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Future Networks: Design Goals and Promising 
Technologies
1. Scope

This document describes
· background information including social aspects to do research and standardization of Future Networks as ‘introduction’, 
· fundamental issues that are not paid enough attention in designing today’s networks and should be the objective of FNs as ‘objectives’,
· capabilities that should be supported by future networks as ‘design goals’,
· ideas and research topics of future networks that are important and may be relevant to future ITU-T standardization as ‘promising technologies’, and 
· target date of Future Networks.
2. References
3. Definition 
Component network: A component network consists of a single homogeneous network, which by itself does not provide a single seamless end-to-end global telecommunication infrastructure.
Federation:  Federation is a technology that enables a heterogeneous collection of component networks to be operated as a single seamless network that shares network resources with other networks, while the networks are geographically dispersed and managed by different providers. Note: A federation of networks is sometimes known as a “network of networks”.

Future Network (FN): A future network is a network which is able to provide revolutionary services, capabilities, and facilities that are hard to provide using existing network technologies.
A future network is either: 
a) a new component network or an enhancement to an existing one;
or

b)
a federation of new component networks or federation of new and existing component networks.

Notes:

1
A network of type b) may also include networks of type a).

2
The label assigned to the final federation may or may not include the word “future” depending on its nature relative to any preceding network and similarities thereto.
Future Networks (FNs): Future Networks is a plurality of Future Network. It is usually used to express that there may be more than one network that fits in the definition of “Future Network”,

New: In the context of this document the word “new” component network means that the component network is able to provide revolutionary services, capabilities, and facilities that are difficult or impossible to provide using existing network technologies.
4. Abbreviations and Acronyms
5. Introduction 
Internet Protocol (IP) technology, and networks based on IP technology has shown enormous flexibility to meet users’ ever-changing requirements. It was first designed for text-based computer networks, and first applications of the Internet were delay-tolerant ones such as FTP or email for small group of researchers. Since then it has managed to adapt to the drastic requirements change on security, mobility, QoS, etc, and now realizes real-time applications such as VoIP and IPTV for general public on commercial basis.
Today, new requirements are emerging again, while traditional requirements still apply, and the balance between them is changing. From social point of view, telecommunication networks are one of the basic infrastructures of today, and must contribute to realize our value. Objectives such as “promote fair competition” [1] will be needed to be satisfied by networks of the future. At the same time we must tackle new social requirements such as environment. Networks must contribute to solve global environmental issues such as climate change and energy conservation, and at the same time, networks themselves must be environment friendly. From technical point of view, new application areas such as machine-to-machine communications, smart grid, and cloud computing are coming. These new application areas, as well as new implementation technologies such as new silicon process or optical fibre, brings new requirements to networks, or change the balance of existing requirements. 
The basic architecture of huge telecommunication networks, in particular its network layer technology, is very difficult to change. Huge telecommunication network requires huge amount of human resources, time and money to build, operate and maintain. Enough attention to backward compatibility is necessary. Network layer technology is the key for global interconnectivity, and the difficulty to change it is outstanding because its change affects anything connected to networks..

However, considering the huge demand and market of machine-to-machine communications and others, they may have the potential to finance the enormous investment required to change huge telecommunication networks. And research communities have long been working for the day when IP and IP-based networks becomes insufficient by investigating various technologies such as network virtualization, energy saving networks, data-centric network, etc. Considering that some technologies are carefully designed to minimize the migration cost from traditional IP networks, and considering that the wide variety of new requirements or new balance of requirements, it seems reasonable to expect that some requirements can be realized by new network architecture based on the ongoing research activities for the day, and to expect that such new architecture could be the foundation of networks of the future, which the prototyping and phased deployment of may fall roughly between 2015 and 2020. We call networks based on such new architecture Future Networks.

6. Objectives
Future networks should be designed with the following four high-level objectives:

EdNote: Proper naming for each objectives is needed.
(Energy awareness) Future Networks should be environmental friendly. Architecture and implementation design for Future Networks must be considered with decreasing of its energy consumption. 

(Service awareness) Future Networks should be dynamically composed of networks of services. Multiple networks of which architecture is optimal to realize one of wide range of network services should be established over single physical network or concatenation of multiple physical networks.  

(Contents awareness) Future Networks should be content-centric. Future Networks should change its function or behavior depending on contents that stream through the network.
(Social-economic awareness) Future Networks should have social-economic incentives to reduce barriers to entry for the various participants of telecommunication sector. Also, each participant should be able to receive proper return according to their contribution.
7. Design Goals

EdNote:  “Design goals” are capabilities that should be supported by Future Networks. 
EdNote: Some of these design goal overlaps with C-77 design goals. Contribution is invited.
EdNote: This design goal is related to (service awareness) objective.

EdNote: This design goal is related to “Self-optimizing Network” and “Mobility”.

FN should support wide range of bandwidth from narrow to ultra-wide ones and wide range of latency to adapt to application/service characteristics. FN should also support huge number and wide variety of terminal devices and flexible mobility to achieve ubiquitous/pervasive communication environment.
EdNote: We need motivation for this design goal.

EdNote: This design goal is related to (service awareness) objective.
EdNote: This design goal is related to “Network Virtualization”.
FN should have capability to support and sustain new technologies derived from future user demands. For this, FN should have programmable network architecture that enables implementation of any type of network service. FN should be able to accommodate both in-service and experimental technologies and should enable migration between different types of network services.
EdNote: This design goal is related to (content awareness) objective.

EdNote: This design goal is not related to any promising technology.
FN should enable users to distribute new contents, data, or service. Furthermore, FN should also allow users to easily find and access the contents, data, or services, and the user should be able to rely on the security and authenticity of the content, data, or service.
EdNote: We need motivation for this design goal.
EdNote: This design goal is related to (social-economic awareness) objective.

EdNote: This design goal is related to “Energy saving of networks”.
FN should support public and/or private social applications such as collaboration, transportation, health-care, etc. FN should provide services that contribute to environmental conservation, and should be designed while carefully considering power consumption by incorporating device, system, provisioning, operations, and management aspects.

EdNote: We need motivation for this design goal.

EdNote: This design goal is related to (service awareness) objective.

EdNote: This design goal is not related to any promising technology.

FN should provide the network services with high reliability, and should be equipped with advanced security mechanisms against distributed attacks, tapping, impersonation, etc. FN should be able to manage digital assets such as digital content copyrights.
EdNote: This part is extracted from SIST contribution (C-73), Brazil and contribution (C-81). 
EdNote: This design goal is related to (social-economic awareness) objective.

EdNote: This design goal is related to “Incentive”.
The existing network environments still impose high barriers to entry, both for manufacturers to develop equipment, and for operators to offer services, so that the telecommunications sector also has characteristics of what is called in economics as natural monopoly.
FN should support simple design in terms of provisioning, operation and management. Multi-owner, multi-layer and multi-technology principles should be substantially implemented.
EdNote: This part is extracted from SIST contribution (C-73).
EdNote: This design goal is related to (service awareness) objective.

EdNote: This design goal is not related to any promising technology.
FN’s aim is to support any kind of “vertical” application as intelligent traffic (road-, air-, marine- and space traffic), smart-grid, e-health, e-security, etc. Devices will communicate to ensure the safety of humans and to assume the automation of many daily activities (driving, flying, office-home control, medical inspection and supervision, etc.) where people may be affected. This is extremely important in disaster situations (earthquake, military or other confrontations, natural disasters, mass traffic collisions, etc.) where a lot of devices or humans are affected or by remote operation. There will always need to be a balance between full-real-time and near-real-time network transparency. Bad or no-real-time network support (transparency, resiliency) will request, in the future, a large number of very complex, autonomous local controllers (and higher costs). Also, a cloud network approach will not be as effective as expected.  
FN should fully support real-time services with defined QoS to support live and mission-critical applications.
EdNote: This part is extracted from SIST contribution (C-73).

EdNote: This design goal is related to (service/content awareness) objective.

EdNote: This design goal is not related to any promising technology.
Emergency situation request device/object known time and location information with associated accuracy information (for time and location coordinates). This is mandatory for a 911-type of service, but will dramatically improve the service in a disaster/emergency environment. The privacy of human and machines/objects/devices (we still do not have a consistent policy for all of these) should be ensured with a multilayer identification scheme.  
FN should have information about network-device identification, location and time, including accuracy (“location stamp”) available for safety applications.
EdNote: This part is extracted from NTT contribution (C-70).

EdNote: This design goal is related to (service awareness) objective.

EdNote: This design goal is related to “In-system Management”.
FN will be large-scaled and complicated for supporting various services with different characteristics. Therefore network infrastructure and network service management in the future will become more complicated and hard task. In previous network systems, operation, management and maintaining system has been designed and constructed in a manner specific to each other because of economical problems. In the future, there is the possibility not to manage the networks due to increase of different management systems caused by increase of services, so new operation and management technologies are needed. Furthermore, the dependency of the network operation and management to the skill of network manager, so how to make easy network management tasks and inherit to worker’s knowledge is large problem.

FN should be able to operate the complicated networks efficiently and economically for reducing the OpEx (Operation Expense) by designing the common interface of operation and management system. 
FN should be able to monitor and acquire accurate and real-time information of the network and service with complete, consistent, unambiguous, correlated, and filtered management data. FN should also support statistical intelligent learning mechanisms to process massive management data and information.
FN should support network and service management automation such as self-stabilization and self-management functions. For self-stabilization, FN should support false-positive and negative free fault detection, diagnosis, and isolation of network and service resources. For self-management, FN should support effective utilization of networked ICT resources by controlling the resources according to changes in demand. However, in the process of network management and operation, there will remain the tasks which require human’s skill such as high-level decision based on accumulated know-how. For these tasks, it is important that even novice operator can manage large-scale network easily without special skills. In addition, at the same time, effective inheritance of knowledge and know-how should be well considered.
EdNote: This part is extracted from NTT contribution (C-71).

EdNote: This design goal is related to (service) objective.

EdNote: This design goal is related to “Self-optimization Network”.
In the future, the maximum bandwidth of user used will be increased with the appearance of various new services and applications which have quite different characteristics such as bandwidth, latency, security level and so on. Certainly an average bandwidth of user used will be increased, but also the differential of bandwidth used by each user, that is, the dynamic range of bandwidth among users will be expanded. Previous network was designed to meet maximum user needs, so equivalent is over specified for most services, this leads to high energy consumption of networks. From the view of power reduction of devices, we can use the process integration of electrical devices, but this approach has some problem such as high standby power and physical limit of operation frequency.

Furthermore, in the future, network has the possibility that cannot offer services because the transmission capacity of networks exceeds the physical limit which includes capacity of optical fibre, operation frequency of electrical devices, power consumption and so on.
Future network should support the wide range of bandwidth from narrow to ultra-wide band ones and wide range of latency to adapt to application/service characteristics. Future network provides the optimized network which can adapt the diversification of applications, service and user demands efficiently by cooperated with technologies from devices level such as optical and electrical, system level to network architecture level, which leads to high efficient use of energy. That is, self-optimizing network is `the proportional network` which can adapt the condition of user used bandwidth, application characteristics such as bandwidth and latency, and network resources. Techniques for the self-optimizing network can be categorized into device-level, system-level, and network-level optimization. The scope of self-optimization includes access networks, core networks, services, and terminals at user premises.
EdNote: This part is extracted from KDDI contribution (C-77).

EdNote: This design goal is related to (service) objective.

EdNote: This design goal is related to “Mobility”.
Mobile networks are continuously evolving by incorporating new technologies. With regard to the radio access network, a small and portable wireless access node has been drawing wide attention as an alternative access method especially for residential and enterprise deployment. In the case of the current network, main functions such as physical mobility management, authentication, and application servers are installed in the centralized system. Therefore, any data between end-user and application servers, and between end-users is exchanged through the centralized system, which is also known as the mobile core network. 
The dynamic nature of Future Networks environments, where elements of virtualized network can be dynamically added or removed and end-users may move frequently, calls for dynamic mobility architectures that facilitate dynamic mobility control and high levels of reliability, availability and quality.
Considering physical mobility in the Future Networks, highly scalable architecture for distributed access nodes, a creating mechanism of operator manageable distributed network, and route optimization for application data and signalling data should be supported regardless of wireless system. 

Considering logical/virtual mobility in the Future Networks, flexible resource allocation to any virtualized network, continuous and automatic optimization for virtualized networks and seamless movement such as predictive virtualized network movement before underperforming networks or failures between virtualized networks should be supported.
EdNote: This part is extracted from ETRI contribution (C-84).

EdNote: This design goal is related to (service) objective.

EdNote: This design goal is related to “Identification”.
Internet was originally designed under limited assumptions, e.g. fixed-oriented, single interface, and IP address has been used as almost a single identity (or identifier) of Internet over most layers. Future networks are expected to have quite different features from the original assumptions of Internet. First of all, it will be mobile-oriented environment according to current ubiquitous trend. Also multi-homing will be a very common requirement. In addition, note that content-centric network is currently considered as promising candidate architecture for future Internet, in which communication is a matter of contents, not of nodes. The envisioned future network environments are a background why we should consider future Internet in revolutionary manner rather than evolutional one.
Future networks should provide a new identity structure, which specifies how to identify/locate communication objects, is the most fundamental element for the revolutionary design of future network. We also need to note that most problems of current Internet come from Internet identity itself, i.e. IP address because it was designed under the very limited assumptions. Accordingly the design of new identities and relevant procedure should be the first step for the development of future networks.
EdNote: Motivation of this section is extracted from KT contribution (C-67).

EdNote: This design goal is related to (socio-economical awareness) objective.

EdNote: This design goal is related to “Incentive”.
In the current Internet, economic incentives are not considered in its design phase. As the Internet is growing and puts together diverse social functionalities, the different participants of the Internet as illustrated in the reference [1], i.e., users, commercial ISPs, private sectors network providers, governments, intellectual property rights (IPRs) holders, and providers of content and higher level services, are often pursuing interest that conflicts with others. These have led tussles over the Internet and international/domestic regulation issues are in a controversy.
FN should be technically guaranteed proper economic incentives according to their contribution, so that the tussle is resolved 
8. Promising Technologies
EdNote:  This section explains ideas or research topics of Future Networks that are important and may be relevant to future ITU-T standardization. 
EdNote:  The levels of abstraction/granularity of each technologies should be aligned with each FN technology documents such as “network virtualization” and “energy saving networks. 

EdNote: The description of each technologies should be brief, about 1/2 to 1 page. Details of the technology should be explained in separate documents.

8.1. Network Virtualization 
The Future Networks should provide much better support for a broad range of applications, services, and network architectures. In the Future Networks, multiple isolated logical networks each with different applications, services, and architectures should share physical infrastructures and resources. Network virtualization is one of key features to support application, service and architecture diversity, and provides a powerful way to run multiple heterogeneous virtual networks, which are independently customizable to meet specific requirements in shared physical infrastructures.
The definition and framework of network virtualization are mainly discussed and described in [2]. Network virtualization is the technology that enables the creation of logically isolated network partitions over shared physical network infrastructures so that multiple heterogeneous virtual networks can simultaneously coexist over the shared infrastructures. Also, network virtualization allows the aggregation of multiple resources and makes the aggregated resources appear as a single resource [2].
The virtual networks are completed isolated each other, so different virtual networks may use different protocols and packet formats. When combined with programmability in network elements, users of virtual networks can program the network elements on any layers from physical layer to application layer. They can even define new layering architecture without interfering the operation of other virtual networks. In other words, each virtual network can provide the corresponding user group with full network services similar to those provided by a traditional non-virtualized network. The users of virtual networks may not be limited to the users of services or applications, but may include service providers. For example, a service provider can lease a virtual network and can provide emerging services or technologies such as cloud computing service, and so on. The service providers can realize the emerging services as if they own dedicated physical network infrastructures. In order to facilitate the deployment of network virtualization, it may be necessary to provide control procedures such as creating virtual networks, monitoring the status of virtual network, measuring the performance, and so on. 
Network virtualization can reduce the total cost by sharing network resources. One of motivation of network virtualization is to achieve better utilization of infrastructures in terms of reusing a single physical or logical resource for multiple other network instances, or to aggregate multiples of these resources to obtain more functionality. These resources can be not only network components, such as routers, switches, hosts, virtual machines, but also service elements, such as, operation and measurement services, instrumental services, and so on.
Future Networks are also recommended to support federation and programmability with network virtualization technology. Federation enables the networks to be operated as being part of a single network with sharing network resources, even though the networks are geographically dispersed and managed by different providers. Programmability enables users to dynamically import and re-configure new invented technologies into virtualized equipments (e.g., routers/switches) in networks. 
8.2. In-system Network Management (EdNote: proper title is needed.)
Future network has new function which is different from current networks mainly in the following points.
•Unified operation and management system

Previously, various approaches have been proposed to standard the network management system by defining the common interface for operation system such as SOA (Service Oriented Architecture) concept and so on, but not operated due to various problems such as cost and so on. Unified management system provides the high-efficient operation for adapting all of network systems which provide different services.

•Sophisticated control interface and inheritance system of operators knowledge and know-how

     In order to control and manage various networks and network services easily, operation system for FN should have autonomous control and self-stabilizing mechanisms at a certain level. In the future, even novice worker should be able to control and manage target network without special skill. For some network management tasks which should be done manually by human, sophisticated and friendly control interface should be designed. One of the reasonable approaches is ‘Visualization’ of various statuses of network as follows.

•Visualization of system management (Software technology level)
Network visualizing technology supports the work of system administrator and improves the work efficiency by visualizing the state of network easily. Visualizing technology includes monitoring of networks, fault localization and network system automation. It will be important and necessary technology for managing and maintaining the future networks which will be expected to become large-scaled and complicated more and more.


•Visualization of infrastructure management (Hardware technology level)

It is important to construct the network system configuration and the work’s environment in which the field workers can work efficiently. Hardware technology based on visualization includes monitoring of fibre and states of communications, fault localization and fibre identification without high level technical skill and experiences of field workers
In addition, database construction technology for succeeding worker’s knowledge and knowhow which based on knowledge and experience is needed.

8.3. Energy Saving of Networks

Ways of resolving environmental issues that include reduction of GHG (Greenhouse Gas) emissions are becoming increasingly important. The use of networks is considered a prospective means to reduce GHG emissions in various fields, such as telework and supply chain management (SCM). However, as networks carry more traffic, their electric power consumption will increase.

In this context, energy saving of networks means a set of technologies that reduce total power consumption of network equipments such as routers and switches systematically. It includes a variety of technologies: device level, system level, and network level. Each technology doesn't stand alone, but cooperates each other among different levels as a total solution, in order to minimize total power consumption.

Energy saving of networks is distinguished from current networks mainly in the following two points:

( Control device operation for traffic dynamics

Conventional network devices always operate at full spec and full speed. On the contrary, energy saving of networks will control the operation of devices according to the traffic, using sleep control, dynamic voltage scaling (DVS), dynamic clock operation technique, and so on. It reduces total power consumption needed.

( Forward the traffic with less power
Conventional data transmission is usually carried out on complex layered protocol. On the contrary, energy saving of networks will transmit data on simplified mechanism, using lower layer, light protocol, and so on. It reduces the necessary power to get unit data speed, that is, W/bps.

Future Networks should provide services that contribute to environmental conservation, and energy saving of networks can provide this function. That is, energy saving of networks can reduce GHG emissions, and can be one solution to environmental issues from network perspective.

8.4. Identification 

The works on new identity structure for future networks will include following research issues;

• Considerations for new identity structure;

• Review on existing identity structures;

- Telecommunication systems such as ITU-T NGN and 3GPP SAE

- Internet (IPv4/v6, URI/URL, etc)
- New approaches for future networks such as 4WARD and AKARI.

• Requirements for new identity structure;

• General identity framework for future network;

• Necessary actions for global standardization.
8.5. Mobility
EdNote: Additional text will be provided.
· The Future Networks should support localization and optimization of the signaling and data paths.
·  The Future Networks should enable the network administrator to control the signaling and data path

· The Future Networks should be able to locate the functional entities (e.g., mobility management) anywhere in the network (both in the mobile core and access networks).
· The Future Networks should be able to provide the discovery function (network resources and devices) of the connected devices in both centralized and distributed fashions.
· The Future Networks should be able to connect devices that are not fully capable of mobility and/or security without degradation of those features.
Mobility between virtualized networks
EdNote:  These requirements are derived from “Mobility between virtualized networks” capability. Generalization of these requirements may be needed.

· The Future Networks should be able to support for the user to move from one virtualized network (or LINP) to another.
8.6. Self-optimization Network

Self-optimizing network is quite different from current networks which were designed to maximum need mainly in the following points such as device, system and network level.
1. Device level optimization

Device level optimization technique can introduce drastically power reduction of networks against the previous networks.

•Operation rate optimization
In general, conventional networks were designed to meet the maximum user need, so equipment used in networks are over-specified for most services and applications. In general, the power consumption is proportional to operation frequency, decrease of operation frequency introduces the that of energy consumption. Operation rate optimization technique provides the minimum bandwidth which can offer services and applications by using optical layer , electrical layer  and optical/electrical hybrid technique. For example, optical layer technique is that the operation frequency is allocated to each wavelength, and wavelength is changed. Electrical technique is that the operation frequency of devices is changed. Hybrid technique is that cooperates optical with electrical technique. This technique also leads to drastic energy saving of networks.
2. System level optimization

System level optimization technique can realize the energy saving and huge bandwidth services with performance of high security, low latency, which is target for far future E2E all optical services.

•System performance optimization

The power consumption of each node system is almost proportional to the number of in-service ports and the clock speed of processors within the node system. Moreover, the performance of the system is designed to support peak traffic demand, which is exaggerated specification under most of the time. In the system performance optimization, the node system shuts off underutilized ports or reduces the operational clock speed of processors on the line cards in order to improve the efficiency of the system resources. This contributes to the energy saving of the node systems.

•Function level optimization

Previous network has the problem which cannot realize both the low latency and high security level, which is one of network functions, because of using higher layer processing with lower speed. For example, security level optimization realizes the high secure level using lower layer processing, that is, physical layer processing technique, so coexistence of low latency and high security is possible.
3. Network level optimization

Network level optimization technique can solve the problem such as the physical limit which includes capacity of optical fibre, operation frequency of electrical devices. Furthermore, this technique has the possibility of high efficient use of network resources such as network path, equipments, devices and so on, this provides the cost reduction of networks.

•Path optimization
Conventional network cannot offer the E2E (end-to-end) all optical network services with high-speed, large capacity, and low latency and previous services such as voices, texts and so on by same network from the view point of economical, technical problems and so on. Path optimization provides the optimized path considering services characteristics and traffic conditions of transmission route. Furthermore, path optimization has the function of synchronizing the data, can offer the information which is consist of multiple data with different characteristics by using different path.

•Network topology optimization

A set of lower-layer (e.g., optical layer) paths forms a network topology to upper layer (e.g., packet layer). Upper-layer traffic is transported over the network topology, and the optimal topology can be determined by the geographical distribution of user’s traffic demand. Thus, by optimizing the network topology in accordance with traffic demand variation, we can improve the efficiency of the total network resource utilization.
•Accommodation point optimization
In previous networks, all of services are accommodated in same point of network. So the accommodation efficiency decreases because each service has different characteristics such as bandwidth, latency and different usability. Accommodation point optimization provides the high-efficient network architecture which realizes the flexible accommodation for adapting services using the advantage of the optical characteristics, which also leads to energy saving of networks.

8.7. Economic incentives (EdNote: Title may be changed.)
EdNote: We need to harmonize the text.

From the view of Future Networks, economic incentives should be considered from the stage of design as a solution for the tussles, which we have often witnessed in the internet. In Future Networks, each participant should be technically guaranteed proper economic incentives according to their contribution by its architecture based on virtualization, programmability, and federation. Participants of Future Networks can be grouped into users, network resource providers, network (resource) management/operation service providers, network resource programming platform providers, network resource programmers, private sectors network providers, governments, intellectual property rights (IPRs) holders, content/higher level service platform provides, and content/higher level service programmers.
EdNote: There are various providers mentioned here; the classification of these various participants necessary. 
The concept of Economic incentives embedded in Future Network architecture resolve the economic tussles. Future Network architecture fulfils diverse participants’ interest of the Internet as an economic ecosystem.

EdNote: This text was initially provided for the “Concept” section. The text may be used in other section such as “Objectives”.
In this sense, a vision of future networks should consider economic incentives to reduce the digital gap, thus facilitating the development and deployment of networks, as well as the provision of services at lower cost than the present technologies.

Thus, it is expected that research in future networks takes into consideration:

·  The need to facilitate and accelerate the provision of convergent facilities in areas of lower economic attractiveness, with a view to reducing the existing digital gap, especially in developing countries;

· Allow a reduction in operating costs of telecommunications service providers, especially in the aspects of deployment and network management in order to allow a reduction of the service prices to end users;

· The reduction of barriers to entry for new manufacturers, as well as the consolidation of existing vendors through cost reduction in the development and the manufacturing of infrastructure;

· The reduction of barriers to entry for new service providers by encouraging the usage of standards oriented to competition, such as open networks and universal access terminals, enabling the use of infrastructure by any service provider, and consequently stimulate the emergence of a diversified offer, with more added value and competitive costs;

· Allow the telecommunications industry to remain profitable with sustainable development, and acting as an engine of the economy, taking also into account the social and environmental aspects.

9. Target Date
The estimated target date for prototyping and phased deployment of Future Networks should roughly fall between 2015 and 2020. This estimate is based on two factors: First, the status of current and evolving technologies that would be employed in the experimentation and development of FNs. Second, any novel development that might take place well beyond that estimate is too speculative and is outside the mandate of this document.
Any global multi-service infrastructure comprises a number of networks and network technologies arranged in various vertical (stacked) and horizontal (peered) combinations.

The nature of such a federated network implies a mixture of networks at different stages of evolution. Some existing components may be replaced by a new network technology, some may be enhanced by a future technique, and completely new ones may be added.  Additionally, the network components will vary dynamically from one telecommunication instance to another depending on the service under consideration, features invoked and related routing choices.

Various evolution and migration strategies may be employed to accommodate emerging and future network technologies.  Each case will be to be examined on its merits and its relation to the role played by the network technology under consideration as part of the future global infrastructure.

Appropriate usage scenarios and deployment cases will need to be considered when the research has been completed for the area(s) under consideration, and appropriate conclusions reached and agreed.
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