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Overview of Energy Saving of Networks
[Editor's Note: should be decided if "Future" is to be included in the title later.]
[Editor's Note: should emphasize that this document treat "of Networks".]
Summary
This document describes the overview of energy saving of Future Networks.
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1
Scope

[Editor's Note: check and make the first sentence readable.]
Energy saving of networks themselves is an important capability in future networks. In this document we call a network capability that use less energy as “energy saving of networks”, and


-  review energy saving technologies,


-  describe capabilities


-  describe impact analysis of energy saving

-  describe overview of candidate functions


-  describe high-level requirements

of energy saving of networks.

2
References
The following ITU-T Recommendations and other references contain provisions which, through reference in this text, constitute provisions of this document. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this document are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is published regularly. The reference to a document within this document does not give it, as a stand-alone document, the status of a Recommendation. 
[1] ITU-T Contribution FG-FN C-25 (2009)
[2] International Telecommunication Union, “ICT and Climate Change,” April 2008
[Editor's Note: This section will list the references to be concerned with energy saving of networks.]
3
Definitions
[Editor's Note: This section will describe the definitions of terms to be concerned with energy saving of networks, devided in sub-sections 3.1 and 3.2]
3.1
Terms defined elsewhere

TBD
[Editor's Note: This sub-section will describe the definitions of terms to be used generally.]
3.2
Terms defined in this document
TBD
[Editor's Note: This sub-section will describe the definitions of terms to be used specifically in this document.]
4
Abbreviations and acronyms

TBD
[Editor's Note: This section will list the abbreviations and acronyms to be concerned with energy saving of networks.]
5
Introduction to Energy Saving of Networks
After the monumental 4th IPCC report in 2007 that concluded the man-made climate change is ‘very likely’, various scientific evidence that show the seriousness and urgency of climate change has been added. It has become apparent that one of the key objectives of future networks is its contribution to combat climate change.

Contribution of ICT to combat climate change is often categorized into ‘by ICT’ and ‘of ICT’. ‘Of ICT’ is the challenge to reduce environmental load of ICT system itself such as PCs, servers, routers, and so on. On the other hand, ‘by ICT’ is the challenge to reduce environmental load by using ICT system; for example, telework and supply chain management (SCM). We can therefore categorize future networks’ contribution to climate change into two, ‘by future networks’ and ‘of future networks’.

· by future networks
Future networks must become a useful tool for other sectors to mitigate or to adapt climate change. Smart grid friendly networks architecture, QoS and cost suitable for ubiquitous sensor networks that monitor earth environment are a few example contributions by future networks. 

· of future networks
Future networks must minimize its carbon footprint, the overall ecological impact from its production to use to disposal. For example, most of the ecological impact of mobile terminal arises from its production, so reducing the impact in production phase is a valuable contribution. Routers, switches and servers consume much electricity in its use phase, which makes energy saving a valuable contribution on these facilities.

Every issue is important, but in this document we focus on the energy saving of networks themselves(‘of future networks’) because energy consumption of networks is rapidly increasing as the applications on networks increases. This is Energy Saving of Networks, which reduces total power consumption of network equipments such as routers and switches systematically.

The total volume of traffic of broadband subscribers in Japan as of 2025 is estimated to increase by 190 times that of 2006, which will cause estimated network power consumption in 2025 is predicted to be 13 times the 2006 level. So energy-saving technologies that reduce network power consumption is becoming increasingly important. .

Energy saving of networks includes a variety of technologies. It can be categorized as follows:

· Device level
· System level (e.g. transmission, multiplexing, equipment configuration, system-level software)
· Network level (e.g. access, core, wireless, wireline, architecture-level software)
[Editor's Note: need to check if this classification is appropriate and enough. We will invite further contributions.]
From the viewpoint of future networks architecture, this document focuses on network architercture level technology. e.g., functions to control device and software in order to save energy of networks.
[Editor's Note: This section will describe the background and summary of the problem why energy saving of networks will be needed. Starting from the ecological problem(i.e., the reduction of CO2), it should be specified that "energy saving of networks" would be more important in the future. In current OD-19 document, it is explained based on Japan's energy circumstances, but it is preferable to be based on world-wide's energy circumstances.]
6
Review of Energy Saving technologies


6.1. List of technologies and their levels
Based on three levels described in section 4 (Device, System, and Network level), following technologies are listed. 

· Device level Technology
LSI microfabrication, Optical node, Multi-core CPU, Clock gating
· System(Equipment) level Technology
Sleep control, ALR/DVS, Circuit switch, Thermal design, Cache server, Filtering, Sorry server, Shaping
· Network Technology
Energy-based routing/traffic engineering, Lightweight protocol, Transmission scheduling, CDN, Job scheduling
In sub-sections 6.2 - 6.4, the outline of each technology is described.

6.2. Device level technologies
6.2.1. LSI microfabrication
It is a device technology of LSI microfabrication and reduction of driving voltage. The more it advances, the less power is needed. Up to now, the ratio of improvement of it has progressed by 30% per year, but it seems slow down recently because of the increase of leak current.

6.2.2. Optical node
It is an implementation of optical transmission technology to a network node. Optical network has very large capacity compared with electrical network, which speed reaches Tbps or more. It can improve energy efficiency drastically that is defined by W/bps (necessary energy to get unit data rate). Because of its very high-capacity, it requires large amount of traffic aggregation. Otherwise, sufficient energy efficiency cannot be achieved. Moreover, optical packet switching is still difficult to realize.

6.2.3. Multi-core CPU
It is a technology to control power supply and clock rate to multi-core CPUs, so that necessary number of CPUs can operate at necessary clock rate. If CPUs are controlled adequately according to the load, necessary energy can be saved with it.

6.2.4. Clock gating
It is a technology to control clock supply to CPU(s) when necessary task does not exists. The longer the duration without clock is, the more energy can be saved. Nevertheless, if the transition between ON and OFF state of clock occurs frequently, the less energy saving effect is achieved.

6.3. System level technologies
6.3.1. Sleep control
It is a technology to put equipments and functions to "sleep" when they are not used, and save the energy consumption. At system level such as routers and switches, sleep control is typically implemented to equipment itself and network interfaces. The effect of energy saving is depends on the traffic dynamics. The more the difference between maximum and minimum traffic, the more the energy saving effect can be achieved. The difficulty of this technology is that current routers must treat small control traffic such as routing information even if data traffic is not delivered, so it is a problem how to treat these control traffic.
6.3.2. ALR/DVS
It is a sort of energy saving operation mode of network equipments. ALR implies Adaptive Link Rate, which controls link speed according to the amount of the traffic to be processed. DVS implies Dynamic Voltage Scaling, which controls driving voltage of CPU, hard disc, NIC, and so on, according to the amount of the traffic to be processed. The more scaling is accomplished, the more the energy saving can be achieved. The problem of this technology is how to treat burst traffic, and so on.

6.3.3. Circuit switch
Circuit switch consumes less energy than packet switch, because it is simple and does not need extra energy-consuming devices such as SRAM and CAM. Nevertheless, circuit switching cannot realize statistical multiplexing, so it may degrade network performance. It is a problem of circuit switch from the viewpoint of energy saving.

6.3.4. Thermal design
In a network node, cooling system consumes considerable amount of energy. Energy saving can be achieved by improvement of thermal design of a network node.

6.3.5. Cache server
This technology is the caching of web contents to reduce bandwidth usage, so it can achieve energy saving corresponding to the reduction. If the copy of the contents exists in this server at high probability, it is effective for energy saving. But, if this probability is low, the server needs to access to the original server frequently. It may costs more energy than the case without cache server.

6.3.6. Filtering
This technology blocks unnecessary data to be transmitted, so it can achieve energy saving corresponding to it. Filtering technology is not originally intended for energy saving, but using it in good manner can save energy.

6.3.7. Sorry server
It is a server which returns the alternative response to inform that it cannot provide services by some reason such as traffic congestion. Consequently, it can peak-shift the traffic on the time axis and ease the necessary traffic demand. So it can save energy.

6.3.8. Shaping
It is a technology that controls the output rate of packets according to the link speed. Because it controls the maximum data rate, it can save the energy of other nodes which is defined by the maximum data rate. Nevertheless, it may increase the delay.

6.4. Network level technologies
6.4.1. Energy-based routing/traffic engineering
It is a routing/traffic engineering technology to minimize network-wide energy consumption. It usually premises that sleep or ALR/DVS functions described in sub-section 6.3 can be utilized in network nodes. When sleep function can be utilized, this technology aggregates the traffic routes, and makes sleep unused nodes or links so that unnecessary energy can be saved. When ALR/DVS function can be utilized, this technology distributes the traffic routes so that each node treats minimum traffic, and makes link rate or voltage at the adequate level so that unnecessary energy can be saved. The problem of this technology is how to treat dynamics of the traffic. One example of this technology consideration is described in appendix I.1.
6.4.2. Lightweight protocol
This technology simplifies the network protocol and saves energy corresponding to it. Typically, there are two approaches to accomplish energy saving by it. One is to transfer the data traffic in the lower layer than IP, and the other is to make simple the transmission layer protocol. The former includes label switching such as MPLS, and the latter includes modified TCP that improves retransmission algorithm. This technology can make the necessary functions of network nodes small, so it can save energy according to it.

6.4.3. Transmission scheduling
This technology premises the nodes with smaller buffer than usual. It controls the amount and the timing of packet transmission so that it can avoid output waits at each node. So it can save energy. The problem of this technology is the network performance. If transmission scheduling is controlled ineffectively, it degrades the network performance. Consequently, it may require extra network resources.

6.4.4. CDN (Contents Delivery Network)
It is an optimized network for delivery of web contents via the Internet. Optimized CDN can save energy because it can access the nearer server than the original one, so it can save energy corresponding to it. The problem of this technology is as same as that of cache server. That is, if hit rate is small, this technology is not so effective for energy saving.

6.4.5. Job scheduling
This technology peak-shifts the traffic on the time axis as much as possible, and reduces the number of network equipments to be needed, in order to save energy. One method is to distribute broadcast content in advance.
7
Capabilities
This section describes capabilities for energy saving of networks.

7.1. Classification of technologies from capabilities

From the viewpoint of the capabilities, technologies listed in section 6 are classified as follows:
Table 1: Correspondence of technologies to capabilities

	Capability

Level
	1) Restraint of increasing capacity needs
	2) Improvement of power efficiency

	
	1-1) Reduce traffic
	1-2) Peak-shift
	2-1) Dynamic ctl.
	2-2) Less power

	Device
	
	
	- Multi-core CPU

- Clock gating
	- LSI

- Optical node

	System

(Equipment)
	- Cache server

- Filtering


	- Sorry server
- Shaping
	- Sleep

- ALR/DVS
	- Circuit switch

- Thermal design

	Network
	- CDN


	- Job scheduling
	- Routing/TE
	- Light protocol

- Txt. scheduling


As shown in Table 1, the following capabilities are considered necessary  to control the power consumption.
1) Restraint of increasing capacity needs of networks
1-1) Reduce the volume of traffic to be forwarded

1-2) Peak-shift the traffic as much as possible

2) Improvement of power consumption efficiency of the entire network
2-1) Minimize device usage for traffic dynamics

2-2) Forward the traffic with less power 

Capability 1) is an approach from traffic manipulation, and capability 2) is an approach from architecture at various levels. As our target resides in network solution, capability 1) is more important.
Regarding 1), one conceivable technique is 1-1) reducing the volume of traffic to be forwarded within networks. As a specific method, the volume of traffic can be controlled by providing a cache server at the entrance of networks so as to cache frequently-accessed content on the cache server. Meanwhile, capacity needs of networks are generally decided to deal with peaks of traffic. For this reason, 1-2) peak-shifting the traffic as much as possible can reduce the number of networks devices to be needed, in order to save energy. One method is scheduling, which allow broadcast content to be distributed in advance.

Regarding 2), possible techniques include 2-1) minimizing device usage for traffic dynamics, and 2-2) forwarding the traffic with less power. The former is saving energy in accordance with traffic dynamics that cannot be leveled by 1), and the latter is forwarding large volumes of traffic with less power consumption. Because our objective in this document is to describe network-wide solution for energy saving, we should focus on 2).

 [Editor's Note: This section will describe the capabilities(i.e., solutions) in order to realize energy saving of networks. That is, the investigation of solutions and their approaches is described. It seems that classification and items in OD-19 would be the starting point.]
[Editor's Note: This is a starting point, and it can be changed when not only contribution comes but section 6, review of Energy Saving technologies are done.]
7.2
Minimize device usage for traffic dynamics

Techniques to minimize device usage for traffic dynamics include sleep control and dynamic voltage scaling (DVS) control. Sleep control saves energy by putting a device to "sleep" when it is not in use, and DVS control works by reducing the traffic forwarding capacity of devices such as CPUs, line cards and network interface cards (NICs) when the traffic volume is low. For this reason, sleep control and DVS control are effective when they are applied to networks which characteristically have a large number of devices, low volume of traffic handled by individual networks and low device operating ratios.

From the view point of system technology, the internet traffic is characterized by dynamic variations in terms of time and space. Power consumption of routers, on the other hand, is almost independent of the volume of traffic forwarded and just driving routers consumes a certain amount of electric energy. Accordingly, putting routers to sleep when traffic does not flow into them provides a possible energy-saving technique. In the present situation, however, traffic is distributed for forwarding on a network according to the paths predefined by routing protocols or other methods, which means that traffic, if low volume, flows into each rouer even when the overall volume of traffic is low, resulting in the need to keep each router running all the time. This points to the technical challenge of how to control traffic paths in an entire networks in such a way that allows routers to be brought into a sleep mode.
7.3
Forward the traffic with less power

Techniques to forward the traffic with less power include use of evolving device technology and employment of optical nodes along with traffic aggregation. Device technology offers prospects for energy saving by LSI microfabrication and reduction of driving voltage. Use of optical nodes requires traffic aggregation as a prerequisite. 

From the view point of system technology, the internet uses packet forwarding, which achieves efficient accommodation of applications by statistical multiplexing effect. The other side of the coin is that further increases in the speed and capacity of transmission lines in the future will require special types of memory that are high-speed, high-capacity and high-power-consumption (such as static random access memory [SRAM] and content addressable memory [CAM] for buffering and routing. However, video traffic, which is expected to increase in the future, is characterized by continuous generation in one direction while a session is maintained and routing is required only on a session-by-session basis. This eliminates the need to use CAM, which is intended for packet-by-packet routing and requires high power consumption, and packet buffers. Accordingly, one technological challenge is to build a new forwarding mechanism that does not require these types of memory to be used.
8
Impact analysis of Energy Saving
This section describes impact analysis  of energy saving of networks, especially performance aspects.
[Editor's Note: 

Example items to be listed:


- The effect of energy saving to be required or to be realized



When applying technology of energy saving of networks, how much energy can be 


saved ? 



It may be difficult to describe quantitatively.

- The range of influences to other networks performance(e.g. QoS, security, and so on)



For example - Level-1: no degrade of service quality, Level-2: permissible degrade at 



some level, and so on.]

8.1
The effect of energy saving to be required or to be realized

From the viewpoint to reduce CO2 emissions, it is important to reduce network power consumption.

[Editor’s Note: The effect of energy saving should be evaluated.]
8.2
Influences to other network performance

When introducing energy saving technologies to the networks, they may degrade other networks performance such as QoS, security, and so on, because they may be realized at the expense of traditional network services. It depends on the application services or network systems how much degrade can be admitted. For example, usual mail service can tolerate the delay of several seconds. So, influences to other network performance should be specified.
9
Overview of candidate functions
This section describes candidate functions for energy saving of networks.

Figure 1 illustrates a system model for energy saving of networks, which shows functional blocks to be needed and relationship between them.
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[Editor's Note: This section will describe overview of candidate functions for energy saving of  networks. To be concrete, functional blocks and their relations(i.e., interfaces) should be described. It seems that the figure in OD-19(the figure above) would be the starting point.]

[Editor's Note: Network devices mean anything in network, so it can mean ‘equipment’. Better wording is necessary.]
[Editor's Note: This figure mention energy cost, not energy consumption. The selection of word, cost or consumption, relates the #1 objective of this document, environment/climate change or reduction of OPEX. Needs to be clarified in the future.]
9.1
Management functions

Management functions control network devices through device control interface in order to minimize total energy costs. Device control interface includes a variety of control parameters related to energy, such as routing paths, function usage of devices, and so on.
9.2
Network devices

Network devices are network equipments such as routers, switches, and so on. They should have device control interfaces. They could report their energy status to management functions through status monitoring interface. Status monitoring interface includes a variety of device parameters related to energy, such as traffic flow, device availability, and so on. 
10
High-level requirements

[Editor's Note: This section will describe high-level requirements for energy saving of networks from the preceding considerations.]

Appendix I
Examples of technology consideration
I.1 Environmental Token Consideration in Future Network Routing Capability
Environmental token indicates a level of carbon-free power consumption at a network node, and includes a ratio (R) between carbon-free and total power consumptions at a node. A total of power consumption at a node is the sum of carbon-free and carbon-based-nuclear power consumptions. Environmental token also indicates GHG emissions, and includes carbon footprint (CF) of a node. Therefore, environmental token (ET) at one node can be represented as the following:

ET = (1 – R) x CF

A lower level of carbon-based power consumption would be preferable for mitigating GHG emissions. This means that a larger ratio value (R) would show less carbon-based power consumption and a better routing scheme. A value of carbon footprint will show an equivalent of GHG emission in consideration of Life Cycle Assessment at a network node. Consequently, a smaller value of ET will represent a preferable node in terms of environmental consideration. At each node with a routing capability, both carbon-free and carbon-based power consumptions are monitored, and the ratio R as well as ET are computed. Then, its value is notified to adjacent nodes via a central or distributed manner. (See Figure 1) A node with a routing capability will route information under consideration of the ratio/environmental token. In the figure, each RN will have a different energy saving capability, and small letters of ET will indicate less GHG emissions. Note that a routing capability would include bypassing and rerouting functions. 


[image: image2]
Figure I.1 - Environmental Token Exchange
[Editor's Note: calculation of cost in global manner is an interesting issue for further study.] 
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