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This Annex specifies the overload control CGOE component.
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1
Scope

This Annex specifies the overload control CGOE component.

2
References

The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.

The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation

Editor’s note: To be completed
3
Definitions

Editor’s note: To be completed

This Recommendation defines the following terms:

3.1 
Application: (See Recommendation Y.CGOE) 
3.2 
Carrier grade: (See Recommendation Y.CGOE) 
3.3 
CGOE component: (See Recommendation Y.CGOE) 
3.4
End-to-End Security: End-to-end security refers to security between two Diameter nodes, possibly communicating through Diameter Agents.  

3.5
Functional requirements: (See Recommendation Y.CGOE)
3.6
Middleware: (See Recommendation Y.CGOE)
3.7 
Non-functional requirements: (See Recommendation Y.CGOE)
4
Abbreviations

Editor’s note: To be completed
	AAA
	Authentication, Authorization and Accounting

	CGOE
	Carrier Grade Open Environment


5
Conventions

This Recommendation uses the CGOE component diagram conventions detailed in clause 5 of the main body of this Recommendation. 
6
The overload control CGOE component

6.1
General

Overload Control in communication systems is a “working together” of several software components which can be situated on one or more hardware units.

Overload control protects a communication system and its components against to be overloaded by external and/or internal offered load exceeding the system’s and/or its component’s capacities.

Hardware components which might be overloaded are:
· processors which process the offered load and 

· transportation systems (e.g. Ethernet, LAN) which transport the messages internally between the processors and externally to/from the “outside world”.

The internal elements of processors which can be overloaded are the CPU, buffers, heap, etc. Concerning transportation systems the bandwidth may be the bottleneck.

In principle Overload Control consists of:

· overload indication,

· overload rejection, and

· overload alarming and notifications.

In general, overload indication is done by a generic software component which is called in the following “Basic Overload Control”, overload rejection is done by the applications because they only know what to reject and what to accept, overload alarming and notifications are triggered by the Basic Overload Control and given out to the operator via OA&M software components.

Remark: For distributed system architectures, e.g. multi-processors, additionally Load Balancing might be used.

6.2 
Relationship with other CGOE components

Basic Overload Control offers services to other CGOE software components (e.g. applications) which make these components able to react, i.e. to regulate the acceptance and rejection of the offered tasks in a way that the effective load (throughput) is maximized and unintentional load is avoided as much as possible, even in overload situations.

Basic Overload Control is a part of the Industry Agnostic and belongs to the Base Carrier Grade Platform, and here to the Platform Services.  Basic Overload Control has interfaces to the Operating System and may have interfaces to other Platform Services which also belong to the Base Carrier Grade Platform.  Furthermore Basic Overload Control has or may have interfaces to protocols and/or to the Industry Specific Applications, i.e. to the Middleware and to the Application Services and/or to the Industry Applications, respectively (see Figure oamp.1/Y.cgoe.cmpts).
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6.3
Internal functional properties

6.3.1
Requirements for Overload Control

There are five types of requirements which must be fulfilled by the Overload Control:

· general requirements,

· requirements to the Basic Overload Control,

· requirements to the operating system,

· requirements to the applications and

· requirements to OA&M software components for alarming and notifications.

6.3.1.1
General requirements

· acceptable delay times during overload

· sustain high throughput

· avoid uncontrolled message loss

· guarantee acceptable call failure rate

· no recovery due to overload

· reject overload as near as possible at the traffic sources

6.3.1.2
Requirements to Basic Overload Control

· minimum CPU occupancy by the Basic Overload Control, e.g. ≤ 2%

· evaluate the measurements of the operating system in such a way 

· that real overload situations can de distinguished from short load peaks,

· but fast enough so that the general requirements can be fulfilled

· offer load states of the processor and of the tasks groups and/or overload level information to the applications and, if applicable, to protocols (e.g. H.248)

· offer information for alarming and notifications to the concerning OA&M software components

· provide appropriate parameters for different rejection measures (see Section 1.3.1.4)

· with distributed architecture:

· distribution of load states of the processor and of the task groups and/or overload levels from the individual processor to all relevant others

6.3.1.3
Requirements to operating system

· CPU load measurements

· total load

· load per task group (e.g. call processing, OA&M)

· per different time intervals, e.g. 50 ms, 250 ms, 1 s, 4 s etc (this depends on CPU speed and application types)

· buffer occupancy

· resource utilizations per interval or per event for:

· heap

· timers, and

· etc.

6.3.1.4
Requirements to applications

· handling of overload rejection measures

· provide several rejection measures, e.g. call gapping, leaky bucket, quoted thin out, rejection according to priorities, token etc (dependent on the hardware and software architecture and on the types of applications)

· preferred rejection of new tasks and continuing processing of already accepted tasks

6.3.1.5
Requirements to OA&M
provide functions to define CPU load model, i.e. runtime slices for different task groups

provide functions to give out overload alarms and notifications to the operator

6.3.2
Standards

The existing standards should be fulfilled in the case of overload:

· ITU-T Q.543 (call control)

· throughput

· delay times

· ITU-T Q.7xx (CCS7)

· signaling (e.g. TFC, busy method)
· call control (e.g. ACC)

· protocols

· for example H.248 (MEGACO) and GSM protocol between BSC and MSC: standard conform reaction on the standardized overload information messages

· ETSI TISPAN, WG2, DTR/TISPAN-02026/NGN “Architecture for Control of Processing Overload in Next Generation Networks”: implementation of a standardized overload control protocol which can be used between platforms for signaling overload states independent of other protocols and applications, i.e. one implementation and not individual for each new protocol and/or application.
6.3.3
Functional description

As already said in Section 1.1 Overload Control consists of three main parts:

· overload indication,

· overload rejection and

· alarming and notifications.

The working together of indication and acceptance/rejection is called overload regulation.
Overload indication is the generic task of the Basic Overload Control. The indication will be done by overload indicators. Several types of indicators can be used. Depending on the applications and the processor speed one have to choose the most suitable one, as there are CPU occupancy, buffer utilization, resource utilization etc. To supervise the transportation systems buffer utilization is one of the most used indicators, for example. The indication can be done in a clocked manner per control interval or triggered by events. This depends on the application type, too. The Basic Overload Control has interfaces to the operating system to get, for example, measurements of CPU occupancy and/or buffer utilization. The Basic Overload Control evaluates these currently measured traffic values by comparing them with ON-/OFF-thresholds 
, for example, to indicate overload situations and to offer the evaluation results via interfaces to other software components (e.g. applications). Application dependent the result of the overload indication should be

· a load state (per processor and/or per task group), i.e. overload or non-overload (e.g. for OA&M); the non-overload state might additionally be subdivided in normal load and highload, and/or

· overload levels (e.g. level 0 … 6 for call processing).

In addition to the overload indication of its own platform Basic Overload Control might be informed of overload situations of other system components and/or other network elements (NE), e.g. via the special overload messages of the H.248 protocol. If reasonable the Basic Overload Control might combine the own load state and/or overload level with the reported remote load state and/or overload level to a global load state and/or global overload level. For example: A MG and a MGC are both in an overload situation and the MG signals its situation via H.248 to the MGC. Then the MGC can determine a global load state and/or overload level which is the highest one of the both. This global one is relevant for rejection measures.

Based on this information the other software components, i.e. the applications control the acceptance or the rejection of new offered tasks which contribute to the overload of the relevant hardware component. The applications have to handle the rejection because only they know which task is meaningful to reject. For example, the initial message of a new task (e.g. new call attempts or new SCCP sequences) should be rejected because then the proceeding messages do not appear and the overloaded component is relieved. Already accepted tasks should successfully be processed till to the end. Thus, the effective load is maximized and the ineffective load minimized. 

The other software components might be situated on the same and/or on one or several other hardware platforms. In general, the Basic Overload Control is implemented on the processors of a communication system.

As already mentioned above, concerning overload control the operating system has to measure the following data:

· CPU runtime measurements per task group (e.g. call processing and OA&M) and of the total CPU load. The granularity of the measurements must be << the minimum task processing time, e.g. if the minimum task processing time is about 200 µs then the granularity should be 1 µs. It must be possible to specify the measurement interval, e.g. 250 ms or 1 s.

· Filling degrees of explicitly specified buffers. It is not possible and not required to supervise all buffers. Only those ones with a high traffic volume, i.e. high messages throughput must be looked at.

These measured data are made available to the Basic Overload Control via interfaces.

6.3.4
Specifications of task groups, relevant buffers and measurement intervals

It will be sufficient that the specifications can be done in the system declaration phase and the activations while system initializing. 

In the declaration phase each task must be assign to a task group, to each task group should be assigned an individual runtime slice and the relevant buffers must be registered for supervision by the operating system. Additionally the declaration of the measurement intervals must be made. Concerning buffers it must be specified if the observation should be done per measurement interval or per event. While initialization these declarations must be made available to the operating system.

6.3.5
Alarming and notifications

It is required that the operator should be informed of overload situations by alarms and notifications. The beginning of an overload situation should be alarmed. During an overload situation notifications should optionally be sent to the operator. The end of an overload situation should be indicated by the end of alarm.

6.4
Non-functional properties

6.4.1
CPU occupancy of Overload Control

The runtime consumption of Basic Overload Control must be negligible, e.g. ≤ 2% of the processors capacity. Normally this is a compromise of the size of the control interval of the Basic Overload Control and of the sensitivity of the regulation.

6.4.2
Output of overload notifications

The output of overload notifications should be optional. It should be possible that the operator can specify by MML commands whether he wants to have notifications or not. Furthermore it should be possible to specify the output interval of the notifications by MML command.
6.5 
Interfaces

Basic Overload Control might or must have interfaces to the operating system, to other system components and/or to other NEs, to protocols, to the time management, to the applications and for alarming and notifications.
6.5.1
Overload-IF-01 <Interfaces to the operating system>

Between the Basic Overload Control and the operating system interfaces are needed for the:

· CPU occupancy pro task group,

· total CPU occupancy and 

· filling degree of the specified relevant buffers.

6.5.2
Overload-IF-02 <Interfaces to other system components and/or to other NEs>

Basic Load Control might have interfaces to send overload information of its own platform to other system components and/or to other NEs and/or to receive overload information from other system components and/or from other NEs. Based on these information overload rejection measures can be controlled on the own platform, on other system components and/or on other NEs.
6.5.3
Overload-IF-03 <Interfaces to protocols>

Basic Load Control might have interfaces to relevant protocols, e.g. H.248, 

· to hand over overload information (e.g. load states and/or overload levels) in the protocol specific format,

· to receive overload information from relevant protocols to integrate these information into the overload regulation measures.

Remark: It is also possible that the applications directly receive the overload information 
from the relevant protocol messages and then directly trigger the rejection measures by these information.
6.5.4
Overload-IF-04 <Interfaces to the time management>

Basic Overload Control must have an interface to the time management

· for being called per control interval.

6.5.5
Overload-IF-05 <Interfaces to the applications>

Basic Overload Control must provide interfaces to the applications so that they can get the overload information and with that trigger their rejection measures. Depending on the type of application the interface may be

· a load state (per CPU and per task group), i.e. overload or non-overload (e.g. for OA&M); the non-overload state might additionally be subdivided in normal load and highload, and/or

· overload levels (e.g. level 0 … 6 for call processing).

Furthermore Basic Overload Control may have interfaces to applications to be triggered by application events (see Section 1.3.3).

6.5.6
Overload-IF-06 <Interfaces to the operator>

Basic Overload Control must provide interfaces to the operation system so that operator can be informed of an overload situation by alarms and notifications.

6.5.7
Overload-IF-07 <Interfaces to Performance Monitoring>

Basic Overload Control may have two interfaces to Performance Monitoring:

· Basic Overload Control may get performance measurement results from Performance Monitoring which may be integrated into overload indication decisions.

· Basic Overload Control may give the results of overload indication, i.e. the current overload state, to Performance Monitoring which may integrate this information into its statistics.

6.5.8
Overload-IF-08 <Interface to the Policy Manager>

Basic Overload Control may have an interface to the Policy Manager:

Basic O
verload Control may give the results of overload indication, i.e. the current overload state, to the Policy Manager. Based on this information the Policy Manager may change routing and/or distribution algorithms, for example.

Remark: In general Basic Overload Control operates automatically and its internal parameters should not be administered or changed by operators. Also the Policy Manager should not do this. Therefore no interface is required in the direction Policy Manager to Basic Overload Control.
7
Security

Editor’s note: To be added

__________________________

APPENDIX I

Example of a HSS overload control

The Figure 1 below shows the assumed architecture of the HSS:
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Fig. 1: Example HSS architecture

The assumption is that clients, e.g. SIP phones, PCs, mobile phones or “over trunks” via Media Gateways (MGW), call services which are situated on the n servers of a server farm. Each server offers the same service types. The different service types may have different processing times. The requests are routed to a load balancer which distributes the requests among the servers 1 to n based on an algorithm, e.g. round robin. Because of different processing times of the various services the different servers may not equally be loaded. Therefore it is required that an overload control is implemented on each server. Because the load balancer can also be overloaded it is necessary that it has an overload control, too.

The overload controls are implemented as described in the Sections 1.3 and 1.4:

The servers do the overload indication and inform the load balancer if they are overloaded. The best way to send this information would be a special overload protocol as it is suggested by ETSI TISPAN (see Section 1.3.2).

If the load balancer gets the information that a server is in overload it withdraw this server from the distribution, i.e. it sends less or no requests (quoting) to this server as long as overload is reported.

If all servers signal overload to the load balancer the load balancer start to reject new requests. The eventually ongoing sequences of already accepted requests should be continued. The rejection of new requests can be done, for example, by negative acknowledge or simply ignoring, i.e. discarding of requests.

If the load balancer itself is overloaded it immediately starts the same reject measures as in the case of server overload as described above. 

A general description of the HSS overload control is shown in Figure 2:
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Fig. 2: General description of the HSS overload control

Remark:
For explanations of the functions of Performance Monitoring and Policy Manager, please refer to the sections 6.4.7 and 6.4.8, respectively.
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� To avoid message loss, for buffers it is meaningful to use additionally an Overflow-threshold.






[image: image3]                                                              
[image: image4]
CGOE Overload Control Version 1.0


[image: image4][image: image5.png]Open
Communication
Architecture
Forum



[image: image6.png]


[image: image7.png]


[image: image8.png]


