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1	 Introduction

Dubai has emerged as a global hub for innovation and technology due to its extensive digital 
transformation efforts in the last two decades. Public and private sectors, as well as inhabitants 
and residents, have adopted digital services and solutions so propelling Dubai into becoming one 
of the most advanced digital economies and digital societies in the world. The city has recently 
entered its fourth generation of digital transformation through the efforts of Digital Dubai, formerly 
known as Smart Dubai, and has become a magnet for attracting international and local talent. In 
this context, AI has become a strategic emerging/frontier technology in various sectors such as 
health care, mobility and logistics, energy, education, financial services, retail, tourism, and public 
services, among others. Recognizing early on the potential adverse effects and ethical challenges 
associated with AI, Dubai has adopted a proactive and adaptive approach to addressing these 
concerns through the development and implementation of AI principles and ethics guidelines. It 
has also established a prudential governance approach for AI ethics at the city level. 

2	 Background & Context

Dubai has actively pursued digital transformation as a strategic enabler, including e-government, 
smart government, smart city and, more recently, the digital city strategies. The city's efforts to 
evolve as a hub for emerging/frontier technologies are evident in its various initiatives such as the 
Dubai Future Accelerators programme, the Dubai Data Initiative, Dubai Blockchain Strategy, Dubai 
Metaverse Strategy, and the establishment of the Dubai Digital Authority (commonly known as 
Digital Dubai). These initiatives have, directly and indirectly, played a significant role in fostering 
AI adoption across various strategic sectors in Dubai.

AI was carefully selected as a major technology contributing to the city’s success, and numerous 
AI use cases were piloted and implemented as part of Dubai’s pioneering approach to technology 
innovation starting from 2015 onwards. As part of the effort to shape the global conversation 
around AI ethics, and to establish Dubai as a thought leader in AI adoption across the public and 
private sectors, Digital Dubai collaborated with IBM to launch its AI Lab to develop potential AI 
use cases1 in 2017. 

The UAE provides a strong foundation for Dubai to thrive as an AI innovation hub, consisting of a 
cohesive and diversified multinational community capable of quickly adapting to emerging and 
frontier technologies. In 2018, the UAE AI Strategy was launched; this sets a clear vision for UAE 
to become the world leader in AI by 2031. As shown in Figure 1, eight strategic objectives are 
outlined in the AI Strategy:

1	 Dubai Digital Authority, 2021, An Update on Our Next Steps Towards Safe and Fair AI For Dubai

https://www.digitaldubai.ae/knowledge-hub/blogs/an-update-on-our-next-steps-towards-safe-and-fair-ai-for-dubai
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Figure 1: Eight strategic objectives

3	 AI Principles in the City

3.1	 AI Principles (adopted by the city)

Dubai has been working actively to become a global hub for AI innovation and development in 
alignment with the Vision of the UAE National Strategy for Artificial Intelligence 2031.2 The Dubai 
Ethical AI Toolkit3 was created by the Dubai AI Lab in 2019, along with the formation of an AI Ethics 
Board drawing in local and global stakeholders to consult future strategies.

The purpose of Dubai’s Ethical AI Toolkit is to provide not only philosophical guidelines, but 
also practical support across a city ecosystem. It supports industry, academia and individuals in 
understanding how AI systems can be used responsibly. With the long-term goal of reaching 
widespread agreement and the adoption of commonly agreed policies to inform the ethical use 
of AI not just in Dubai but around the world, the Dubai AI Principles aim to offer unified guidance 
that is continuously improved in collaboration with the stakeholder communities. 

The Dubai AI Principles consists of four key principles.

2	 UAE Artificial Intelligence Office, 2018, UAE National Strategy for Artificial Intelligence 2031
3	 Dubai Digital Authority, 2019, Artificial intelligence principles & ethics

https://ai.gov.ae/wp-content/uploads/2021/07/UAE-National-Strategy-for-Artificial-Intelligence-2031.pdf
https://www.digitaldubai.ae/initiatives/ai-principles-ethics
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Figure 2: Four key principles

Ethics

•	 Make AI systems fair;

•	 Make AI systems accountable;

•	 Make AI systems transparent; and

•	 Make AI systems as explainable as technically possible.

Security

•	 AI systems will be safe, secure, and controllable by humans; and

•	 AI systems should not be able to autonomously hurt, destroy or deceive humans.

Humanity

•	 AI systems should be given human values and made beneficial to society; and

•	 A plan should be in place for a future in which AI systems become increasingly intelligent.

Inclusiveness

•	 Governance of AI should be a global effort;

•	 The benefits of AI should be shared throughout society; 

•	 AI systems should promote human values, freedom, and dignity; and

•	 AI systems should respect people’s privacy.
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3.2	 AI Principles Enablers (adopted by the city)

The United Arab Emirates (UAE) has always been at the forefront of AI innovation and adoption, 
setting a precedent for the rest of the world to follow. In 2017, the UAE made history by appointing 
the first-ever minister for artificial intelligence, showcasing its visionary leadership and commitment 
to embracing cutting-edge technologies. Building on this momentous occasion, the UAE AI office 
was established with the sole objective of promoting and governing the widespread adoption of 
AI. The UAE AI office has developed various pioneering programmes with a focus on innovation, 
including the National Program for Artificial Intelligence and the National Program for Coders, 
aimed at unleashing the full potential of AI in the region.

Prior to the launch of Dubai AI Principles, Dubai has already seen hundreds of AI use cases across 
the private and public sectors in the past decade. The large number of AI use cases can enable the 
implementation of AI principles by providing practical examples of how AI can be used in different 
contexts, and by highlighting the potential benefits and risks associated with different approaches. 
As more organizations and industries adopt AI, there is a growing body of evidence and experience 
that can inform best practices for the deployment and improvement of the Dubai AI Principles.

The innovation in the Dubai Government’s procurement management also plays a crucial role in 
enabling the implementation of Dubai AI Principles. In 2020, Dubai Electricity and Water Authority 
(DEWA) participated in launching the “AI Procurement in a Box” toolkit4 in collaboration with the 
World Economic Forum’s Centre for the Fourth Industrial Revolution and The Centre for the Fourth 
Industrial Revolution UAE (C4IR UAE). The toolkit provides advanced mechanisms which enable 
a proactive approach to fostering innovation, efficiency and ethics in procuring AI technologies. 
By incorporating ethical and responsible AI principles into the procurement process, the city can 
ensure that the AI systems it acquires are designed and developed in accordance with ethical 
and responsible principles. The procurement process can also promote diversity and inclusion in 
AI systems, ensure accountability and transparency, and guarantee access for all members of the 
community.

On the other hand, the official platforms of Dubai such as Dubai Now5 and Dubai Pulse6 are digital 
portals that allow users to access a wide range of public services and information. These platforms, 
along with numerous Internet of Things (IoT) projects, generate large amounts of data about the 
city’s infrastructure, economy, population and resource usage, which can be greatly leveraged to 
enable, validate and improve the implementation of Dubai’s AI Principles.

Alongside the launch of Dubai AI Principles, Dubai AI Lab conducted multiple capacity-building 
programmes with its partner entities to ensure mutual understanding and efficient implementation 
of the principles in AI-related projects across the city. At the same time, the Dubai Ethical AI Toolkit7 

4	 Dubai Electricity and Water Authority, 2020, DEWA participates in launch of ‘AI Procurement in a Box’ toolkit
5	 Dubai Now
6	 Dubai Pulse
7	 Dubai Digital Authority, 2019, Artificial Intelligence Ethics Guidelines

https://www.dewa.gov.ae/en/about-us/media-publications/latest-news/2020/07/dewa-participates-in-launch-of-ai-procurement-in-a-box-toolkit
https://dubainow.dubai.ae/
https://www.dubaipulse.gov.ae/
https://www.digitaldubai.ae/initiatives/ai-ethics
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was published, with a focus on providing tangible suggestions to help stakeholders adhere to the 
Ethics principle. The Toolkit contains detailed explanations and implementation examples around 
four sub-principles: Fairness, Accountability, Transparency and Explainability.

3.3	 AI Principles Governance Mechanism (adopted by the city)

Following the launch of the Dubai AI Principles & AI Ethics Guidelines (part of the Dubai Ethical AI 
Toolkit), Digital Dubai invited stakeholders from the private and public sectors to form the AI Ethics 
Advisory Board8 with the mandate to steer the development and deployment of human-centred 
ethical AI, and to encourage fairness, transparency and accountability in AI systems in Dubai. The 
AI Ethics Board was designed to create a multi-stakeholder collaborative platform and foster an 
ongoing dialogue in Dubai, where the execution and compliance of the Dubai AI Principles are 
designed to be decentralized.

The AI System Ethics Self-Assessment Tool9 was developed following the launch of the Dubai 
AI Principles and the AI Ethics Guidelines, in order to enable AI developer organizations or AI 
operator organizations to evaluate the ethics level of an AI system decentrally. The tool provides 
organizations with a set of questions to assess their AI readiness across various dimensions, 
including data readiness, technical readiness and organizational readiness. Based on the responses, 
the tool generates a score and provides recommendations for how organizations can improve 
their AI readiness.

3.4	 Policy Instrument for AI Principles (adopted by the city)

Below is a non-exhaustive list of policy instruments that support and complement the Dubai AI 
Principles, on the national level and the city level:

National Level:

UAE AI Strategy (2018):

The UAE sets a clear vision through its AI Strategy, of becoming the world 
leader in AI by 2031. Implementing this vision on the ground requires rigorous 
dedication and clear steps that outline the path to success.

8	 Dubai Digital Authority, 2019, Smart Dubai’s AI Ethics Advisory Board inaugural meeting
9	 Dubai Digital Authority, 2019, AI Systems Ethics Self-Assessment Tool

https://ai.gov.ae/wp-content/uploads/2021/07/UAE-National-Strategy-for-Artificial-Intelligence-2031.pdf
https://www.digitaldubai.ae/newsroom/news/smart-dubai-s-ai-ethics-advisory-board-innaugural-meeting
https://www.digitaldubai.ae/self-assessment


11U4SSC - Case study - Dubai, United Arab Emirates

UAE AI Guide (2018):

This guide provides an overview of different types of AI as part of the National 
Program for Artificial Intelligence, and summarizes relevant applications already 
deployed across various industries in the UAE.

UAE Deepfake Guide (2021):

This guide aims to define the problem of deepfakes as this technology is hard 
to detect and identify. It also presents protective measures and how to report 
identified deepfakes to the appropriate authority.

UAE AI Ethics Guide (2023):

In collaboration with Dubai AI Lab and with reference to Dubai AI Ethics 
Guidelines, the UAE AI Ethics Guide was launched by the UAE AI Office as a 
fulfillment of the goals and aspirations set in the UAE National AI Strategy and 
the international Sustainable Development Goals (SDGs).

UAE AI Adoption Guideline in Government Services (2023):

This guideline provides a comprehensive overview of the current global posture 
of AI, especially among public sectors. It also enlists the UAE AI Adoption 
Framework and Methodology in Government Services, in order to evolve the AI 
maturity across UAE Government services.

UAE Generative Artificial Intelligence Guide (2023):

The “Generative AI” guide serves as a valuable resource for government 
entities, enabling them to leverage the benefits of AI technologies and enhance 
its implementation across various fields.

City Level:

Dubai AI Ethics Guidelines (2019):

This guide provides a universal, practical and applicable framework informing ethical requirements 
for AI design and use. Such guidelines are intended to refine, expand and evolve as a collaborative 
process in which all stakeholders are invited to be part of the dialogue.

Dubai AI Ethics Self-Assessment Tool (2019):

This self-assessment tool is built to enable AI developer organisations or AI operator organisations 
to evaluate the ethics level of an AI system, using Dubai’s AI Ethics Guidelines.

https://ai.gov.ae/wp-content/uploads/2020/02/AIGuide_EN_v1-online.pdf
https://ai.gov.ae/wp-content/uploads/2021/07/AI-DeepFake-Guide-EN-2021.pdf
https://ai.gov.ae/wp-content/uploads/2023/03/MOCAI-AI-Ethics-EN-1.pdf
https://ai.gov.ae/wp-content/uploads/2023/03/AI-Report-EN-V7.pdf
https://ai.gov.ae/wp-content/uploads/2023/04/406.-Generative-AI-Guide_ver1-EN.pdf
https://www.digitaldubai.ae/initiatives/ai-ethics
https://www.digitaldubai.ae/self-assessment
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Dubai Synthetic Data Framework (2022):

This framework is designed to help organizations adopt Artificial Intelligence (AI) technology 
so they can develop solutions and services that use these data in analysis and machine learning 
processes, instead of real data that may involve a violation of privacy.

4	 Implementation of AI principles in the city

Within one year of its launch in January 2019, the Dubai AI Principles and the Self-Assessment Tool 
have registered a total of 17 178 visits across all Ethical AI Guidelines’ pages on the Dubai Digital 
Authority’s official website.10 The Dubai AI Principles have been adopted efficiently and effectively 
across various sectors, facilitated by the city’s dynamic AI ecosystem and numerous pre-existing 
AI initiatives.

The Roads and Transport Authority (RTA) was the inaugural government body to implement the 
Ethical AI Toolkit, making it compulsory for all its AI-driven systems. The Authority utilized the self-
assessment instrument on 15 AI-centric projects and initiatives, which allowed for the identification 
of ethical shortcomings that had previously been overlooked. The RTA personnel noted that the 
toolkit had enhanced their understanding of AI system transparency and accountability, thereby 
simplifying the complex subject of AI ethics.

The AI Lab of Digital Dubai employs the Ethical AI Self-Assessment Tool for all projects in 
development. The toolkit evaluates numerous initiatives in terms of ethical aspects such as AI-
enabled systems created by the DHA to identify and measure the decline in patients' conditions 
in emergency departments; a cognitive school locator service developed by the KHDA; and a risk 
engine for declarations by Dubai Customs.

The AI Self-Assessment Tool brings attention to a wide range of concerns associated with the 
ethical implementation of AI. These include the necessity to comprehend the quality and accuracy 
of the data feeding the algorithms utilized in artificial intelligence; the importance of transparency 
and articulating highly intricate AI forms to those affected by the decisions they produce; and the 
integration of ethics into the professional growth of AI developers to ensure the creation of secure, 
equitable and responsible AI systems.

10	 Dubai Digital Authority, 2020, AI self-assessment tool has been used on 18 AI use cases

https://www.digitaldubai.ae/knowledge-hub/publications/synthetic-data
https://www.digitaldubai.ae/newsroom/ai-self-assessment-tool-has-been-used-on-18-ai-use-cases
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5	 Conclusion

This case study on the Dubai AI Principles demonstrates the city's proactive approach to addressing 
the ethical challenges and potential risks associated with AI implementation. Several key lessons 
can be drawn from Dubai's experience in formulating and implementing AI principles:

1.	 Collaboration and stakeholder engagement are vital for creating a comprehensive and effective 
set of AI principles. By involving local and global stakeholders, Dubai has successfully developed 
AI principles that are relevant, practical, and adaptable across various sectors.

2.	 Integrating AI principles into existing AI initiatives and use cases has facilitated their efficient 
adoption and implementation. The strong foundation laid by previous AI projects in the city 
has allowed for seamless integration and accelerated the impact of the AI principles.

3.	 A robust governance mechanism such as the AI Ethics Advisory Board plays a critical role in 
overseeing the deployment of ethical AI and promoting fairness, transparency, and accountability 
in AI systems.

4.	 Engaging and learning from a broad range of stakeholders in the private and public sectors 
globally has been instrumental in incorporating diverse perspectives and insights at an early 
phase. Such an approach enables the creation of a more comprehensive and effective set of AI 
principles that can cater to various needs and concerns while being in alignment with global 
standards and best practices. 

The impact of Dubai's AI principles has been significant, evidenced by the widespread adoption 
and positive outcomes across various sectors. This has been supported by the city’s robust AI 
governance mechanisms and proactive pilot initiatives such as DEWA’s procurement innovation. 
AI principles have improved transparency, accountability and ethical decision-making, leading to 
more responsible and beneficial AI systems. Despite the significant progress, challenges remain in 
ensuring that AI principles stay up-to-date and relevant in the face of rapidly evolving technology. 
Continuous refinement and collaboration will be essential for addressing these challenges and 
maintaining the effectiveness of AI principles.

The critical success factors for Dubai's AI principles include a clear vision and commitment from 
the government, strong collaboration between public and private sectors, and a supportive AI 
ecosystem that fosters innovation and accelerates AI adoption.

The transferability of Dubai's AI principles to other cities depends on several factors such as the 
local context, government support, and the existing AI ecosystem. However, the collaborative 
and adaptable nature of the principles, along with the lessons learned from Dubai's experience, 
can serve as a valuable reference for other cities aiming to develop and implement their own 
AI principles. By customizing the principles to suit the local context and leveraging existing AI 
initiatives, cities worldwide can benefit from Dubai's experience and create a more responsible 
and ethical AI landscape.
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