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A common user profile (CUP) format used to personalize audiovisual media is intended to assist users who have different ranges of abilities to make audiovisual content more accessible. The CUP is targeted at broadband, digital TV, computer and smartphone software and web-based audiovisual systems. The CUP is independent of the device or application being used and is intended through a software agent[footnoteRef:2] stored in the user's device or devices, to personalize the media experience by adapting the devices interface parameters such as the displayed captions font size, colour and contrast, the audio dialogue balance, volume and equalization, the size and position of on-screen elements, etc. [2: 	A software agent is defined as a digital entity that perceives its environment and takes actions that maximize its chance of successfully achieving its goals.] 

The CUP application can also be used to create synthetic profiles which can be used to simulate the effect of parameter adjustment on different devices allowing developers to assess features on different persons with different ranges of abilities.
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[bookmark: p1rectexte]Technical Report ITU-T TR.CUP
Concept of a common user profile format used to 
personalize audiovisual media
[bookmark: _Toc157417506][bookmark: _Toc161224710][bookmark: _Toc161309107]1	Scope
This Technical Paper presents an overview of a common user profile (CUP) format used to personalize audiovisual media with example use-case studies that demonstrate how media can be adapted and personalized for users with different ranges of capabilities.
[bookmark: _Toc133256785][bookmark: _Toc157417507][bookmark: _Toc161224711][bookmark: _Toc161309108]2	Overview
A one-size-fits-all approach to accessible media is rarely satisfactory but it is difficult to anticipate the personal accessibility requirements of the wide range of abilities of users when producing audiovisual media for distribution via broadcasting, on-demand services or the Internet. 
Developing different versions of the same content targeted at people with different needs is not scalable, especially for large websites. Ways to adapt the same content for different users based on a user profile have had some success. 
The SUPPLE project at University of Washington [b-Gajos], the Inclusive User Model at University of Cambridge [b-Biswas-1], IBM web adaptation technology [b‑IBM] and AVANTI browser [b‑Stephanidis] are notable examples, mostly targeted at users with different ranges of visual or motor impairment. 
A user profile is an essential component for any personalization or adaptation process and since 2010 there have been various attempts to create a CUP format. The EU VUMS (Virtual User Modelling and Simulation) cluster [b-Biswas-2] took the ambitious step of publishing an exhaustive set of anthropometric, visual, cognitive, auditory, motor and user interface related parameters for adapting the human–machine interfaces of automobile, consumer electronics, audiovisual media etc. 
The ITU Focus Group on Smart TV published a more compact set of parameters for creating user profiles. The technical report for Smart TV [b-ITU-T-FG SMART] describes a potential methodology to define the CUP but does not require that exactly same set of variables be used.
The rapid advance of technology and computing power has enabled users to access information through multiple devices with different sets of applications and software platform options. Ideally, an accessibility service should be provided to all devices and applications irrespective of the underlying hardware. The responsive design of websites can be considered an example of automatic adaptation of layout based on screen size and platform of deployment. However, information about a user's requirements is essential to personalize the content and layout of both text and audiovisual content.
[bookmark: _Toc133256786][bookmark: _Toc157417508][bookmark: _Toc161224712][bookmark: _Toc161309109]2.1	Common user profile potential
A user profile can be defined as an instance of a user model and a user model can be defined as a machine-readable description of a user's needs. When applied to personalized accessibility, a CUP can be said to have the following advantages:
1)	Personalizing a user's device interface content and layout for different applications;
2)	Offering personalized accessibility services to all devices and platforms;
3)	Improving usability by sharing personalized content settings and interfaces across different platforms and devices;
4)	Adapting the quality of accessibility services (e.g., font size of captions) across multiple media applications;
5)	Secure sharing of personalization data between service providers or content developers;
6)	Enabling AI agents to automatically personalize or evaluate user interfaces.
[bookmark: _Toc133256787][bookmark: _Toc157417509][bookmark: _Toc161224713][bookmark: _Toc161309110]2.2	Common user profile hierarchy
Structurally, three hierarchical levels are used to describe variables (Figure 1). The innermost layer is the baseline text, audio, video, etc. The next layer describes the device media rendering options such as 2D or 3D display, speakers, haptic devices and so on. It also integrates the device properties for the range of adjustable settings available to the profile. Finally, the outermost layer describes various accessibility services and their associated properties.
[image: ]
Figure 1 – Hierarchy for describing variables
Examples of a sample CUP code describing captions for 2D and 3D rendering are given in Figure 2.

	[bookmark: _Toc133154303][bookmark: _Toc133154373][bookmark: _Toc133154466][bookmark: _Toc133157202][bookmark: _Toc133157642]Caption
	3D Caption

	<service>Caption
<text>
<characterSize>12</CharacterSize
<fontMagnification>1.2</fontMagnification>
<fontTypeOption>Calibri</fontTypeOption>
<characterSpacingAdjust>1</characterSpacingAdjust>
<language>English</Language>
</text>
<deviceSettings>
<screenSettings>
<brightness>100</brightness>
<contrast>50</contrast>
</screenSettings>
</deviceSettings>
<type>simplified</type>
<position>default</position>
<alignment>default</alignment>
<speed>default</speed>
</service>
	<service>3D Caption
<text>
<characterSize>12</CharacterSize
<fontMagnification>1.2</fontMagnification>
<fontTypeOption>Calibri</fontTypeOption>
<characterSpacingAdjust>1</characterSpacingAdjust>
<language>English</Language>
</text>
<deviceSettings>
<screenSettings>
<brightness>100</brightness>
<contrast>50</contrast>
</screenSettings>
</deviceSettings>
<type>simplified</type>
<position>default</position>
<alignment>default</alignment>
<speed>default</speed>
</service>


[bookmark: _Toc133515960]Figure 2 – Example profile for captions
[bookmark: _Toc133239931][bookmark: _Toc133256788][bookmark: _Toc133256789][bookmark: _Toc157417510][bookmark: _Toc161224714][bookmark: _Toc161309111]2.3	Existing standardization
[b-ISO/IEC 24756:2009] provides the principles for managing user profiles.
[b-Biswas-2], EU VUMS (Virtual User Modelling and Simulation) cluster provides a comprehensive list of variables. 
[b-ISO 9241-302:2008] provides a comprehensive terminology for electronic visual displays and explains the terms and definitions used in the other parts of ISO 9241.
[b-ISO 9241-307:2008] establishes test methods for the analysis of a variety of visual display technologies, tasks and environments. It uses the measurement procedures of [b-ISO 9241-305:2008] and the generic requirements of [b-ISO 9241-303:2011] to define compliance routes suitable for the different technologies and intended contexts.
[b-ISO/IEC 20071-23:2018] provides guidance for producers, exhibitors and distributors on the visual presentation of alternatives to audio information in audiovisual content, such as captions/subtitles.
The profiles activation, storage etc. can be made compatible with [b-ISO/IEC 24756] by following the naming defined in [b-ISO/IEC 24756].
Additionally, [b-ITU-T H.702], [b-ITU-R BT.2420] and [b-ITU-R BT.2447-1] provide guidance and examples of applications that can be addressed by the common user profile.
A service provider can add additional variables required by a specific application or for future technology developments.
Any user profile creation application should run locally to populate fields. It is not necessary to present all fields to the user separately. For example:
•	Automated completion for colour blindness may predict a colour combination contrast;
•	Visual acuity can predict minimum font size and modality;
•	Audiometry data can anticipate relative dialogue to background balance and loudness.
[bookmark: _Toc133256790][bookmark: _Toc157417511][bookmark: _Toc161224715][bookmark: _Toc161309112]3	Interface adaptation
Figure 3 shows examples of interface adaptation across multiple devices and platforms using a CUP format. The image colour, contrast, font size and inter-element spacing of icons can be adjusted across Smart TV, desktop and laptop computers, smartphones and low-end mobile phones based on an applied CUP.
[image: A screenshot of a computer
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Figure 3 – Interface examples using CUP format
[bookmark: _Toc133256791][bookmark: _Toc157417512][bookmark: _Toc161224716][bookmark: _Toc161309113][bookmark: _Toc99891110]3.1	Personalization of audiovisual content
In practice, a user would set up a CUP by:
•	Creating a profile using a profile creation application (PCA).
•	Deciding to enable the option to upload the profile to a third-party cloud application. This is not mandatory and is indicated by the dashed lines in Figure 4.
•	Transfer the profile from the PCA and store it in a personal device (or in another location on the PCA device if both applications are on the same device).
•	Create multiple profiles for different devices if needed.
After the user has completed the process:
•	An interpretation application on the user's device will adapt the user interface based on the user's profile;
•	The interpretation application shall understand the variables defined in the CUP in order correctly interpret the personalization parameters for the content.
[image: ]
Figure 4 – Sequence of CUP implementation actions
[bookmark: _Toc133256792][bookmark: _Toc157417513][bookmark: _Toc161224717][bookmark: _Toc161309114][bookmark: _Toc133154470][bookmark: _Toc133157206][bookmark: _Toc133157647][bookmark: _Toc133239936][bookmark: _Toc133256793][bookmark: _Toc133154309][bookmark: _Toc133154378][bookmark: _Toc133154471][bookmark: _Toc133157207][bookmark: _Toc133157648][bookmark: _Toc133239937][bookmark: _Toc133256794][bookmark: _Toc99891111][bookmark: _Toc133256795]4	Use-case study examples for CUP implementations
[bookmark: _Toc99891112]During the development stage of a CUP settings template or a user application it is useful to reference use-case scenarios that include multiple devices or platforms or both. 
[bookmark: _Toc99891113][bookmark: _Toc133256796][bookmark: _Toc157417514][bookmark: _Toc161224718][bookmark: _Toc161309115]4.1	Use-case of a geotagging application
A use-case study of a geotagging application for three different platforms, personalized using the CUP format parameters.
The application offers tagging an exact location on Google Maps (Figure 5) overlayed with customized labels. The tagged data can be shared with other users who can access the exact longitude and latitude of the tags. 
The application also includes the current and next three days weather forecasts and has a current traffic layer option when zooming in to a given point or tag. For example, a travel website can allow different users to tag various locations such as ATMs, places to visit, medical centre, etc. that have accessible features or facilities. 
Similar applications are designed for reporting civic and health-care issues for the quick identification of serious problems. The geospatial and temporal clustering of information provided by elderly users will be useful for the quick identification and resolution of critical civic and health-care problems. 
The application is deployed as a webpage (https://cambum.net/CambUM/GeoTag/) and an Android app for smartphone (Figure 6). 
[image: Map
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Figure 5 – Non-adapted default view of geotagging web application action[footnoteRef:3] [3:  The designations employed and the presentation of material on this map do not imply the expression of any opinion whatsoever on the part of ITU and of the Secretariat of the ITU concerning the legal status of the country, territory, city or area or its authorities, or concerning the delimitation of its frontiers or boundaries.] 

The web application for the CUP format is used to select an appropriate cascading stylesheet (CSS) from a pre-determined template list which has been developed based on earlier research on inclusive user modelling [b-Biswas-1] and the EU GUIDE [b-Biswas-2] project. The stylesheets ensured the adaptation of screen content is within the bound set by the geometry of screen elements, for example, the font size of a button caption is not enlarged enough to spill out from a button control.
	<string xmlns="https://cambum.net">
<IfaceParam>
<horButtonSpacing>192</horButtonSpacing>
<verButtonSpacing>108</verButtonSpacing>
<fontSize>25</fontSize>
<colourContrast>Black_White</colourContrast>
<language>English</language>
<bestIP>Stylus</bestIP>
<bestOP>Screen</bestOP>
</IfaceParam>
</string>
	[image: A picture containing shape
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	BODY
{
BACKGROUND-COLOUR: black;
LETTER-SPACING: normal;
FONT-FAMILY: Verdana;
COLOUR: white
FONT-SIZE: 24px
}
Body,
Input,
Select,
BUTTON
{
FONT-FAMILY: Arial
FONT-SIZE: 24pt
}
P
{
COLOUR: white
FONT-SIZE: 24px
}
H3
{
COLOUR: white
FONT-SIZE: 24px
}

	Input XML 
	
	Output stylesheet 
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[bookmark: _Toc133515964]Figure 6 – CUP example rendering implementation input and output with example render
Another scenario is a disaster reporting tool for users as well as the local, regional and national authorities.
Users in affected areas or who can see the possibility of an incident e.g., rising water levels, potential landslides or avalanches, can tag exact locations. This information can be accessed by local authorities and other users which will help them maintain their safety or allow pre-emptive action to mitigate the impact. 
For a visually impaired user, the rule-based system selects a stylesheet based on font size requirement and type of colour blindness of users. The user PCA calculates and stores minimum visual angle requirements by estimating distance to screen from type of device and screen resolution. 
For this application, the pop-up tagging windows are shown in yellow-blue colour contrast for red‑green colour-blind users and in reverse contrast for any other type of colour blindness (Figure 7).
[image: A screenshot of a computer

Description automatically generated]
Figure 7 – Personalized implementation examples for people with visual impairment
This application can be further enhanced at any time by adding additional data to the map interface which will allow many more user options to be included. 
[bookmark: _Toc133256797][bookmark: _Toc157417515][bookmark: _Toc161224719][bookmark: _Toc161309116][bookmark: _Toc99891114]4.2	Use-case adjusting screen layout of a virtual reality application
A case study of an application to adjust visual appearance for virtual reality applications using the CUP format parameters.
For a virtual reality application based on the SpaceX Dragon space shuttle, modelled in Unity, was used. The interior design (Figure 8) of the Dragon are well suited for this type of application as it is described as spacious, sleek and comfortable with touchscreen minimalistic control surfaces which are highly intuitive and responsive, allowing astronauts to quickly access critical information and adjust as needed. The seating configuration can be customized for each mission.
	[image: Graphical user interface
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	[image: Graphical user interface
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[bookmark: _Toc133515966]Figure 8 – Virtual reality simulation SpaceX crew capsule
A CUP accessibility setting enables users of the VR application, or virtual 'astronauts', with visual impairments to customize the displays to meet their specific needs such as adjusting the font size, contrast and colour scheme of the text on the screens. This helps ensure all crew members can read the displays and access critical information without difficulty.
A CUP accessibility option would enable customization of the displays to suit personal preferences such as for language, units of measurement, layout and accessibility. These adaptations would ensure all virtual crew members can easily navigate the displays and operate systems with confidence, regardless of their individual preferences, minimize the potential for errors and help astronauts carry out their mission with confidence and ease.
NOTE – There is also no technological reason why this VR application could not also be applied to future real life SpaceX capsule design, or similar craft for long tern colonization missions. Figure 9 shows CUP simulation options overlaid on an image of the real capsule screens.
[image: A screen with multiple screens
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Figure 9 – Simulation of CUP adaptation on the actual SpaceX crew capsule screens
The 3D virtual application was developed to include the feature set of a CUP for visually impaired users. The font size, font colour and background colour can be changed based on the user's preference and these parameters can be loaded using XML files.
The XML files containing this data makes it easier to change the parameters quickly without opening the application itself or rebuilding the application with required changes included.
[image: Graphical user interface
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Figure 10 – Non-adapted and simulated CUP adapted screens
[bookmark: _Toc133256798]Figure 10 demonstrates the visual impairment construct comparing the non-adapted and the adapted version.
4.2.1	XML construct for the SpaceX VT application
This section outlines the process of building the XML application files to implement the screen parameters.
The XML creation process can be described in four stages. Figure 11 provides example content for steps 1-3
Step-1	Create an XML file which holds the various values such as font size, font u, background colour, foreground colour, in this case,
•	font size:		12,14,16
•	text colour:	black, white
•	background:	black, cyan
Step-2	A class is created for each of the features, such as text size or colour, which assigns a variable to the respective XML tag bearing the actual value. This means the only variable will be the XML value.
Step-3	Creation of a colour object with the A, R, G, B Alpha values assigned with the variables that were created during in the Class file.
	1 - XML
	2 - XML classes
	3 - Accessing XML data

	<trigger>
<font>
<size0>12</size0>
<size1>14</size1>
<size2>16</size2>
</font>
<colour>
<a>1</a>
<r>0</r>
<g>0</g>
<b>0</b>
</colour>
<bgcolour>
<a>1</a>
<r>0</r>
<g>0</g>
<b>0</b>
</bgcolour>
<cyancolour>
<a>1</a>
<r>0</r>
<g>152</g>
<b>166</b>
</cyancolour>
<whitecolour>
<a>1</a>
<r>255</r>
<g>255</g>
<b>255</b>
</whitecolour>
</trigger>
	[xmlRoot)ElementName = "colour")]
public class ColourXml
{
[XmlElement(ElementName = "a")]
public float aFloat;
[XmlElement(ElementName = "r")]
public float aFloat;
[XmlElement(ElementName = "g")]
public float aFloat;
[XmlElement(ElementName = "b")]
public float aFloat;
}
[xmlRoot)ElementName = "font")]
public class FontXml
{
[XmlElement(ElementName = "size0")]
public int Size0;
[XmlElement(ElementName = "size1")]
public int Size1;
[XmlElement(ElementName = "size2")]
public int Size2;
[XmlElement(ElementName = "style")]
public string style;
}
	private void TextToBlack(triggerxml triggerXml)
{
float red = triggerXml.colour.rfloat
float green = triggerXml.colour.gfloat
float blue = triggerXml.colour.bfloat
blacktext.a=alpha;
blacktext.r=red;
blacktext.g=green;
blacktext.b=blue;
foreach(var text in texts)
{
text GetComponent<TextMeshProUGUI>().colour = blacktext;
// text.GetComponent<text().colour = blacktext
}
}


[bookmark: _Toc133515969]Figure 11 – Example XML creation (steps 1 to 3)
Step-4	Using the GetComponent function (Figure 12) to obtain the desired text elements and assign the variable from the Class file which holds the values in the XML file.
	private void Sizeone(Triggerxml triggerXml)
{
foreach (var text in text)
{
text GetComponent<TextMeshProUGUI>().fontsize = triggerXml.font.size0)
}
private void Sizetwo(Triggerxml triggerXml)
{
foreach (var text in text)
{
text GetComponent<TextMeshProUGUI>().fontsize = triggerXml.font.size1)
}
private void Sizethree(Triggerxml triggerXml)
{
foreach (var text in text)
{
text GetComponent<TextMeshProUGUI>().fontsize = triggerXml.font.size2)
}
}



[bookmark: _Toc133515970]Figure 12 – Example of using the XML data GetComponent (step 4)
[bookmark: _Toc157417516][bookmark: _Toc161224720][bookmark: _Toc161309117][bookmark: _Toc133256800][bookmark: _Toc133256801][bookmark: _Toc133256802][bookmark: _Toc133256803][bookmark: _Toc133256804][bookmark: _Toc133256805][bookmark: _Toc133256806][bookmark: _Toc133256807][bookmark: _Toc133256808][bookmark: _Toc133154315][bookmark: _Toc133154384][bookmark: _Toc133154477][bookmark: _Toc133157213][bookmark: _Toc133157653][bookmark: _Toc133239942][bookmark: _Toc133256809][bookmark: _Toc133256810]4.3	Defining classes in C#
The respective classes should also be defined in C# where we can define the variables: font size, colour, background colour, where font is a nested XML tag as shown in Figure 13.
[image: Text
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Figure 13 – XML process map overview
To let C# know these are meant to be associated with XML files, the annotations described in Figure 14 could be used.
In this example following classes were created:
•	FontXml 	contains nested font sizes as size increments;
•	BGColorXml 	contains colour data in ARGB format (alpha transparency, red, green and blue);
•	CyanColorXml 	contains colour data in ARGB format;
•	WhiteColorXml 	contains colour data in ARGB format.
C# has built-in functions to import the XML files and C# classes into the C# objects which was used to import into the Unity project.
The XML is then imported into the project scene with a script attached to an object in the scene. The XML path is defined in the Start() method of the script. The next step is to define functions and assign the font and colour properties to text and background objects using the Class to define what is assigned to the object.
Initially the script required all text on every page to be referred to manually in the inspector which means a different script for each different screen of an application. As many text object datatypes are used in any given user interface (UI), this would mean that if a UI has 12 text fields, then 12 objects of the datatype 'Text' needed to be created. This will result in a large amount of redundant code.
Changing this approach to one where the script is designed to automatically find text objects autonomously and stores them in an unsorted list. When any new text field is added it be tagged 'text' so the automation can detect it, eliminating the repeated manual action referring text objects for each UI page.
Using the current XML files, the automation script has the potential to work as a plug-and-play option in any UI interface developed using Unity. Buttons will have to be referred to script function for the desired changes in the UI.
[bookmark: _Toc133256811][bookmark: _Toc157417517][bookmark: _Toc161224721][bookmark: _Toc161309118]4.4	Use-case – studies from the EU VUMS cluster
A use-case study that considers a representative persona and shows examples of simulation and adaptation for different applications.
[image: A screenshot of a computer
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Figure 14 – Defining in C# and import to Unity
The CUP format allows different applications and devices to share a single profile and simulate and adapt interface based on this common profile.
Subject A: Mr John Brown is a 70-year-old male with spinal cord injuries and glaucoma. Due to functional limitations, John has difficulty walking, grasping and reading, which requires the use of some assistive devices, including a wheelchair and reading glasses. He is not colour-blind but has age-related hearing impairment requiring a higher loudness threshold for high frequency sound. His scores in cognitive tests such as trail making and digit symbol tests show no signs of cognitive impairment. 
Figure 15 is a screenshot of the GUIDE Home Automation application and Figure 16 simulates how John perceives the screen. The black spots are due to glaucoma and the blue line shows the movement of the cursor while he operates the application using a direct manipulation input device such as a gyroscopic remote or trackball. The message box predicts task completion time.
[image: A close-up of a home automation
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Figure 15 – GUIDE application screen
[image: A screenshot of a computer
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[bookmark: _Toc133515973]Figure 16 – GUIDE application screen simulation perception of subject A
When the CUP is used to adapt interfaces, Table 1 presents a set of interface parameters predicted by the GUIDE system for this particular user. 
GUIDE interfaces use these parameters to adapt application interfaces by updating a UIML (user interface markup language) description of interface layouts.
[bookmark: _Toc133247332]Table 1 – Interface parameter prediction for common persona
	Device
	Button spacing
	Minimum font Size
	Colour contrast
	Best modality

	
	Horizontal
	Vertical
	
	
	Input
	Output

	
	Size in pixels
	

	Mobile
	[bookmark: RANGE!A1:F4]48
	80
	26
	Any
	BigButton
	Screen

	Laptop
	128
	80
	24
	Any
	TrackBall
	Screen

	Tablet
	128
	80
	23
	Any
	Stylus
	Screen

	TV
	200
	120
	58
	Any
	Second screen BigButton
	Screen


Figure 17 shows adaptation of the same home automation application for different user profiles.
[image: Graphical user interface
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Figure 17 – Home automation application for different user profiles
The EU MyUI system used the same profile to adapt the main menu of the MyUI adaptive user interface demonstrating how it would look for subject A. In this simulation the following parameters were adapted:
•	Font size is increased to address visual perceptual impairment (testing had already suggested difficulties in reading were not due to cognitive impairments);
•	Numeric key navigation was enabled in addition to simple cursor navigation, to address motor function impairment (grasping). This resulted in displaying the respective numbers on every interactive element;
•	The number of displayed interactive elements (menu buttons) has been reduced to a subset with ten options (keys 0-9) as enabling numeric key navigation requires more screen space.
Figure 18 shows the adapted the MyUI home page menu simulation and Figure 19 simulates how subject A perceives it.
[image: A screenshot of a computer
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Figure 18 – MyUI home page adaptation simulation
[image: A close-up of a computer screen
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Figure 19 – MyUI home page interface as perceived by subject A
[bookmark: _Hlk68624938]
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