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	TR.GenAI-Telecom (2025-03)	i
Technical Report ITU-T TR.GenAI-Telecom
Potential requirements and methodology for deploying and assessing generative AI models in telecom networks
[bookmark: _Toc520335502][bookmark: _Toc8384100][bookmark: _Toc25888][bookmark: _Toc495321322][bookmark: _Toc72760638][bookmark: _Toc192441731][bookmark: _Toc197425953][bookmark: _Toc197426051][bookmark: _Toc200028218][bookmark: _Toc520335467]1	Scope
[bookmark: _Hlk184884585]This Technical Report studies potential requirements and methodology for deploying and assessing generative AI (GenAI) models in telecom networks.
The scope of this Technical Report includes:
[bookmark: _Hlk192441688]•	The study of the potential requirements on knowledge of telecom networks for GenAI;
[bookmark: _Hlk147587025]•	The overview of impactful use cases for GenAI in telecom networks, including potential requirements and implementation challenges, highlighting the expected benefits of GenAI for use cases, and the methodologies to assess and compare GenAI models with respect to the identified potential requirements;
•	The study of potential functional requirements of telecom networks for supporting GenAI, the analysis of the potential risks of integrating GenAI to telecom operations, and the strategies to mitigate and assess the possible harmful impacts of GenAI.
[bookmark: _Toc192441732][bookmark: _Toc197425954][bookmark: _Toc197426052][bookmark: _Toc1464][bookmark: _Toc8384101][bookmark: _Toc72760639][bookmark: _Toc200028219]2	References
This clause lists the ITU-T references cited in the Technical Report.
[bookmark: J704][ITU-T Y.3144]	Recommendation ITU-T Y.3144 (2024), Future networks including IMT‑2020 – Requirements and functional architecture of distributed core network.
[ITU-T Y.3172]	Recommendation ITU-T Y.3172 (2019), Architectural framework for machine learning in future networks including IMT-2020.
[ITU-T Y.3187]	Recommendation ITU-T Y.3187 (2024), Architectural framework for machine learning function orchestrator in future networks including IMT‑2020.
[ITU-T Y.3400]	Recommendation ITU-T Y.3400 (2023), Coordination of networking and computing in IMT-2020 networks and beyond – Requirements.
[ITU-T Y.3401]	Recommendation ITU-T Y.3401 (2024), Coordination of networking and computing in IMT-2020 networks and beyond – Capability framework.
[ITU-T CG-datasets]	Technical Report of ITU-T CG-datasets for AI/ML in networks (2024), Datasets standardization approaches for datasets applicable for AI/ML in networks – First Edition,
<https://www.itu.int/md/T22-SG13-240715-TD-PLEN-0274/en>
[bookmark: _Toc8384102][bookmark: _Toc16021][bookmark: _Toc72760640][bookmark: _Toc29827329][bookmark: _Toc192441733][bookmark: _Toc197425955][bookmark: _Toc197426053][bookmark: _Toc200028220]3	Definitions
[bookmark: _Toc28224][bookmark: _Toc8384103][bookmark: _Toc29827330][bookmark: _Toc72760641][bookmark: _Toc192441734][bookmark: _Toc197425956][bookmark: _Toc197426054][bookmark: _Toc200028221]3.1	Terms defined elsewhere
[bookmark: _Ref139414929]This Technical Report uses the following terms defined elsewhere:
3.1.1	artificial intelligence (AI) [b-ETSI GR ENI 004]: Computerized system that uses cognition to understand information and solve problems.
NOTE 1 – [b-ISO/IEC 2382-28] defines AI as "an interdisciplinary field, usually regarded as a branch of computer science, dealing with models and systems for the performance of functions generally associated with human intelligence, such as reasoning and learning".
NOTE 2 – In computer science AI research is defined as the study of "intelligent agents": any device that perceives its environment and takes actions to achieve its goals.
NOTE 3 – This includes pattern recognition, the application of machine learning and related techniques.
NOTE 4 – Artificial-intelligence is the whole idea and concept of machines being able to carry out tasks in a way that mimics human intelligence and would be considered "smart".
3.1.2	generative artificial intelligence (GenAI) [b-ETSI GS ENI 030]: Type of artificial intelligence that can create new content (e.g., text, images or music) by learning the patterns and structures of existing data and then using those patterns to generate new data that is similar to the original data. 
3.1.3	machine learning (ML) [ITU-T Y.3172]: Processes that enable computational systems to understand data and gain knowledge from it without necessarily being explicitly programmed.
[bookmark: _Toc29827331][bookmark: _Toc72760642][bookmark: _Toc4587][bookmark: _Toc8384104][bookmark: _Toc192441735][bookmark: _Toc197425957][bookmark: _Toc197426055][bookmark: _Toc200028222]3.2	Terms defined in this Technical Report
None.
[bookmark: _Toc8384105][bookmark: _Toc2711][bookmark: _Toc72760643][bookmark: _Toc29827332][bookmark: _Toc192441736][bookmark: _Toc197426056][bookmark: _Toc200028223]4	Abbreviations and acronyms
This Technical Report uses the following abbreviations and acronyms:
AI	Artificial Intelligence
AN	Autonomous Networks
API	Application Programming Interface
CPU	Central Processing Unit
CSP	Communication Service Providers 
CSV	Comma-Separated Values
GenAI	Generative Artificial Intelligence
GPT	Generative Pretrained Transformer
GPU	Graphics Processing Unit
IMT	International Mobile Telecommunications
IT	Information Technology
JSON	JavaScript Object Notation
LLM	Large Language Model
ML	Machine Learning
MoE	Mixture of Experts
RAG	Retrieval Augmented Generation
RAM	Random Access Memory
SQL	Structured Query Language
[bookmark: _Hlk184764673]XML	Extensible Markup Language
[bookmark: _Toc29827333][bookmark: _Toc72760644][bookmark: _Toc8384106][bookmark: _Toc17017][bookmark: _Toc192441737][bookmark: _Toc197425958][bookmark: _Toc197426057][bookmark: _Toc200028224]5	Conventions
In this Technical Report, potential requirements which are derived from a given use case, are classified as follows: 
[bookmark: _Hlk184754815]The keywords "it is of critical value" indicate a possible requirement which would be necessary to be fulfilled (e.g., by an implementation) and enabled to provide the benefits of the use case.
The keywords "it is expected" indicate a possible requirement which would be important but not absolutely necessary to be fulfilled (e.g., by an implementation). Thus, this possible requirement would not need to be enabled to provide complete benefits of the use case.
The keywords "it is of added value" indicate a possible requirement which would be optional to be fulfilled (e.g., by an implementation), without implying any sense of importance regarding its fulfilment. Thus, this possible requirement would not need to be enabled to provide complete benefits of the use case.
[bookmark: _Toc3667][bookmark: _Toc72760645][bookmark: _Toc192441738][bookmark: _Toc197425959][bookmark: _Toc197426058][bookmark: _Toc200028225]6	Introduction
This clause presents the rationale for deploying and assessing generative artificial intelligence (GenAI) in telecom networks and provides an overview of GenAI models for telecom networks.
[bookmark: _Toc192441739][bookmark: _Toc197425960][bookmark: _Toc197426059][bookmark: _Toc200028226]6.1	Rationale for deploying and assessing generative AI in telecom networks 
In the ever-evolving telecommunications industry landscape, continuous innovation is imperative to meet the demands of a fully-connected and sustainable society. This innovation has paved the way for the birth of GenAI models with unprecedented abilities to acquire, process, and generate extensive volumes of comprehensive multimedia content. Among these remarkable strides, the generative pre-trained transformer series has emerged as a beacon, outshining its predecessors in both scale and capability. 
As technology paves the way for ground-breaking advancements, GenAI models are capturing attention and interest across the telecom industry. A recent survey from a major consulting firm [b‑Solon] highlighted that communication service providers (CSPs) are exploring GenAI for use cases that ameliorate customer services and network performance, e.g., from enhancing chatbot experience to improving network operations. Importantly, according to the survey, CSPs see GenAI as a distinct, significant incremental value on top of the "standard" AI/machine learning (ML), which is the focus of current activities in the standardization bodies.
The urgency for realizing the vision of telecom networks supported by GenAI is driving the attention of the information and communications technology industry worldwide. However, realizing this vision does not come without challenges and complexities. The primary concerns many stakeholders share are 1) the identification of use cases with the largest return on investment, 2) the capability of evaluating gains brought by GenAI with respect to standard expert-based or rule-based solutions, and 3) data security and governance.
To solve these challenges, standards organizations, industry alliances and open-source communities should join their efforts to develop a globally accepted methodology enabling the realization of the foreseen use cases. Some large language models (LLMs) use cases for telecom networks have been already introduced in the Technical Report of the ITU-T CG-datasets for AI/ML in networks "Datasets standardization approaches for datasets applicable for AI/ML in networks – First Edition" [ITU-T CG-datasets]; however, the potential requirements of these use cases are not investigated in the [ITU-T CG-datasets], which rather provides guidelines on datasets applicable for AI/ML in networks. 
The selection of the most impactful use cases, from business and technology points of view, should be the results of a joint work from different stakeholders, within the telecom and AI ecosystems.
Importantly, to realize the vision of telecom networks supported by AI, there is a clear need for a consolidated methodology for assessing and comparing GenAI models across a potentially large range of telecom use cases.
Generally, the assessment of GenAI models should be based on the following three items: 
•	Telecom knowledge evaluation. Telecom knowledge evaluation refers to the definition of 1) the potential knowledge requirements from telecom GenAI models and 2) tests and related metrics to measure the telecom knowledge of the models. The expected knowledge for GenAI supporting network operations includes, but is not limited to, network architecture, protocols and functionalities. Clause 7 discusses the potential requirements of GenAI on knowledge of telecom networks and related integration methodology. Clause 10.2 presents how to assess telecom knowledge of GenAI models. 
•	GenAI integration evaluation. GenAI integration evaluation refers to the definition of 1) the potential risks of integrating GenAI models to telecom operations, and 2) strategies to mitigate and assess the harmful impacts of GenAI integration. The expected integration includes analysis of transparency, accountability, compliance, security and data privacy. Clause 11 discusses the potential risks of GenAI models in telecom networks and associated potential requirements.
•	Use case specific capability evaluation. Use case specific capability evaluation refers to the definition of 1) the potential requirements in terms of capabilities (such as mathematical optimisation, software development, and text generation) from the perspective of GenAI models to support operations related to the telecom use cases, 2) the potential performance requirements (e.g., in terms of accuracy or energy consumption) to support GenAI operations related to the telecom use cases, and 3) a benchmarking methodology and related metrics to evaluate the capabilities of GenAI models. Clause 9 presents use cases of telecom operations where GenAI models are expected to provide a significant impact. Clause 12 presents potential requirements of GenAI for supporting specific telecom use cases.
The deployment of these items allows us to assess, compare, and improve GenAI models in telecom networks, which will accelerate the process of deploying GenAI models in telecom use cases. 
[bookmark: _Toc192441740][bookmark: _Toc197425961][bookmark: _Toc197426060][bookmark: _Toc200028227]6.2	Overview of generative AI models for telecom networks
[bookmark: _Hlk172187258]AI relates to a computerized system that uses cognition to understand information and solve problems [b-ETSI GR ENI 004]. Such systems can solve simple problems such as automating tasks as well as very complex decision-making processes and have countless applications in various domains. The recent advances in AI have been transforming industries and are revolutionizing how people interact with technology and information. 
A major disruptive force in this context is GenAI, a type of AI that can create new content (e.g., text, images or music) by learning the patterns and structures of existing data and then by using these patterns can generate new data that is similar to the original data [b-ETSI GS ENI 030]. GenAI usually leverages techniques like neural networks, to generate similar content that may seem human-generated material, sparking innovation and creativity. Within GenAI models, generative adversarial networks models [b-Goodfellow], in which two neural networks compete to improve their learned behaviours, and variational autoencoders models [b-Jain], which learn to compress data into a latent space and then reconstruct it, have both shown outstanding results in the fields of video and image generation.
Figure 1 describes the taxonomy proposed by [b-Gozalo-Brizuel], where nine categories of GenAI models are discussed: Text-to-image, Text-to-3D, Image-to-text, Text-to-video, Text-to-audio, Text-to-text, Text-to-code, Text-to-science, and other models, the last category including all the models that do not fit any of the previous categories, such as large action models [b-Masterman]. 
AI techniques are applied to countless fields. In telecommunications, they are used to analyse network data for traffic routing and failure predictions, enhancing network reliability, as well as enabling virtual assistants for customers such as real-time support or resolving queries. 
GenAI presents unprecedented opportunities for innovation and optimization in the field. For instance, it can be used for generating real-life traffic for testing the quality or security of services. Moreover, LLMs can boost and make more efficient interactions with people, such as a more personalized interaction for customers or helping communication between people with different backgrounds and expertise. 
NOTE – Despite its potential for transforming the telecom industry, GenAI is an incipient approach with unknown boundaries and costly requirements. Creating proper models usually requires massive amounts of data and computational resources, and the assessment of the uncharted social, economic, and technological impacts of their use is a major concern to the parties involved.
[image: Figure showing nine GenAI models]
[bookmark: _Toc184888584]Figure 1 – A taxonomy of GenAI models proposed in [b-GC2023]
[bookmark: _Toc192441741][bookmark: _Toc197425962][bookmark: _Toc197426061][bookmark: _Hlk184889368][bookmark: _Toc200028228]7	Potential requirements of generative AI on knowledge of telecom networks and related integration methodology
Telecom networks encompass various knowledge domains and GenAI is expected to properly understand and generate content aligned with real-world details and specific requirements of its applications [b-Zhou]. 
Although general-purpose GenAI models demonstrate considerable capabilities in various tasks, the diverse GenAI applications in telecom networks require domain-specific knowledge adaptation and use case specialized fine-tuning, to meet the expected performance requirements by improving accuracy, increasing user trust, and reducing hallucinations [b-Lewis]. An important design purpose of GenAI models is to serve as a foundation model for telecom networks. This requires a unified model trained for multiple different telecom tasks, like those described in clause 9. Therefore, adapting common telecom domain knowledge to general-purpose GenAI models is key to building generalized GenAI solutions for different telecom applications.
This Technical Report describes the potential requirements of GenAI models on knowledge of telecom networks in clause 7.1, and methods to integrate knowledge of telecom networks in GenAI models in clause 7.2.
[bookmark: _Toc172564382][bookmark: _Toc192441742][bookmark: _Toc197425963][bookmark: _Toc197426062][bookmark: _Toc200028229]7.1	Overview of potential requirements of Generative AI on knowledge of telecom networks 
[bookmark: _Hlk170722071]The different categories of telecom knowledge define the potential requirements of GenAI models on knowledge of telecom networks to support various telecom GenAI use cases:
[bookmark: _Hlk184759723]•	It is of critical value that GenAI models have knowledge of telecom network taxonomy and lexicon. For instance, LLMs for domain specific tasks provide better responses when trained on domain specific vocabulary [b-Soman]. The knowledge of domain specific terms facilitates clear alignment between the output of GenAI models and users' queries, as well as incorporates knowledge from the data.
•	It is of critical value that GenAI models have knowledge of telecom standards: The telecom networks operate with protocols pre-defined in standards developing organizations, such as the International Organization for Standardization (ISO), Institute of Electrical and Electronics Engineers (IEEE), International Telecommunication Union Telecommunication Standardization Sector (ITU-T), European Telecommunications Standards Institute (ETSI) or the 3rd Generation Partnership Project (3GPP). The standard documents, including technical specifications and reports, specify the requirements and the capabilities of nowadays telecom systems, ranging from radio access networks, core networks, architecture and protocols, to service requirements. Incorporating telecom standard knowledge can support multiple GenAI models capabilities [b-Karapantelakis] [b-Bariah], such as: 1) Improve productivity for standard engineers on documentation; 2) Perform validation and testing of network products in compliance with standards; 3) Automate development of code t that implements standard features; 4) Analyse network performances in satisfying service requirements; 5) Simplify and streamline access to complex specifications, enhancing collaboration and understanding of industry standards [b-Lin, X].
•	It is of critical value that GenAI models have knowledge of telecom research materials: the research papers, books and patents in the telecom domain provide a broader knowledge of the basic concepts, future evolution, and specialized solutions of telecom systems. For example, a research paper could contain mathematical modelling of different network scenarios, as well as several candidate algorithmic solutions to optimize the network towards a performance target. Such knowledge can assist GenAI models to perform as a network resource orchestrator [b-Maatouk], to analyse the operational status of a wireless system, to formulate the performance optimization goal into solvable problems, and to identify the appropriate tools to produce the related solutions. Moreover, the conceptual knowledge in the research materials can complement the technical specification language in standards, enabling GenAI models to produce more explainable responses to different use cases. 
•	It is of critical value that GenAI models have knowledge of telecom product implementations: the product specifications, code implementations, and application programming interface (API) documents can support GenAI in function development, performance testing and optimization for telecom products, prototypes, and simulators. This knowledge allows GenAI models to analyse the code in relation to standard specifications, and further realize the code implementing a feature or performing a system test as specified in human instructions [b-Nabeel]. Furthermore, the product knowledge allows GenAI models to assist network maintenance, e.g., finding the vulnerabilities of an implementation. 
•	It is of critical value that GenAI models have knowledge of telecom network operations: the operational logs, signaling messages, and network function configurations can enable GenAI models to support autonomous network configuration, troubleshooting and optimization. For example, as a network orchestrator, GenAI models can select the parameters with optimized settings to configure network functions [b-Bao]. GenAI models can analyse the system logs to determine optimization strategies, or generate network performance reports, as well as analyse the logs' semantic meaning for drafting trouble reports [b-Le]. Probe data for traffic measurements enables traffic consumption to be accurately inferred, leading to better resource allocation [b-Zhang], and security focused applications can use API call sequence-based information for generating pseudo-benign malware to better train detection models [b‑Peng] or, as in-phase and quadrature imbalance of transmitters, for generating fake signals [b-Roy].
•	It is of critical value that GenAI models have knowledge of the telecom network environment: the network environment information, including user profiles, traffic patterns, network deployments and radio propagation scenarios, allows GenAI models to acquire a specific understanding of the telecom network. With this information, GenAI can predict the network state changes due to reconfiguration of network parameters, e.g., how the interference is affected by a transmit power adjustment. This allows the GenAI models to internally plan the optimal network configuration or command to achieve a performance target, before taking actions on the real network. Furthermore, the environment knowledge allows GenAI models to generate realistic synthetic radio environment or network traffic data, to assist testing of new network features [b-Anande].
•	It is of critical value that GenAI models have knowledge of telecom customer support and experience: GenAI chatbots can assist customers with queries, troubleshooting, and providing personalized recommendations [b-Lin, X]. The information on the customers' experiences and journeys (i.e., brand interactions in pre-purchase, purchase and post-purchase stages) may be used not only to enhance GenAI models to provide more personalized services, but, also, to analyse how and where AI tools may be applied to improve in the journey's touchpoints [b-Moura]. GenAI models may also be used in churn predictions [b-Jain].
•	It is of critical value that GenAI models incorporate risk-aware mechanisms to mitigate potential risks associated with knowledge of telecom networks, which poses challenges related to privacy, bias, transparency, compliance, and data sharing risks [b-Feuerriegel] [b‑Solon]. In the network domain, data sharing presents a critical risk, and it is of critical value that data processing and storage for GenAI comply with regional and national regulations. To address these concerns, it is of critical value that GenAI models integrate mechanisms for risk assessment and mitigation, including real-time monitoring of model outputs, bias detection frameworks, secure data handling techniques, compliance verification modules, and strict data governance policies that regulate data localization and cross-border data transfers.
These requirements on telecom domain knowledge are complementary for GenAI models to perform different tasks. For example, when optimizing network configurations, GenAI should associate the parameters from the code defined in product implementations with their definitions in standards and should then utilize the knowledge of optimization methods described in the research literature to generate the best parameter settings. This requires GenAI models to be adapted to a mixture of the knowledge categories.
[bookmark: _Toc172564383][bookmark: _Toc192441743][bookmark: _Toc197425964][bookmark: _Toc197426063][bookmark: _Toc200028230]7.2	Methodologies to integrate the knowledge of telecom networks in generative AI models
This clause presents potential stages to build Telecom-specific GenAI models: 
•	Knowledge adaptation: the first step is to enhance the telecom domain knowledge on general purpose GenAI models. It can be achieved either through fine-tuning with a mixture of telecom and general domain data [b-Bariah], or through the retrieval augmented generation (RAG) from embedding database or knowledge graph of the telecom corpus [b-Ovadia]. 
•	Instruction following: as a multi-task model, it is crucial to ensure GenAI models produce responses following the task specified in the instruction. This can be achieved through fine-tuning with a mixture of multiple task relevant instruction data extracted from the telecom knowledge database [b-Ziegler]. 
•	Policy alignment: to ensure GenAI models produce concise and accurate responses in low‑latency and high-reliability telecom use cases, aligning GenAI output with task specific preferences is mandatory, which can be achieved through reinforcement learning [b-Sutton] on preference datasets. 
NOTE – Preference datasets are used for reward modelling, where the downstream task is to fine-tune a baseline model in order to capture human preferences [b-PyTorch].
These stages not only enhance telecom domain knowledge of GenAI models, but also their capabilities in the telecom use cases. For instance, knowledge adaptation also reduces cost and latency inference from GenAI models.
[bookmark: _Toc192441744][bookmark: _Toc197425965][bookmark: _Toc197426064][bookmark: _Hlk184796446][bookmark: _Toc200028231]8	Potential capabilities of generative AI agents and functional requirements of telecom networks for supporting generative AI agents integration
This clause discusses the potential capabilities of GenAI agents in telecom networks and the associated potential functional requirements of telecom networks for supporting GenAI agents' integration in telecom networks. These potential capabilities and requirements might extend some of those in [ITU‑T Y.3144], with respect to AI/ML agents in a distributed core network, and some of those in [ITU-T Y.3400], with respect to coordination among resources of different types.
[bookmark: _Toc192441745][bookmark: _Toc197425966][bookmark: _Toc197426065][bookmark: _Toc200028232]8.1	Potential capabilities of GenAI agents in telecom networks
In future telecom networks, AI agents [b-ETSI GR ENI 051] empowered by GenAI models (i.e., GenAI agents) can have the capabilities of taking human-like decision making processes, providing a path towards sophisticated and adaptive network protocols. 
Also, GenAI agents can bring autonomy to the communication system, by having the capabilities of breaking down high-level business requirements into low-level actionable tasks and assigning them to different network elements for execution. 
In addition, GenAI agents should be aware of network resource availability and capability of orchestrating network resources and controlling network functions in different domains of the telecom network through collaboration [ITU-T Y.3187] [ITU-T Y.3144]. This orchestration capability includes interfacing with network protocols in order to control e.g., telecom network and computing resources. 
To support these awareness and orchestration capabilities in future networks empowered by GenAI agents, the following deployment architectures can be considered (see Figure 2): 
•	Hierarchical architecture: in this deployment architecture option, GenAI agents can operate in a hierarchical manner, with "leader" agents deployed in higher network layers and "worker" agents deployed in the underlaying data networks (e.g., access or core networks). The interactions between agents are hierarchical, where the leader agent, based on more capability and larger AI/ML models, plans and assigns tasks to the worker agents.
•	Distributed architecture: in this deployment architecture option, the operations of the GenAI agents are not hierarchical. The interaction between these agents is self-organized and agents exchange past observations, actions, or strategies to collaboratively accomplish the tasks.
[image: Diagrams te depict the hierarchical and the distributed options of deployment of GenAI agents.]
[bookmark: _Ref184852822][bookmark: _Hlk184852671][bookmark: _Toc184888585]Figure 2 – Potential options of deployment architecture for GenAI agents, hierarchical architecture(left) versus distributed architecture (right)
NOTE 1 – Different types of AI-to-AI communication and their security risks and threats are discussed in [b‑ETSI TR 104 031].
GenAI agents can also be leveraged to enhance network data quality, e.g., generating synthetic data, detecting and fixing inconsistencies in data. The data related to network operations or management can be collected from multiple sources, which may be heterogeneous or of difficult access. And the low number of connected devices, technical faults or network overload situations may lead to the scarcity of available data in the network. GenAI agents can generate synthetic sample data from available datasets, increasing data diversity and addressing data scarcity, especially in cases implying privacy and security concerns associated with data sharing, or high cost of data collection. In addition, GenAI agents can assist in identifying and fixing data inconsistency, providing clean and reliable datasets for model training, and improving model generalization. 
To enable data augmentation capabilities empowered by GenAI agents in telecom networks, both deployment options of hierarchical architecture and distributed architecture can also be considered to support collaborative deployment and interaction between different GenAI agents in performing data augmentation tasks.
In addition to resource orchestration and control of network functions, a telecom network can use GenAI agents to bring autonomy to various network applications, such as autonomous vehicles and robots. The telecom network allows GenAI agents to exchange information in order to collaboratively perform various tasks, such as remote sensing, control, and planning. 
NOTE 2 – GenAI capabilities can extend the existing framework for coordination of networking and computing [ITU-T Y.3401] by integrating further control capabilities. An example is a GenAI model embedded in an autonomous vehicle which is used to manage communication and computing resources together with the control of the vehicle driving system.
From the network application perspective, two types of GenAI deployment architecture can be considered too: 
•	Independent architecture: each network application is controlled by specific GenAI agents. In this case, for a network supporting autonomous vehicles, network-dedicated GenAI agents control network resources while application-dedicated GenAI agents control vehicles and traffic lights;
•	Converged architecture: GenAI agents can jointly control network resources and applications. In this case, for a network supporting autonomous vehicles, GenAI agents deployed in autonomous vehicles can jointly control the vehicle and coordinate the communication with other vehicles, in order to collaboratively improve the traffic flow.
[bookmark: _Toc192441746][bookmark: _Toc197425967][bookmark: _Toc197426066][bookmark: _Toc200028233]8.2	Potential functional requirements of telecom networks for GenAI agents integration
Based on the previously discussed GenAI capabilities and deployment architecture options, future telecom networks integrating GenAI agents should satisfy the following functional requirements:
[bookmark: _Hlk184761650][bookmark: _Hlk184761883]•	It is of critical value for telecom networks to expose to GenAI agents information on business intents;
•	It is of critical value for telecom networks to expose to GenAI agents information on network operator's policies;
•	It is of critical value for telecom networks to expose to GenAI agents information on network resource availabilities;
•	It is of critical value for telecom networks to expose to GenAI agents information related to the applications supported by the telecom network;
•	It is of critical value for telecom networks to expose information related to the performance of the GenAI agents running in the network;
•	It is of critical value for telecom networks to support GenAI agents' capabilities for self-management and self-orchestration;
•	It is of critical value for telecom networks to support GenAI agents' capabilities for controlling the applications supported by the telecom network;
•	It is of critical value for telecom networks to support both distributed and hierarchical deployment architectures of GenAI agents;
•	It is of critical value for telecom networks to enable information exchange between distinct GenAI agents to support collaborative orchestration of network resources and network functions;
•	It is of critical value for telecom networks to enable GenAI agents to collaboratively control applications supported by the telecom network;
•	It is of critical value for telecom networks to support the application, computing, and network resource coordination to enable their scheduling and management.
[bookmark: _Hlk184767223]To support GenAI agents for data augmentation, future telecom networks should satisfy the following additional functional requirements:
•	It is of critical value for telecom networks to support data collection for GenAI agents with different time granularities in terms of resources, networks and services;
•	It is of critical value for telecom networks to support data processing for GenAI agents, including data processing to enhance data format, quality and security, e.g., by removing sensitive and private information;
•	It is of critical value for telecom networks to support data storage for GenAI agents with the different architecture deployment options, enabling unified storage, access and management of telecom network related information;
•	It is of critical value for telecom networks to enable the reuse of data exposed to GenAI agents, in order to avoid duplicate data collection and to minimize network overhead;
•	It is of critical value for telecom networks to enable data lifecycle management of the entire data process for GenAI agents, including data collection, transmission, processing, storage and consumption.
NOTE – The potential requirements identified in this clause apply to both public networks and private networks supporting heterogeneous services and applications.
[bookmark: _Toc192441747][bookmark: _Toc197425968][bookmark: _Toc197426067][bookmark: _Toc200028234]9	Use cases for generative AI in telecom networks
[bookmark: _Hlk172187337][bookmark: _Hlk172491511]Although the extent of the impact of GenAI models in telecom networks in the following years is not measurable yet, several recently published studies have presented the expected and most relevant GenAI use cases. A recent survey, based on data from 104 senior-level respondents from 73 CSPs, has identified seven families of use cases which are either being explored already today, or have the short-to mid-term potential [b-Newman]: customer operations, sales and marketing, network, information technology (IT) and software engineering, product innovation, internal knowledge, and business operations. These family of use cases are illustrated in Table 1.
[bookmark: _Ref192022145]Table 1 – Families of GenAI use cases for CSPs [b-Newman]
	Family
	Use cases

	Customer operations
	Customer chatbot, call centre agent documentation and coaching, website assistance, predictive and personalized services

	Sales and marketing
	Marketing collateral generation, personalized customer/email scripts, social media automated responses

	Network
	Field service operations guided assistance, network/capacity planning, network security testing, post mortem creation, root cause analysis

	IT / software engineering
	Automated code generation and testing, automating repetitive tasks (e.g., data mapping), detection of code security vulnerability

	Product innovation
	Carrier billing, personalized services, voice value-added services, B2B customer call services

	Internal knowledge, training and development
	Evaluating new trends/developments, competitive analysis, supply chain analysis

	Business operations
	Contract, fraud management, partner management (e.g., roaming), human resources


[bookmark: _Hlk192022203]More recently, an analysis has been published presenting how GenAI models could help telcos improve their revenues, based on a response from 130 telco operators in North America, Latin America, Europe, Africa, Asia, and the Middle East [b-McKinsey]. This document has identified five families of use cases: customer service, marketing and sales, network, IT and support functions (see Table 2, where the families are named "business domains" in line with the perspective described in clause 9.1).
NOTE – Overall, the families of use cases identified in the [b-Newman] and [b-McKinsey] surveys overlap, as the use cases on internal knowledge and business operations in [b-Newman] are related to those included in the support functions in [b-McKinsey]. It is interesting to notice that [b-Newman] also highlights the use cases on product innovation that stress the expected business value of GenAI models for telcos.
The following list provides more details related to the "network" family of use cases (see Table 1):
•	Network planning: GenAI models can be utilized for network planning considering different objectives, e.g., coverage, capacity, bandwidth, etc. In addition, GenAI models can provide relevant planning tools to improve the efficiency of the planning process.
•	Network deployment: GenAI models can be used for network deployment to reduce the launch time for new services or new features of the telecom networks, including the phases of configuration, testing and tuning.
[bookmark: _Hlk184768231]•	Network management and orchestration: GenAI models can be used to provide analysis and resolutions of network issues to assist management and orchestration of resources, functions and services, e.g., for coordination of networking and computing [ITU-T Y.3401], thus improving network reliability and stability.
[bookmark: _Toc192441748][bookmark: _Toc197425969][bookmark: _Toc197426068][bookmark: _Toc72760647][bookmark: _Toc200028235]9.1	Business value of the use cases 
[bookmark: _Hlk192419517]Table 2 describes the expected impact of GenAI models per business domain of use cases [b‑McKinsey]. 
[bookmark: _Ref192022174]Table 2 – GenAI models impact on telcos by use cases [b-McKinsey]
	Business domain
	Share of total impact (%)
	Share of surveyed business leaders focused on domain (%)
	Example use cases

	Customer service
	35
	85
	Customer-facing chatbots, call-routing performance, agent copilots, bespoke invoice creation

	Marketing and sales
	35
	45
	Content generation, hyper-personalization, copilots for store personnel, customer sentiment analysis and synthesis

	Network
	15
	62
	Network inventory mapping, network optimization via customer sentiment analysis, self-healing via customer sentiment analysis on network problems

	IT
	10
	55
	Copilots for software development, synthetic data generation, code migration, IT support chatbots

	Support functions
	5
	10
	Procurement optimization, workplace productivity, internal knowledge management, content generation, HR Q&A


Table 2 highlights that more than 85 per cent of the executives' attribute to GenAI models more than 20 per cent of revenue or cost savings impact by business domain. Importantly, customer service together with marketing and sales, make up the largest share of the total expected impact in terms of business value. [b-McKinsey] reports that, for instance, in customer service, AI chatbots will improve customer support, which is anticipated to reduce its related costs by 15 to 20 per cent. Also, using GenAI models for summarizing voice and written client interactions is expected to reduce associated costs by up to 80 per cent.
In marketing and sales, CSPs can create GenAI models personalized messages and visual media to target individual customers. Using this tool, a European CSP reported a pilot project achieving more than a 10 per cent customer conversion rate. In the network family of use cases, GenAI models can improve network planning and management through e.g., the ability of analysing and structuring data about network components, including specifications and maintenance information from supplier contracts. In IT, software developers can complete coding tasks up to twice as fast with GenAI models [b-McKinsey Digital]. In support functions, GenAI models can reduce the costs associated with back-office operations and improve employee productivity: a European CSP anticipates that GenAI models will improve employee productivity by 30 per cent. 
Similar business trends are also revealed in another recent report, based on interviews with more than 400 telecom professionals [b-NVIDIA]. According to it, among these respondents investing in AI, 57 per cent are using GenAI to improve customer service and support, 57 per cent to improve employee productivity, 48 per cent for network operations and management, 40 per cent for network planning and design, and 32 per cent for marketing content generation.
[bookmark: _Toc192441749][bookmark: _Toc197425970][bookmark: _Toc197426069][bookmark: _Hlk125884096][bookmark: _Toc200028236]10	Methodology for assessment of generative AI models in telecom networks
[bookmark: _Hlk192441547][bookmark: _Hlk192440852]This clause provides an overview of common methods to assess natural language processing and general (e.g., mathematics, history, law) knowledge of GenAI models. This clause also introduces a new approach to evaluate telecom knowledge of GenAI models.
[bookmark: _Toc192441750][bookmark: _Toc197425971][bookmark: _Toc197426070][bookmark: _Toc200028237]10.1	Common methods for assessing generative AI models
Today there are three main ways to assess GenAI models: human evaluation, using a second model as a judge, and running a benchmark test using well established metrics [b-Zheng]. 
Using human labellers to judge the GenAI outputs is very time-consuming and costly. Also, this approach lacks flexibility as when the GenAI models or their tasks are updated, a new evaluation process is required. 
Replacing the human judge with a GenAI model is promising as it reduces the cost and time constraints of human evaluation. However, the GenAI judge may not surpass human evaluation in accuracy and quality. A possible approach to test the GenAI judge is to create a small human evaluation dataset, which can test the accuracy of the GenAI judge. 
[bookmark: _Hlk184887267]As far as benchmark tests, Table 3 shows popular benchmark tests for assessing natural language processing and general (e.g., mathematics, history, law) knowledge of LLMs, i.e., GLUE (general language understanding evaluation) [b-Wang], SuperGLUE [b-Wang, A.], HellaSwag [b‑Zellers], TruthfulQA [b-Lin], and MMLU (Massive multitask language understanding) [b-Hendrycks]. These standard benchmarks typically use well-known evaluation metrics, e.g., accuracy [b-Pedregosa] or F1 score [b-Pedregosa, F.] for classification tasks or question-answering tasks, and bilingual evaluation understudy (BLUE) [b-Papineni] or recall-oriented understudy for gisting evaluation (ROUGE) [b-Lin C-Y] for text generation tasks.
[bookmark: _Ref184853059][bookmark: _Toc184888915]Table 3 – Popular benchmark tests for LLMs
	Benchmark
	Explanation
	Metrics
	Reference
	URL

	General language understanding evaluation (GLUE)
	Standardized set of diverse natural language processing tasks
	Correlation coefficients, accuracy, and F1 score
	[b-Wang]
	https://gluebenchmark.com/

	[bookmark: _Hlk184886488]SuperGLUE
	More difficult language understanding tasks with respect to GLUE
	Accuracy, exact match, and F1 score
	[b-Wang, A.]
	https://super.gluebenchmark.com/

	HellaSwag
	Benchmark for commonsense natural language inference
	Accuracy
	[b-Zellers]
	https://github.com/rowanz/hellaswag

	TruthfulQA
	Benchmark made up of 817 questions designed to cause imitative falsehoods
	Human evaluation
	[b-Lin]
	https://github.com/sylinrl/TruthfulQA

	Measuring massive multitask language understanding (MMLU)
	Multiple-choice questions related to 57 tasks including mathematics, history, computer science, and law
	Accuracy
	[b-Hendrycks]
	https://github.com/hendrycks/test


[bookmark: _Toc192441751][bookmark: _Toc197425972][bookmark: _Toc197426071][bookmark: _Toc200028238]10.2	Assessing telecom knowledge of generative AI models
TeleQnA is a benchmark dataset to assess the telecom knowledge of LLMs [b-Maatouk, A.]. This dataset is composed by 10 000 multiple-choice questions and answers related to different source materials, including resource publications, research overviews, standard specifications, standard overviews, and telecom lexicons. The fraction of the multiple-choice questions on the different topics is shown in Figure 3. TeleQnA uses two LLMs to generate and validate the questions and answers and integrates human-in-the-loop to verify the grammar of the questions and filter out duplicated and/or degenerated questions.
[image: A pie chart with different colored sections representing the distribution of source materials for which answers were received.]
[bookmark: _Ref184852930][bookmark: _Toc184888588]Figure 3 – Distribution of the TeleQnA dataset among the categories of the collected source materials [b-Maatouk, A.]
TeleQnA can be used to test the telecom knowledge of both general-purpose LLMs as well as specialized LLMs. Table 4 shows the accuracy results achieved by general-purpose LLMs on TeleQnA with respect to the categories of questions shown in Figure 3.
This analysis highlights that LLMs have comparable, and often better, capabilities to human experts in terms of telecom knowledge, underscoring the potential of LLMs within the telco domain. However, when looking at complex topics, such as questions related to standard specifications, LLMs performance is limited, which constraints their implementation to automate complex tasks in telecom networks. Therefore, to apply LLMs in telecom networks, a potential requirement is the integration of tools to specialize LLMs on telecom networks through e.g., RAG or fine-tuned models [b‑Ovadia].
NOTE – These tools potentially introduce the need of knowledge databases, ML models, and new functionalities, able to process, store and retrieve relevant information to support the LLM operations.
	[bookmark: _Ref192022299]Table 4 – Accuracy results of different LLMs and human experts
on TeleQnA questions [b-Maatouk, A.]

	Category of questions
	Mistral 7b
	Mixtral mixture of experts (MoE)
	Generative pretrained transformer (GPT)-3.5
	GPT-4
	Humans

	Lexicon (500)
	56.8
	83.8
	82.2
	86.8
	80.33

	Research overview (2000)
	51.6
	70.7
	68.5
	76.25
	63.66

	Research publications (4500)
	49.27
	70.2
	70.42
	77.62
	68.33

	Standards overview (1000)
	46.2
	66.73
	64
	74.4
	61.66

	Standards specifications (2000)
	35.6
	55.85
	56.97
	64.78
	56.33

	Overall accuracy (10000)
	47.07
	67.74
	67.29
	74.91
	64.86


[bookmark: _Toc192441752][bookmark: _Toc197425973][bookmark: _Toc197426072][bookmark: _Toc200028239]11	Potential risks of generative AI models in telecom networks and associated potential requirements
GenAI models present significant challenges, such as ethical considerations, security vulnerabilities, and regulatory compliance [b-FOIS], [b-Feuerriegel]. Exploiting the GenAI benefits while avoiding the risks requires a comprehensive framework of technical standards, governance mechanisms, and risk assessment protocols [b-Solon] [b-European Union]. 
[bookmark: _Toc192441753][bookmark: _Toc197425974][bookmark: _Toc197426073][bookmark: _Toc200028240]11.1	Performance risks and associated potential requirements
The most impressive GenAI models in use are built from learning on vast amounts of data. The current top performing models are trained with as much data as possible, usually terabytes of data (petabytes in the case of some LLMs). This not only impacts the necessary computing and storage infrastructure for creating and applying the models but also the performance and reliability of GenAI models which are directly affected by the quality and integrity of the datasets.
•	It is of critical value to ensure the accuracy, completeness, and veracity of training data by assessing its quality and representativeness, pre-processing, and using cross validation.
GenAI models may be applied to network optimization, customer experience enhancement, service innovation, predictive maintenance, resource allocation optimization and more [b-Zhou].
[bookmark: _Hlk184903269]•	It is of critical value that the learning processes provide reliable GenAI models, behaving within expected boundaries as well as not generating incorrect results.
•	It is expected to incorporate solutions to analyse the compatibility of GenAI models with current and legacy systems for interoperability and integration, as well as to continuously monitor GenAI for regulatory compliance, robustness, and reliability as well as data drifts.
•	It is of critical value that user experience and usability are continuously assessed in the case of customer service.
[bookmark: _Toc192441754][bookmark: _Toc197425975][bookmark: _Toc197426074][bookmark: _Toc200028241]11.2	Privacy risks and associated potential requirements
Training datasets usually have personal data information, an important issue for customers and regulators [b-Solon].
•	It is of critical value that rules for obtaining, storing, and processing private data are well defined and in accordance with enforced regulations. This may be addressed by enforcing a proper governance framework and focusing on privacy by design approach, with regular compliance auditing.
[bookmark: _Toc192441755][bookmark: _Toc197425976][bookmark: _Toc197426075][bookmark: _Toc200028242]11.3	Bias and discrimination risks and associated potential requirements
Synthetic data created by GenAI models may be used to provide artificial representations of real user data replicating statistical properties while safeguarding private data, as well as to augment existing datasets for training AI/ML models in order to improve their performance [b-Solon]. However, the generated data might replicate the biases present in the original datasets, reinforcing fairness and discrimination issues existing in GenAI models. 
[bookmark: _Hlk184903286]•	It is of critical value that the data used for training is diverse and representative and that fairness-aware techniques are applied to mitigate biases.
•	It is of critical value applying proper evaluation metrics to assess the quality, utility, and effectiveness of the synthetic data, and incorporating feedback mechanisms based on user feedback and domain knowledge.
[bookmark: _Toc192441756][bookmark: _Toc197425977][bookmark: _Toc197426076][bookmark: _Toc200028243]11.4	Transparency and accountability risks and associated potential requirements
[bookmark: _Hlk192441859]•	It is of added value that telecommunication providers pursue research and development on the interpretability and explainability of GenAI models, looking into feature importance analysis and local/global explanation approaches [b-Feuerriegel]. Such efforts towards algorithmic transparency and accountability would positively impact customer trust and regulatory compliance.
[bookmark: _Toc192441757][bookmark: _Toc197425978][bookmark: _Toc197426077][bookmark: _Toc200028244]11.5	Compliance risks and associated potential requirements
Incorporating GenAI models in telecommunications should observe regulatory frameworks on data protection and consumer rights since non-compliance may result in penalties, consumer mistrust and damage to CSPs [b-European Union]. Documentation and reporting along with continuous monitoring of the processes facilitate audits.
•	It is of critical value that technical standards for evaluating the robustness, fairness, and transparency of the GenAI models are developed by international standards development organizations. 
[bookmark: _Toc192441758][bookmark: _Toc197425979][bookmark: _Toc197426078][bookmark: _Toc200028245]11.6	Security risks and associated potential requirements
Considering that the impacts of adopting GenAI models in telecommunications are not completely known yet, scenario analyses, vulnerability scans, and other assessments are important to handle risks and manage regulatory requirements [b-European Union], [b-Hacker]. 
•	It is expected that functions and protocols are developed and integrated in the telecom network products for identifying, assessing, and mitigating the dangers associated with GenAI models, as well as for transparency and accountability. 
•	It is of added value to share knowledge and experiences among stakeholders in order to help managing risk scenarios.
As the importance of GenAI models in telecommunication systems increases, they also become a more and more critical point. The use of an additional layer of GenAI-powered software presents itself as another target for malicious actions aiming to disrupt the GenAI models and, thus, impact their performance [b-Campbell]. 
•	It is expected to carefully consider security in data encryption, storage, and access in the network, and in network APIs, as well as enable awareness and continuous monitoring of the network status. 
•	It is expected to carefully design telecommunication systems avoiding being over reliant or completely dependent on GenAI-powered components.
[bookmark: _Toc192441759][bookmark: _Toc197425980][bookmark: _Toc197426079][bookmark: _Toc200028246]11.7	Summary of potential risks of generative AI models in telecom networks and associated potential requirements
Table 5 summarizes the potential risks of GenAI models in telecom networks and associated potential requirements, which are detailed in the previous clauses.
	[bookmark: _Ref184853110][bookmark: _Toc184888916]Table 5 – Summary of potential risks of GenAI models in telecom networks
and associated potential requirements

	Type of potential risk
	Potential risk
	Potential requirements

	Performance
	•	Performance of GenAI models depends on the quality and integrity of training datasets
•	The learning processes must provide reliable GenAI models, behaving within the expected results
	•	Training data should be accurate, complete and truthful
•	Continuously assess user experience, monitor GenAI models, and ensure compatibility with current and legacy systems

	Privacy
	Datasets may include personal data information
	Rules for obtaining, storing and processing private data should follow enforced regulations

	Bias and discrimination 
	Synthetic data used for training may be biased
	•	Integrate fairness-aware techniques in the data creation
•	Usage of assessment metrics 
•	Incorporate feedback mechanisms

	Transparency and accountability
	Customer trust in GenAI models could be limited due to limited algorithmic transparency
	Continue research and development on the interpretability and explainability of GenAI models 

	Compliance 
	Non-compliance on the regulatory framework may result in penalties, consumer mistrust and damage to the CSP
	International standards development organizations should develop technical standards for evaluating the robustness, fairness, and transparency of the models

	Security
	Malicious actions aiming to disrupt the GenAI models may impact telecommunication systems
Impacts of adopting GenAI models in telecommunications are not completely known yet
	•	Consider security in data encryption, storage, and access in the network and network APIs
•	Limit telecom network dependency on GenAI components
•	Realize scenario analyses, vulnerability scans
•	Develop functions and protocols for identifying, assessing, and mitigating the dangers associated with GenAI models


[bookmark: _Toc192441760][bookmark: _Toc197425981][bookmark: _Toc197426080][bookmark: _Toc200028247]12	Potential requirements of GenAI specific for supporting telecom use cases
[bookmark: _Hlk184763681][bookmark: _Hlk184763691]Telecom use cases have diverse and complex requirements spanning from energy consumption to knowledge of standard documents, which makes it challenging to identify the right GenAI model for each specific telecom use case. In this clause, the GenAI requirements specific for supporting the use cases for GenAI in telecom networks are introduced and separated into functional requirements and performance requirements.
[bookmark: _Toc192441761][bookmark: _Toc197425982][bookmark: _Toc197426081][bookmark: _Toc200028248]12.1	Potential functional requirements
[bookmark: _Hlk184764818]The following functional requirements apply for supporting the use cases for GenAI in telecom networks.
•	It is of critical value that GenAI is capable of software development: GenAI should write, optimize and maintain software code, based on natural language descriptions, helping developers rapidly prototype or implement solutions. GenAI should also automate tasks such as debugging, refactoring, and providing suggestions for performance improvements. GenAI models should also be capable of generating code regular expressions, helping users create complex pattern-matching rules from natural language descriptions. Popular benchmarks to test GenAI capabilities in software development are HumanEval [b-Chen], massive benchmark for programming problems (MBPP) [b-Austin] and CodeXGLUE [b‑Lu]. 
•	It is of critical value that the output of the GenAI models complies with the expected format: GenAI models should generate content, whether code, text, or structured data, that adheres to specific formatting standards, conventions, or templates indicated by the user. Examples of relevant formats for telecom use cases are JavaScript object notation (JSON) and structured query language (SQL). A popular benchmark to test this capability is Spider [b‑Yu].
•	It is of critical value that GenAI supports diverse data structures as input: GenAI models should be able to process, interpret, and transform structured formats like JSON, extensible markup language (XML), comma-separated values (CSV), and database tables. By understanding the relationships within structured data, GenAI can perform tasks such as data extraction, transformation, validation, and even synthesis of structured data. A popular benchmark to test this capability is TableQAEval [b-Lei].
•	It is of critical value that GenAI is capable of mathematical and logical reasoning: GenAI models should be able to realize mathematical and logical reasoning, allowing GenAI models to perform problem-solving, calculations, and algorithmic thinking. Popular benchmarks to test these capabilities are MATH [b-Hendrycks, D.] and FOLIO [b-Han].
[bookmark: _Hlk184764921]•	It is of critical value that GenAI supports tool calling: GenAI models should have tool invocation capabilities, enabling them to autonomously interact with various software tools, APIs and libraries based on natural language instructions. By recognizing the business intents, GenAI models can trigger specific actions – like fetching data, performing calculations, or automating tasks - through external tools without requiring direct manual input. A popular benchmark to test this capability is ToolBench [b-Qin].
•	It is of critical value that GenAI supports capabilities for data augmentation.
[bookmark: _Toc192441762][bookmark: _Toc197425983][bookmark: _Toc197426082][bookmark: _Toc200028249]12.2	Potential performance requirements
The following performance requirements apply for supporting the use cases for GenAI in telecom networks.
•	It is of critical value that GenAI is sustainable: GenAI models demand substantial energy resources, especially during inference, which occurs continuously in telecom applications like customer service. Research indicates that inference consumes significantly more energy than training, as it runs in real-time and scales with user demand [b-Samsi]. 
•	For CSPs aiming to optimize energy use, efficient benchmarking should consider the GenAI model architecture, deployment configuration, and optimizations such as batching and parallel processing [b-Hisaharo]. Recent studies reveal that hybrid graphics processing unit (GPU)-central processing unit (CPU) configurations can reduce energy use by up to 7.5%, underscoring the importance of adaptive infrastructure design [b-Wilkins]. 
•	Although energy consumption is often secondary to performance in evaluations, there is a growing shift toward prioritizing energy efficiency to align with industry sustainability goals and reduce operational costs [b-Shi], as well as to match the societal requirements regarding carbon footprint. By implementing energy-aware strategies and GenAI infrastructure adaptations, CSPs can balance real-time performance with energy demands, ultimately supporting a more sustainable AI deployment strategy.
•	It is of critical value that the latency of GenAI inference is constrained: the inference latency of the GenAI models should be limited to ensure effective service provisioning. In general, latency larger than 30s may lead to service disruptions. 
•	It is of critical value that the random-access memory (RAM) need of GenAI models is constrained: in scenarios where large document corpora are available for retrieval augmented generation (RAG), the volume of the embedded chunks can grow so large that it surpasses the RAM capacities of standard computing systems. This poses a significant challenge in terms of hardware requirements and processing efficiency.
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