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	TSB Circular 101
SG17/XY
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-	The State of Palestine 
(Res. 99 (Rev. Dubai, 2018))
Copy to:
-	ITU-T Sector Members;
-	Associates of ITU-T Study Group 17; 
-	ITU Academia;
-	The Chair and Vice-chairs of ITU-T Study Group 17;
-	The Director of the Telecommunication Development Bureau;
-	The Director of the Radiocommunication Bureau

	Tel:
	+41 22 730 6206
	

	Fax:
	+41 22 730 5853 
	

	E-mail:
	tsbsg17@itu.int 
	

	Subject:
	[bookmark: _Hlk221008914][bookmark: _Hlk220671145]Member State consultation on approval of new and revised Questions of ITU-T Study Group 17 adopted by the Telecommunication Standardization Advisory Group (TSAG) (Geneva, 26-30 January 2026)


Dear Sir/Madam,
[bookmark: _Hlk221009381]1	The Telecommunication Standardization Advisory Group (TSAG) in its meeting in Geneva, 
26-30 January 2026 adopted draft revised Question Q7/17 “Secure application services”, draft revised Question Q10/17 “Management of digital identity, security and services”, and draft new Question Q16/17 “AI security” of ITU-T Study Group 17 (SG17). The agreed texts of these SG17 Questions are found in Annex 1.
[bookmark: _Hlk220942634]2	While considering these texts, TSAG considered that they fall under the procedures of WTSA Resolution 1 (2022) clause 7.3.2.
[bookmark: _Hlk221009227]3	Accordingly, this Circular initiates the formal two-month consultation with ITU Member States on whether or not they support approval of these adopted new/revised Questions.
[bookmark: _Hlk221009263]Member States are kindly requested to complete and return the form in Annex 2 by 2359 hours UTC on 
3 April 2026.
[bookmark: _Hlk220947048]4	If 70 per cent or more of the replies received during the consultation period indicate approval (or if there are no replies), the adopted new or revised Questions shall be considered as approved. Only those replies that either explicitly support approval or explicitly do not support approval are counted. If the adopted new or revised Questions are not approved, they shall be referred back to the study group. Any comments received with replies to the consultation are forwarded to the study group. Member states not supporting their approval are kindly requested to inform the Director of TSB of their reasons.
[image: ]Yours faithfully,
Seizo Onoe
Director of the Telecommunication
Standardization Bureau
Annexes:	2

Annex 1
Final texts of new/revised SG17 Questions
1	Draft revised Question Q7/17 “Secure application services”
Question 7/17 – Secure application services
(Continuation of Question 7/17 (2024)[footnoteRef:1]) [1:  Update of Q7/17 "Secure application services " (WTSA-24) as prepared by ITU-T SG17 (Geneva, 3-11 December 2025) and adopted by TSAG (Geneva, 26-30 January 2026) for consultation with Member States.] 

1	Motivation
This Question has developed a set of Recommendations on authentication/authorization and security architectures for message of network services, specified guidelines on secure password-based authentication with key exchange and various Trusted Third Party (TTP) services, and specified a comprehensive framework and mechanisms for the security of P2P services. A continued effort to maintain and enhance these security Recommendations to satisfy the needs of emerging technologies and services is required.
The telecommunications industry has been experiencing an exponential growth in TTP (Trusted Third Party) services. Security of telecommunication-based application service including social network service, P2P and TTP service is crucial for the further development of the industry. Secure application protocols play a very critical role for providing secure application service. Standardization of the best comprehensive security solutions is vital for the industry and network operators that operate in a multi-vendor international environment. It is also required to study and develop other types of secure platform, application services such as time stamping services, secure notary services, secure digital financial services such as FinTech (open banking, peer-to-peer lending, remittance, mobile wallet, insurance) services, secure OTT (Over The Top) services, and digital twin; use of security assertions as a replacement to the use of certificates in PKI based protocols and PKI application services, etc. Security technologies such as security assertion and access control assertion become very critical in communication networks.
As telecommunication and ICT are developing application services, they are facing two new horizons which need to be studied: applications are generating and processing more and more data, and to support it, artificial intelligence may be necessary. Secure application services need to be extended to cover the extensive research and market required to study the spectrum of operational and technical aspects of data protection which builds on the existing work on data analytics services.
Data is the most fundamental and important element in ICT applications and services. Data protection plays an important role for the sustainable and healthy development of ICT applications and services to mitigate the data security risks, such as data leakage, data misuse, data tempering, etc. Data protection refers to a set of management and technical measures taken to avoid unauthorized access to and use of data. Data protection technologies refer to ones that aim to protect the individuals while still allowing them to use the benefits of digital technologies, such as federated learning, data masking, data provenance, data lineage, digital watermarking, differential privacy, secure multiparty computation, use of cryptographic algorithms and other data security and privacy enhancing technologies. Data protection management measures may include data protection related organizational management systems, institutional norms, personnel management and training, etc. ICT organizations usually need to develop data protection systems that are suitable for themselves, and to adopt the most suitable and effective measures to protect data resources and use data securely based on the comprehensive analysis of the applications and services scenarios, governance, compliance, IT strategy, and risk tolerance.
Recommendations and Supplements under responsibility of this Question as of 4 December 2025: X.1130, X.1141, X.1142, X.1143, X.1144, X.1145, X.1146, X.1147, X.1148, X.1149, X.1151, X.1152, X.1153, X.1154, X.1155, X.1156, X.1157, X.1158, X.1159, X.1161, X.1162, X.1163, X.1164, X.1282, X.1450, X.1451, X.1452, X.1456, X.1457, X.1470, X.1471, X.2012, X.2013, X.2050 and Supplements 17, 21 and 22, 38, 39, 40, and XSTR.sgfdm.
Texts under development as of 11 December 2025: X.fr-vsasi, X.ias, X.ig-dw, X.sec-grp-mov, X.sgfems, X.sgrtem, X.Supd, X.srgsc, X.srgsdcs,  X.tc-ifd, X.vide and Technical Report XSTR.dpama.
2	Question
Study items to be considered include, but are not limited to:
–	How should threats behind secure application services be identified and handled?
–	What are the security technologies for providing secure application services?
–	How should secure interconnectivity between application services be kept and maintained?
–	What security techniques or protocols are needed for secure application services?
–	What security techniques or protocols are needed for emerging secure application services, including service platform, digital financial services, OTT services?
–	What data protection measures are needed to mitigate the data security risks in ICT applications and services?
–	What are the global security solutions for secure application services and their applications?
3	Tasks
Tasks include, but are not limited to:
–	In collaboration with other ITU-T Study Groups and Standards Development Organizations, especially with ISO/IEC JTC 1/SC 27, produce a comprehensive set of Recommendations for providing comprehensive security solutions for application communication services.
–	Review existing Recommendations/Standards of ITU-T and ISO/IEC in the area of secure application services.
–	Study further to define security aspects of secure application services and for emerging new services such as digital financial Services and OTT services.
–	Study and develop security issues and threats in secure application services.
–	Study and develop data security risks in ICT applications and services.
–	Study and develop security mechanisms for secure application services.
–	Study and develop security aspects of agentic AI as applied to applications and services which include security of intelligent agents related to application and services such as web applications, operator services, e-commerce, and digital finance etc. 
–	Study and develop data protection architecture, framework, models, measures for secure application services, and data protection for agentic AI.
An up-to-date status of work under this Question is contained in the SG17 work programme at https://www.itu.int/ITU-T/workprog/wp_search.aspx?sp=18&q=7/17.
4	Relationships
Recommendations:
–	X.800 series and others related to security
Questions:
–	All Questions of ITU-T SG17
Study groups:
–	ITU-T SG2
–	ITU-T SG11
–	ITU-T SG13
–	ITU-T SG20
–	ITU-T SG21
Standardization bodies:
–	Internet Engineering Task Force (IETF)
–	European Telecommunications Standards Institute (ETSI)
–	GSM Association (GSMA)
–	ISO/IEC JTC 1/SC 27, ISO/IEC JTC 1/SC 42
–	ISO/TC 68, ISO/TC 307
–	Kantara Initiative
–	Organization for the Advancement of Structured Information Standards (OASIS)
–	Open Mobile Alliance (OMA)
–	World Wide Web Consortium (W3C)
Other bodies:
–	Council of Europe (COE)
–	European Network and Information Security Agency (ENISA)
–	Fast Identity Online (FIDO) Alliance
WSIS Action Lines:
–	C5
Sustainable Development Goals:
–	8, 9, 11



2	Draft revised Question Q10/17 “Management of digital identity, security and services”
[bookmark: _Hlk220922732]Question 10/17 – Management of digital identity, security and services
(Continuation of Q10/17 (2025) after consolidation with Q3/17 (2025))[footnoteRef:2] [2:  Questions 3/17 and 10/17 were last updated by TSAG at its meeting in May 2025.This merged version was prepared by ITU-T SG17 (Geneva, 3-11 December 2025) and agreed by TSAG (Geneva, 26-30 January 2026) for consultation with Member States.] 

1	Motivation
Identity management (IdM) handles the creation, maintenance, use, and deletion of credentials, identifiers, and attributes. It is essential for establishing trust among users, organizations, devices, and services. A single entity may hold multiple identities, each with different security requirements. IdM approaches may be centralized, decentralized, or hybrid, depending on the system. 
WTSA-24 action 10 instructs Study Group 17 to continue to develop the necessary Recommendations, Supplements, and Technical Reports for identity management and verifiable credentials, recognizing the importance of ongoing digital identities and credentials standardization across multiple SDOs. It also encourages Study Group 17 to further study new areas of identity management and verifiable credential standardization topics and to coordinate and promote standardization activities.
Digital identity[footnoteRef:3] defines 'what' constitutes an identity, while IdM focuses on 'how' that identity is managed. Decentralized Identity (DID) models help users control their online identity. [3:  The standardization of the Digital identity itself (i.e. the content of the Digital identity) is outside the remit of ITU-T SG17.] 

A digital identity wallet securely stores and shares identity data, empowering users to manage their information.
IdM ensures trusted data exchange in public networks (e.g., cloud, IMT-2020, IMT-2030) and enhances security by limiting access to sensitive data. As Internet usage expands, standards are needed to enforce access policies, to protect users online.
AI systems require secure identity management standards. An agent identity represents the unique, verifiable attributes, roles, and permissions of an AI agent. Key areas of standardization include:
–	Agent Identity Framework:
	Unique identifiers (IDs) for traceability (e.g., UUIDs, blockchain-based solutions).
	Secure authentication mechanisms (e.g., cryptographic signatures).
	Metadata for agent attributes (e.g., creator, capabilities).
–	Interoperability:
	Standard protocols for agent communication (e.g., MCP, A2A).
	APIs for integration with tools and platforms.
	Cross-platform compatibility.
With the rise of Agentic AI, standardization is essential for trust, accountability, and interoperability.
–	Know Your Agent (KYA) increases transparency similar to KYC for humans.
–	Agent identity and DIDs enable verifiable trust.
–	Federation models support secure collaboration across domains.
–	Binding agent and human identities ensure accountability.
–	Governance establishes guardrails for compliant use.
Without standards, Agentic AI faces risks of fragmentation, misuse, and lack of trust. Standards support safe and responsible growth.
In telecommunications and ICT, IdM controls access, updates permissions, and supports delegation. It strengthens security, prevents fraud, and builds user trust. Interoperability is critical for global communication and data exchange.
Biometrics enhances identity verification for applications like e-commerce and e-health, but they pose challenges for data protection and security. Telebiometrics for mobile and Internet services require secure, user-friendly authentication methods.
Telecommunications organizations rely on critical assets such as information, facilities, networks, and transmission media, making strong security essential. ITU-T X.1051 provides guidance on security controls and best practices for information security management, and X.1050 series Recommendations cover the information security management areas, including risk management, asset management, governance, and incident response. 
Emerging areas in telecommunication and ICT security services require ongoing attention, such as Cyber Defence Centre /Cyber Security Centre (CDC/CSC), various Incident Response Teams (IRTs) (including CIRTs utilizing AI tools), AI security management and its governance. Lifecycle management of security controls, protection of personally identifiable information (PII), and development of human expertise in security remain priorities. 
Collaboration with ISO/IEC JTC 1 enhances global compatibility, while national standards help drive local implementation. Unlike network management, this work focuses on safeguarding business assets and processes through comprehensive information security management.
Standardization is vital for managing AI securely, reliably, and trustworthily.
–	AI for security: Ensure consistent use of AI in cyber defence.
–	Security for AI: Define lifecycle security requirements.
–	Trustworthiness: Build confidence in models and safety.
–	Resiliency: Support human oversight and governance.
–	Assurance: Enable certification of AI systems.
By reducing the risks of fragmentation and misuse, standards enable safe adoption.
Recommendations and Supplements under responsibility of this Question as of 11 December 2025: X.1080.0, X.1080.1, X.1080.2, X.1081, X.1082, X.1083, X.1084, X.1085, X.1086, X.1087, X.1088, X.1089, X.1090, X.1091, X.1092, X.1093, X.1094, X.1095, X.1250, X.1251, X.1252, X.1253, X.1254, X.1255, X.1256, X.1257, X.1258, X.1261 (with SG2), X.1275, X.1276, X.1277, X.1277.2, X.1278, X.1278.2, X.1279, X.1280, X.1281, X.1282, X.1283, X.1284, X.1285 and Supplements 7, 35, 41, 42, E.409 (in conjunction with SG2), X.1051, X.1052, X.1053, X.1054, X.1055, X.1056, X.1057, X.1058, X.1059, X.1060, X.1061, X.1062 and Supplements 13, 27, 32, 34, 36, 44 to the X-series Recommendations.
Texts under development as of  11 December 2025: X.1250rev, X.1254rev, X.1280rev, X.1281.Amd1, X.1901(X.aas), X.accsadlt, X.1096(X.bvm), X.1268(X.oob-pacs), X.2310(X.srdidm), X.1097(X.tas), X.1098(X.tis), X.vctp, X.sfdiw, X.sup-divs, X.STR.SIMRegBio, X.1053rev,  X.cdc-csirt, X.gsm-cdc, X.C2M2, X-srm-sup, X.AIssc-sm, and TR.AIsmf
2	Questions
Study items to be considered, within the scope of this Question, include, but are not limited to:
1.	What are the core components, requirements, and considerations for a secure, user-centric, cloud-compatible IdM framework supporting digital wallets, DIDs, verifiable credentials, distributed ledger technologies, cloud, IMT-2020/IMT-2030, mobile devices, and integration with security technologies (e.g., MFA, AI) to prevent threats? 
2.	How can IdM systems ensure interoperability across platforms, including federation across systems, services, devices, IoT, and applications? 
3.	What are the needs for protecting and sharing personally identifiable information (PII), including effective management implementation? 
4.	How can users control identity-based relationships, and how can trust and relationships enhance account recovery, users' security, and experience when dealing with relying parties? 
5.	How can IdM support age verification, protect minors online, and verify identity attributes like age, residence, and location using DIDs? 
6.	How can trusted registries enable secure Identity and Access Management (IAM)? 
7.	How can PKI-based authentication be performed in an interoperable and secure manner? 
8.	How can passwordless IdM systems improve user experience and security? 
9.	What are the specific IdM requirements of service providers, and how can IdM protect against cyber-attacks? 
10.	What are the requirements and mechanisms for identity assurance in authentication and federation, including mapping and interworking different methods across networks? 
11.	What are the requirements for integrating IdM and trust mechanisms for security? 
12.	How can biometrics be used as part of strong authentication and trust layers to enable trusted interactions over networks, including integration into trusted identity frameworks and requirements for advanced, high-performance, secure networks? 
13.	What are the requirements for evaluating security, operational, and technical data protection techniques in biometrics, including assessing effectiveness against risks and developing systems conformant to security requirements (e.g., for cloud computing)? 
14.	How can identification and authentication of users be improved in safety and security using interoperable biometric models? 
15.	How can biological metrics be transmitted between biological systems and machines, interoperating with existing machine-to-machine protocols? 
16.	How can bio-signals be utilized for telebiometric applications, including potential uses, and what are the requirements for secure biometric data handling in telebiometrics (e.g., e-health)? 
17.	What is the impact of AI on biometrics and identity management? 
18.	What type of system should support an organization's security posture in the current cyber landscape, including essential governance functions for security strategy, operational management, and requirements for IdM and trust mechanisms? 
19.	How should specific security management issues for telecommunications organizations be identified, including measurement, management for organizations (e.g., SMEs), and challenges in implementing security management standards? 
20.	How should concepts, principles, and best practices for security governance (including AI for security) be applied to guide security services within organizations, such as CDC/CSC and various types of IRTs? 
21.	How should information security management for telecommunications organizations be properly implemented using existing standards (ITU-T, ISO/IEC, and others)? 
22.	How should an organization enhance its personnel capabilities and skills for security? 
23.	How should an organization identify the relationships between CDC and CSIRTs? 
24.	How should an organization make a benchmark of cybersecurity maturity levels, make them measurable, and manage risks on the software supply chain? 
25.	What frameworks enable global interoperability for digital identity wallets within decentralized identity ecosystems, including requirements to enforce access policies based on user preferences? 
26.	What are the requirements to extend digital identity management to support management of agentic AI entities, including defining identity (attributes, credentials, roles), lifecycle (creation, binding, delegation, revocation, termination), authentication mechanisms (e.g., DIDs, passkeys), delegation flows, cross-domain use, federation protocols, trust frameworks, linking to owner/controller, accountability and liability models, oversight structures, compliance with privacy/PII protection/auditability, and standards for assurance levels? 
27.	What are the Data Model of verifiable credentials, including standard schema for identity-related attributes (e.g., name, role, organization, agent binding) and metadata for issuance, expiration, revocation, and assurance level? 
28.	What are the Formats & Signatures of verifiable credentials, including common cryptographic suites (e.g., JSON-LD, JWT, BBS+ for selective disclosure) and support for post-quantum algorithms in the future? 
29.	What are the DID Methods & Identifiers, including standardized use of DIDs (e.g., DID:web, DID:key) for issuers, holders, and agents, with resolution rules for cross-domain interoperability?
30.	What are the binding and trust frameworks, including how VCs link an identity to a human, organization, or AI agent, policies for assurance levels (low → high), and liability models?
31.	What should be interoperable protocols (e.g., OIDC4VC, DIDComm, CHAPI) for issuance, presentation, verification, and standard presentation formats for different contexts (mobile, agent-to-agent, federated)?
3	Tasks
Tasks based on the Questions include:
–	Develop a secure, user-centric IdM framework incorporating blockchain, digital wallets, DIDs, verifiable credentials, MFA, AI, encryption, PKI, passwordless authentication, and support for cloud, IMT-2020/IMT-2030, mobile, and IoT, emphasizing user control, privacy, interoperability, federation, and protection against cyber-attacks.
This task addresses the requirements of questions 1, 2, 7, 8, 9, 10, and 11 in Section 2 Question above.
–	Define requirements for protecting, sharing, and managing PII, including age verification, privacy for minors, attribute verification (e.g., age, location), and user preference-based access policies.
This task addresses the requirements of questions 3 and 5 in Section 2 Question above.
–	Establish trusted registries and mechanisms for IAM, including integration of trusted networks for robust account recovery, security, and user-friendly experiences with relying parties.
This task addresses the requirements of questions 4 and 6 in Section 2 Question above.
–	Specify requirements and mechanisms for identity assurance in authentication and federation, including mapping/interworking across networks, identity patterns, reputation, and service provider needs.
This task addresses questions 4 and 5 in Section 2 Question above.
–	Analyse interoperability, standards compatibility (e.g., ITU-T, ISO/IEC), and governance for IdM systems, including federated/decentralized models, bridging networks, and minimizing challenges across platforms, devices, and applications.
This task addresses questions 2 and 10 in Section 2 Question above.
–	Integrate biometrics into IdM for strong authentication in secure, high-performance networks, including evaluation of security risks, operational/data protection techniques, and interoperable frameworks (centralized/decentralized with verifiable credentials).
This task addresses questions 12, 13 and 14 in Section 2 Question above. 
–	Consider protocols for secure biometric data handling in telebiometrics, including B2M/M2M interoperability, bio-signals for applications (e.g., authentication, identification, e-health monitoring), and frameworks for cloud/data storage environments.
This task addresses questions 15 and 16 in Section 2 Question above.
–	Assess the impact of AI on biometrics and IdM, including requirements for extending digital identity management to agentic AI entities (e.g., attributes, credentials, roles, lifecycle, authentication, delegation, federation, trust, accountability, privacy compliance, and assurance levels).
This task addresses questions 17 and 26 in Section 2 Question above.
–	Study and develop frameworks for digital identity wallet interoperability in decentralized ecosystems, including global standards, enforcement of user preferences, and integration with IdM as a service.
This task addresses question 25 in Section 2 Question above.
–	Define a comprehensive Credential Data Model, formats, signatures (e.g., JSON-LD, JWT, BBS+, post-quantum), DID methods/identifiers (e.g., DID:web, DID:key), binding/trust frameworks (e.g., assurance levels, liability), and interoperable protocols (e.g., OIDC4VC, DIDComm, CHAPI) for issuance, presentation, and verification across contexts.
This task addresses questions 27, 28, 29,30 and 31 in Section 2 Question above.
–	Identify systems, governance functions, and trust mechanisms (e.g., DIDs, VCs) to strengthen organizational security posture, including integration with CDC/CSC, authentication/authorization/access control, and coordination for cyber-attack information exchange.
This task addresses questions 11, 18 and 23 in Section 2 Question above.
–	Determine how telecommunications organizations (including SMEs) should identify, measure, manage, and benchmark security issues, maturity levels, challenges in implementing standards, and risks (e.g., software supply chain), using existing standards (ITU-T, ISO/IEC).
This task addresses questions 19, 21, and 24 in Section 2 Question above.
–	Apply security governance principles (including AI for security) and best practices to guide services in organizations (e.g., CDC/CSC, IRTs), including relationships between CDC and CSIRTs.
This task addresses questions 20 and 23 in Section 2 Question above.
–	Implement information security management and personnel capability enhancement in telecommunications organizations, focusing on effective PII management and skills development.
This task addresses questions 3, 21 and 22 in Section 2 Question above.
–	Evaluate the design of IdM systems related to CDC/CSC for robust functionalities, including security risks/threats identification, secure protocols, user education, and alignment with industry standards,
This task addresses questions 18, 19 and 21 in Section 2 Question above.
An up-to-date status of work under this Question is contained in the SG17 work programme at https://www.itu.int/ITU-T/workprog/wp_search.aspx?sp=18&q=10/17.
4	Relationships
Recommendations:
–	X- and Y-series
–	X.200, X.273, X.274, X.509, X.680, X.805 and X.1051
Questions:
–	All Questions of ITU-T SG17
Study groups:
–	ITU-T SG2
–	ITU-T SG5
–	ITU-T SG11
–	ITU-T SG13
–	ITU-T SG15
–	ITU-T SG20
–	ITU-T SG21
–	ITU-D SG1 and SG2
Standardization bodies:
–	IEC/TC 25, IEC/TC 25/JWG 1
–	Institute of Electrical and Electronics Engineers (IEEE)
–	Internet Engineering Task Force (IETF)
–	ISO/IEC JTC 1/SCs 6, 17, 27, 37, 40 and 42
–	ISO/TCs 12, 68, 215 and 307
–	ISO/TC 12/JWG 20
–	European Telecommunication Standard Institute
–	Asia Pacific Telecommunity Standardization Programme (ASTAP)
–	Organization for the Advancement of Structured Information Standards (OASIS) 
–	Kantara Initiative
–	Third Generation Partnership Project (3GPP)
–	Open wallet foundation
–	Telecommunication Technology Committee (TTC)
Other bodies:
–	International Bureau of Weights and Measures (BIPM)
–	International Commission on Radiation Units and Measurements (ICRU)
–	Fast Identity Online (FIDO) Alliance
–	Open Id Foundation (OID)
–	SIA (Secure Identity Alliance)
–	SIDI Hub (Sustainable and Interoperable Digital Identity)
–	International Labour Organization (ILO)
–	Forum Incident Response and Security Teams (FIRST)
WSIS Action Lines:
–	C5
Sustainable Development Goals:
–	8, 9


3	Draft new Question Q16/17 “Artificial Intelligence (AI) security”
Question 16/17 – Artificial Intelligence (AI) security
(New Question)[footnoteRef:4] [4:  Draft new Question 16/17 "Artificial Intelligence (AI) security" was prepared by ITU-T SG17 (Geneva, 3-11 December 2025) and agreed by TSAG (Geneva, 26-30 January 2026) for consultation with Member States.] 

1	Motivation
[bookmark: _Hlk220923270]Artificial Intelligence (AI) and Machine Learning (ML) are rapidly transforming telecommunication and ICT systems, bringing unprecedented efficiency and capability. However, this integration creates complex and evolving security challenges, impacting system integrity, data confidentiality, operational continuity, and public trust. Misuse, unintended behaviour, and systemic vulnerabilities demand urgent attention.
Innovative AI/ML paradigms such as agentic AI, physical AI, multi-agent systems, embedded AI and embodied AI systems (robots, drones) are reshaping ICT operations and autonomous decision-making. These advances create unique threat surfaces requiring dedicated, AI-native security strategies. 
In particular, Embodied AI introduces physical-world risks through autonomous interaction, while embedded AI presents challenges in resource-constrained environments where security must remain lightweight, resilient and context-aware.
While safeguards are essential in the use of AI and ML, they are best addressed as a derived attribute—achieved through integrated approaches to security, dependability, and risk management across the AI/ML lifecycle. This framing supports SG17’s mandate and ensures that risks from AI system failures, misuse, or adversarial exploitation are systematically mitigated.
AI agents can sense and respond to their environment, taking actions that drive toward defined goals. Agentic AI systems can operate autonomously with goal‑directed behaviour, perceiving their surroundings, reasoning about conditions, planning strategies, and proactively executing actions to achieve objectives. They can minimize human intervention and coordinate seamlessly across multiple tools, agents, and data sources.
Agent‑to‑agent communication protocols can enable two or more AI agents to exchange information, coordinate actions, and negotiate decisions to accomplish individual or shared goals in distributed or multi‑agent environments. Open model communication protocols can standardize how AI models and agents interact with external tools, services, and data sources, ensuring interoperability across ICT ecosystems.
To further these goals, this Question studies how AI can bolster security measures, how secure AI systems and AI-based applications can be achieved in support of telecommunications/ICTs, and how to counteract the growing threat landscape fuelled by AI advances. It also guides the development of a dynamic AI/ML security roadmap, produce practical toolkits for implementation and evaluation, and promote harmonization across ITU-T Study Groups in relation to Telecommunications/ICTs, as well as alignment with external standards organizations. It also supports the specification of security controls and best practices to strengthen trustworthiness and foster innovation.
To support the secure deployment of agentic AI systems, this Question explores an OSI-like architectural model for AI, featuring a dedicated agentic AI security and trust control plane. This plane enables dynamic, context-aware authorization and governance of AI actions, helping ensure safe, transparent operation aligned with human-defined objectives and policy constraints.
This Question also considers the four complementary dimensions of AI security:
–	Security of AI: Protecting AI systems from threats such as model poisoning, adversarial attacks, and unauthorized access.
–	Security through AI: Leveraging AI technologies to enhance cybersecurity capabilities, including threat detection, response, and risk assessment.
–	Security against AI misuse and abuse: Addressing risks posed by adversarial or criminal exploitation of AI technologies or AI-enabled cyber-attacks.
–	Security in AI-enabled applications: focusing on the emerging security risks and vulnerabilities that arise when AI technologies are integrated into specific sectors—such as healthcare, finance, transportation, and manufacturing—where domain-specific threats may be introduced or amplified.
A lifecycle-based and holistic approach is emphasized, covering stages such as model design, training, evaluation, deployment, operation, and retirement. At each phase, tailored security controls and mitigations should be applied. Roles and responsibilities of stakeholders—including AI developers, operators, service providers, and end users—should be clearly defined, particularly regarding the protection of personally identifiable information (PII) in AI environments.
2	Question
Each of the following study items in the telecommunication and ICT domains is mapped directly to a corresponding task:
1)	What are the foundational security risks and mitigation strategies for AI-native and AI/ML-integrated ICT systems, including novel paradigms like agentic, multi-agentic, embedded/embodied, and robotic AI—excluding those specifically related to big data, cloud, identity management, communication networks, and distributed ledger technologies; and how should supply chain risks (datasets, models, hardware/software) be addressed?
2)	What controls and mitigation strategies are needed to protect the attack surfaces of AI models, systems, applications, and services across their lifecycle, including model marketplaces and APIs?
3)	How can security of AI/ML systems be embedded and maintained across the full lifecycle—from model design and training to deployment, operation, and decommissioning—in an ICT environment, including embedded and embodied deployments?
4)	How can secure development practices—such as continual learning, lifecycle-aware training, and human-in-the-loop—be integrated into the design of AI/ML systems, including governance of DevOps/MLOps pipelines?
5)	Which frameworks, tools, and practices are required to test, audit, and monitor AI/ML systems in operational ICT environments, together with the indicators, metrics, and toolkits needed to assess and certify their security, dependability, and safeguards; and how can AI-driven red-teaming and adversarial simulation be incorporated?
6)	How should threats and vulnerabilities to PII be identified and addressed through lifecycle-aware controls and stakeholder accountability in AI environments including AI applications, while applying security technologies and architectures to protect data in generative AI, synthetic pipelines, and continuous learning systems?
7)	How can comprehensive security frameworks be developed to address threats and vulnerabilities related to both AI system integrity and PII protection, including dual-use risks and malicious repurposing of AI technologies?
–	8)	What architectural models and control mechanisms—such as an agentic AI security and trust control plane—are needed for safe, policy-compliant operation across ICT environments, and how AI models or agents interact with external tools, services, and data sources?9)	How can AI/ML technologies be securely applied in ICT-enabled sectors (e.g., healthcare, transportation, disaster response), with appropriate safeguards? 
10)	How should key security aspects—such as general requirements, lifecycle management, trustworthiness, and user confidence—be defined alongside principles and mechanisms that build stakeholder confidence and support secure, trustworthy deployment of AI/ML systems in ICT environments?
11)	How should PII and sensitive data be protected by minimizing its collection, exposure, or identifiability, while still enabling useful data processing, analysis, or sharing?
12)	What terminology, conceptual frameworks, and reference architectures are needed for harmonized AI/ML security standards within SG17 and with other standards development organizations?
13)	How should SG17 coordinate and maintain a dynamic roadmap for AI/ML security standardization and cross-organizational alignment?
3	Tasks
To address the questions above, this Question undertakes the following tasks within the telecommunication and ICT domains:
· Develop threat models and risk taxonomies for AI-native and AI/ML-integrated ICT systems, with emphasis on agentic and multi-agentic, embedded, and embodied behaviours—excluding those specifically related to big data, cloud, identity management, communication networks, and distributed ledger technologies; include supply chain security for datasets, models, and hardware/software. 
This task addresses question 1 in Section 2 Question above.
· Specify controls and mitigation strategies safeguarding attack surfaces across the entire AI models, systems, applications, and services lifecycle, including model marketplaces and APIs.
This task addresses question 2 in Section 2 Question above.
· Develop lifecycle security guidelines for AI/ML systems—including embedded and embodied deployments—that ensure protection of PII and define stakeholder responsibilities across design, training, deployment, operation, and decommissioning phases.
This task addresses question 3 in Section 2 Question above.
· Develop and promote best practices for the full AI/ML development life cycle, including continual learning, human oversight mechanisms, and transparency-enhancing techniques to support secure and trustworthy deployment; extend to governance of DevOps/MLOps pipelines.
This task addresses question 4 in Section 2 Question above.
· Develop operational frameworks for auditing, testing, and monitoring AI/ML systems in ICT environments—leveraging AI for rapid threat detection, incorporating testbeds and benchmarks for adversarial evaluation, and providing toolkits with defined indicators to assess and certify security, dependability, and safeguards; include AI-driven red-teaming and adversarial simulation.
This task addresses question 5 in Section 2 Question above.
· Specify security requirements, and architectures to ensure confidentiality, integrity, and availability of data while protecting PII in AI environments, supported by lifecycle-aware controls to identify and mitigate PII-related threats and clarify stakeholder accountability. 
This task addresses question 6 in Section 2 Question above.
· Develop data security requirements, frameworks and countermeasures to address emerging threats in generative and agentic AI systems—including AI-driven cyberattacks such as adaptive malware, phishing, and disinformation—while ensuring both system integrity and the protection of PII and providing stakeholders with technical and operational safeguards; include dual-use risks and malicious repurposing.
This task addresses question 7 in Section 2 Question above.
· Define architectural models and a security control plane for agentic AI—covering dynamic authorization, policy enforcement, and trust governance—to ensure safe, accountable autonomy in ICT systems; specify an OSI-like layered model (perception, planning, decision, action); and provide security and trustworthiness for communication protocols between AI models, external services, and among agents to enable a trustworthy and resilient multi-agent ecosystems, in collaboration with relevant SDOs.
This task addresses question 8 in Section 2 Question above.
· Issue guidance on secure use of AI/ML in critical ICT-enabled sectors—such as healthcare, transportation, and disaster response—ensuring safeguards that promote dependability and public confidence.
This task addresses question 9 in Section 2 Question above.
· Identify and disseminate key security aspects—including general requirements, lifecycle management, trustworthiness, and user confidence—together with foundational principles and mechanisms that build stakeholder confidence and support secure, interoperable, and trustworthy deployment of AI/ML systems in telecommunication/ICT environments.
This task addresses question 10 in Section 2 Question above.
· Develop methods, technologies such as data protection techniques, or process designed to protect PII and sensitive data by minimizing its collection, exposure, or identifiability, while still enabling useful data processing, analysis, or sharing.
This task addresses question 11 in Section 2 Question above.
· Harmonize terminology, concepts, and reference architectures for AI and ML security within SG17 and in collaboration with external standards bodies and industry consortia, including the development of a common taxonomy for agentic AI security, and technical aspect of AI governance models.
This task addresses question 12 in Section 2 Question above.
· Define and maintain a dynamic roadmap for AI/ML security standardization that identifies emerging technical and regulatory needs, coordinates deliverables across SG17 and other ITU-T Study Groups, promotes global interoperability, and supports agile, market-driven adoption and evaluation of AI/ML technologies in ICT environments.
This task addresses question 13 in Section 2 Question above.
An up-to-date status of work under this Question will be available in the SG17 work programme (https://www.itu.int/ITU-T/workprog/wp_search.aspx?sp=18&q=16/17).
4	Relationships
Recommendations: 
–	X-series and other related to security
Questions:
–	All relevant Questions of ITU-T SG17
Study Groups:
–	All relevant ITU-T SGs, JCA-AI/ML
Standardisation Bodies:
–	ISO/IEC JTC 1/SCs 6, 27, 42, 44
–	Institute of Electrical and Electronics Engineering (IEEE)
–	European Telecommunications Standards Institute (ETSI) TC SAI (Securing Artificial Intelligence)
–	CEN-CENELEC JTC 21
–	Internet Engineering Task Force (IETF) WG AI Preferences (aipref)
–	Third Generation Partnership Project (3GPP)
–	GSM Association (GSMA)
–	World Wide Web Consortium (W3C)
–	NFC Forum; National Institute of Standards and Technology (NIST)
–	Alliance for Telecommunications Industry Solutions (ATIS)
–	China Communications Standards Association (CCSA)
–	Telecommunication Technology Committee (TTC)
–	Telecommunications Technology Association (TTA)
WSIS Action Lines: 
–	C5
Sustainable Development Goals (SDGs): 
–	SDGs 3, 4, 5, 8, 9, 11
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	Director of the 
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International Telecommunication Union
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	Date:
	[Place,] [Date]


Dear Sir/Madam,
With respect to the Member State consultation on approval of new and revised Questions of ITU-T Study Group 17 listed in TSB Circular 101, I would like to advise you of the opinion of this Administration, which is set out in the table below.

	
	Select one of the two boxes

	Draft revised Question Q7/17 “Secure application services”

	|_|	supports approval

	
	|_|	does not support approval (reasons for this opinion are attached)

	Draft revised Question Q10/17 “Management of digital identity, security and services”
	|_|	supports approval

	
	|_|	does not support approval (reasons for this opinion are attached)

	Draft new Question Q16/17 “AI security”
	|_|	supports approval

	
	|_|	does not support approval (reasons for this opinion are attached)



Yours faithfully,



[Name]
[Official role/title]
Administration of [Member State]
___________
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