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Network 2030 and New IP are related, but two independent streams

of work

Network 2030 identifies use cases, analyzes technical gaps, finds

requirements, and studies new capabilities of networks for the year

2030 and beyond.

New IP enables new network capabilities needed by

v' Advanced IP Backhaul Transport for 5G, B5G, and 6G

v' Requirements and New Capabilities for Network 2030 in particular
and Future Networks in general

v' Emerging industry verticals, for example, remote driving, cloudified
PLC, industrial loT, industrial control, intelligent operation networks

v’ Technical Aspects of Privacy, Trust and Intrinsic Security
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What will be in the year 2030 and beyond?

Multimedia APP

2000 - 2020 2020 - 2030 2030+
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Focus Group on Network 2030

About ITU-T Study Groups Events All Groups Join ITU-T Standards Resources Regional Presence

Standardization

\dentify future use cases and Study new capabilities of Explore new concepts,
new requirements networks for the year 2030 and principles, mechanisms, and
. beyond architectures

https://www.itu.int/en/ITU-T/focusgroups/net2030/Pages/default.aspx
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FG NET-2030 leadership

Chair:
Richard Li
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Sophie Zhang (CT), Mehmet Toy (Verizon), Yutaka
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Bhandari (NPL)

Sub-G3 Chairs:

Mehmet Toy (Verizon)
David Dai (Fiberhome)
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Output and Deliverables

A. [WP] Network 2030 — A Blueprint of Technology, Applications, and Market Drivers towards
the Year 2030 and Beyond, a White Paper on Network 2030, ITU-T, May 2019 (Download)

B. [PDT] + [GAP] New Services and Capabilities for Network 2030: Description, Technical

Gap and Performance Target Analysis, ITU-T FG Network 2030, Oct 2019 (Download)
Gaps to extracted out from this release.

C. [UC] Use Cases and Requirements for Network 2030

= Summary report “Representative use cases and key network requirements for Network 2030” (TR approved in
the Jan 2020 meeting — available on the FG’s website, and also submitted to the SG13)

“Use Cases and Requirements for Future Networks towards 2030” (ongoing, May 2020 target)

D. [AF] Architecture and Framework for Network 2030 (In Progress)
« Target TBC [May 2020])

« Multiple Sub-G3 teams are working on different architectural aspects: team-specific deliverables might be possible
produced
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https://www.itu.int/en/ITU-T/focusgroups/net2030/Documents/White_Paper.pdf
https://extranet.itu.int/sites/itu-t/focusgroups/net-2030/_layouts/15/WopiFrame.aspx?sourcedoc=%7bD5C40968-D09E-40EB-8896-0504230F76CA%7d&file=NET2030-O-027.docx&action=default

Cross Sub-Group Deliverables

1. [TERM] “Terms and Definitions” — TR Initial draft at Jan 2020 FG
meeting

2. [Demo] “Description of Demonstrations for Network 2030 on
Sixth ITU Workshop on Network 2030 and Demo Day” — TR
launch approved at Jan 2020 FG meeting
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Sub-G1: Use cases for Network 2030
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Sub-G1: Requirement and Gaps Analysis of the use cases

DIMENSIONS AND ASSOCIATED USE CASES - ONGOING SUB-G1
DELIVERABLE DRAFT

a) Analysis of the use cases for different - HOL, LF3D, Tactile Internet, Deep
. . . . ‘e . Edge service access
requirements dimensions and identification of .
: HOL, LF3D, Tactile Internet, Cloud PLC, Deep

gaps with respect to current network vision and/or Edge service access
existing capabilities

Deep Edge service access

Dimensions from | Current vision Network Gaps for

requirements and/or existing 2030 goals network

gaps perspective | capabilities (e.q. (Matching requirements
expected to be ToR) (where
supported by applicable)
existing networks)

: Netw »t ».eelliger = L ased opat o'\ Vs

b) Association of the representative use
cases (use cases having some prominent
requirements) to the different dimensions

10 . Space Terrestrial Integrated Networking

: Space Terrestrial Integrated Networking




Sub-G1 Use Case examples [from Sub-G1 Summary Report]
Holographic-type communications (HTC)

Towards Holographic Society Key network requirements
» Ultra high bandwidth (up to Thps)
Industry, Digital Twin > Ultra-low latency (up to sub-ms)
ﬂ Control of real objects Hitough > Multi-stream synchronization
Digital replica » Complete security
> Reliability
Interactive Telepresence » Edge computation
Multi-site collaborations =
B
MediCine, 3D HOlOQram [SD Object HFOSI‘IIZITI);::;OH Trl:::::i):sl;on - Data Type @ E e
imaging :
3D Scans with floating pata e © :
view Data Type @ E  (Naked-Eye 3D)
- ;[—/
Personallzed Message 3D Data Formulation Types: I fow
H @ True hologram recording (traditional optical wa
De“very ®@ gompute‘rggenerated hof)étl'am Eheavy E(t)mputat?gn via optical theory)
Receive messages in person Star % Iﬁi?ﬁ:iﬁilfilggeﬁf) e

Wars way

11 Types of 3D data transmission in HTC
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Sub-G1 Use Case examples [from Sub-G1 Summary Report]
Tactile Internet for Remote Operations (TIRO)

Streaming Feed
Feedback signals

Tactile Internet ﬂ 1‘ | u 6

Streaming control
Command signals

Surgery instruction

—
Tactle Intemet <+ —

Video/Audio/Text/Tactile Feed

Typical use case A: remote industrial management
(involves real-time monitoring and control of
industrial infrastructure operations)

Key network requirements

» Ultra high bandwidth (up to Tbhps)
» Ultra-low latency (up to ms)

» Sensory input synchronization

» Security

> Reliability

» Differentiated prioritization levels

Typical use case B: remote robotic
surgery
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Sub-G1 Use Case examples [from Sub-G1 Summary Report]
Intelligent Operation Network (ION)

Intelligent control center

Monitoring, Diagnosis & Control

Knowledge
Database

Intelligent
intervention

Analysis

Forwarding layer ( Fib/ACL/TCAM)

Example framework for fully automated and
intelligent closed-loop control for ION-type
applications

Key network requirements

» High bandwidth (instantaneous high-volume data collection)
» Ultra-low latency up to sub-ms (intelligent closed-loop control)
» Programmability and softwarization

13
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Sub-G1 Use Case examples [from Sub-G1 Summary Report]
Space-Terrestrial Integrated Network (STIN)

Moving platform

- Holistic path control policies

- Coordinated management and

admission control

mechanisms
Terrestrial service
resources (e.g.
Content servers)

Terrestrial network

The trend of satellite and terrestrial Internet
integration

Key network requirements

» Flexible addressing and routing mechanisms
» Bandwidth capacity at the satellite side

» Admission control by satellites

» Edge computing and storage "
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Sub-G1 Use Case Clustering

Reverse Spider Graph: Use Cases with Relative Requirement Scores

Al

e Bandwidth = Time Security ManyNets

Holographic-type communications
(HTC)

10
9
8
I N — Tactile Internet for remote operations
S (TIRO)

Industrial IoT (TIoT) with cloudification .. / 6 \
5

Space-terrestrial integrated network
(STIN)

Network and computing
convergence (NCC)

Digital twins (DT)

Bandwidth Time Security Al rManyMets

Holographic -type communications {HTC) [ ]
Tactile Internet for remaote operaticns (TIRD)
Intelligent operation network (10N}

metwork and computing convergence [MCC)
Digital twins (DT)

Space-terrestrial integrated network (STIMN)

L
-
-
@
®

‘IT1 XX I K

Industrizal loT (IloT) with clowdification

1 10
+ o o2 00009

Ball Diameter Graph

Intelligent operation network (ION)

Reverse Spider Graph

5 ABSTRACT NETWORK REQUIREMENT DIMENSIONS

o Bandwidth, Time, Security, Artificial Intelligence (Al),
ManyNets (*)

o abstracted over more than 20 network requirement
dimensions considered within Sub-G1

o scored according to relative importance of specific network
requirement [1 to 3 (low), 4 to 6 (medium), 7 to 9 (high), 10
(extremely high)]

(*) ManyNets: seamless coexistence of heterogeneous network infrastructures Page 15




Sub-G2: New Capabillities and Services

/—V
Best Effort : Web, APP
P —
— 1 DiffServ ‘ Voicelvideo
VPN

MPLS ——

v

Leased Line

AR/VR, Industrial Internet
Autonomous Driving

Qualitative High-Precision Teledriving
NeW Communications Communications | g Tactile Internet

Capabi | ities | Holographic Industrial Internet

Teleport

Digital Reality
Holographic Twin
Holographic Education
Holographic Healthcare




Sub-G2: New Network Capabilities (PDT)

Time centric

In-time service

On-time service

Coordinated
service

Criteria

no later than requested
time
at a requested time

Use cases

Manufacturing automation
Remote surgery
Instantaneous response to emergency

situation
Synchronized operations such as drone swarms

Relative time

Multi-sense communication

Autonomous Traffic communication

Compound Services

Time
scales

t~1-10 ms

At~ 1 ms

t < 5ms

Compound Service Criteria Use cases Time scales*
Qualitative Service Conditional to network High throughput multimedia ~ 40 ms

state such as Holographic applications
Holographic Type Coordinated, time High bandwidth requirements, ~30 ms
Communications dependence and high different encoding for

bandwidth teleconferencing vs 3D medical

imaging

Digital Teleportation Coordinated, Digital replicated live- ~30ms

synchronized, environment
Tactile Time dependence and Variable encodings of haptics, < 10ms
communications reliability (zero packet- optionally high bandwidth

loss) reguirements, fast responses.

*note: Time scales depend on physical distances between the end points; humbers here represent general guidelines

Page 17
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Sub-G2: Time-Engineered Services

Time Engineered Services

Intime Guarantees Coordinated Guarantees
- Vi, oo Y

T2 T4

v

Tn

v

;* -
v
g -
—
v v v
- a

AN
d

v

5l -
-

\ 4 v
5 —
T | c—

v
v

Teble 1: Time-engincerec  Time Engineered service criteria

Time centric Criteria Use cases Time
scales Coordinated guarantees based services:
v'Source aggregation cooperative
In-time service no later than requested | Manufacturing automation t=1-10ms t i gg y ) P
time Remote surgery ransmission service o
On-timeservice  atarequestedtime | Instantaneous response to emergency At~ 1ms v' Challenge: time synchronization,
situation resource synchronization,
Synchronized operations such as drone swarms network assurance
Coordinated Relative time Multi-sense communication t < 5ms
service Autonomous Traffic communication
18
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Sub-G3: Network2030 Architecture Framework

Document Outline Work Plan

 Terminologies
*Introduction «  We will continue to work to have
« Architectural Principles _ :

« Characteristics of Future Integrated Architecture a preliminary draft in 2Q2020.

- Interfaces « After the preliminary draft, we

« Connections and Connection End Points will work on refining the

« Management Architecture for Future Integrated :
Network Architecture document till November 2020.

- Access Network and Edge « We are missing contributors in
* Space Networking multiple areas. Some sections
: ggﬂiienssmg such as “Mobility” will be left

. Securit%/ empty.

- Mobility

« QoS

« High Availability
e References

Source: | Dr. Mehmet Toy, Vice-Chair of FG and Co-Chair of Sub-G3 Page 19



Sub-G3 ManyNets: Embracing Diversity, Variety, and Economy

Non-IP Networks

(Growing market segment)

Combined FY 2016 Revenues of Public MNO Partners, and Their
Combined Fixed Line or Cellular Coverage

NB-loT

—

Y sigFox

$175 billion
~2 countries

Qv [ilot om
SOEROman

S —

Spread Networks

Normal netwark:

N Spread Networks {S300M):

Microwawve Links:
Ml Jessoe —

LoRa

$241 billion

~34 countries

2o [l »
— B kpn e

>hicago, IL Cleveland
e e T S
o S

Chicago
tercantie OHI
Exchange A

o
Codumbus

o
Cincinnati

LoRaWAN™ Network Coverage

+ 57 Amaurced Publc
Nehwork Operalors

L3Ra Alliance” i November 2017
2

e

ES
RGINIA

17 ms -
13 ms (827 miles) vERMON
~a ms

1260 km / 299792 km/s = 4ams at lightspeed

%
% 259 h |philade

$578 billion
~ 79 countries

e & @) Q58
= AT&T 7
verizon’ < sonera

Source: Lux Research, Inc.
Ottawa Montreal
<

CONNECTICU

=0 Carteret, NJ

NASDAQ Deas
Center

MASSACH

Private Global Backbones
(Death of Internet Transit, Geoff Huston’s Presentation)

Global Network

Emerging Satellite Constellations

(Global Broadband connectivity for 4 billion people
who are not connected to any network today)

OneWeb

o "Starlink
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Sub-G3 Network 2030 Architecture Framework (1/3)

Relationships between Network 2030 principles, requirements and
architecture(s) o
Extract from Sub-G3 ongoing draft
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Sub-G3 Network 2030 Architecture Framework (2/3)

Network 2030
Infrastructure IS
expected to include
fixed and wireless
networks, cloud and
space
communications
Infrastructures

Network 2030 is
expected to be used
by various devices

including robots,
self-driven cars, and
drones

Cloud Edge
Computing

Satellites

L2

CORE Networks

IP Networks, IP/MPLS Networks, Optical
Networks, Satellites, Large Cloud Data
Centers, SD-WAN, ....

MPLS Networks

Wireless
Networks

Optical
Networks

IP Networks

Small

ACCESS/EDGE Data Center

Robots for

Automation & World
Wide Relief
Drones Sr—a—* Cloud
) —I’
—
- (R

s

VIRTUALIZED and NON-VIRTUALIZED

Example of future network infrastructure and end devices

Page 22



Sub-G3 Network 2030 Architecture Framework (3/3)

The future integrated network will comprise highly automated and intelligent one or
more Operator networks supporting compute, storage, and applications, and
connectivity among them, that may be accessed by a user from one or more

locations  actors of future integrated network

User / -

L
Appl

< Wireless D
Connectivity Operator =~

Application
ENNI

User
Applications
and
Network

Operator-A : Operator-B

Sub-G3 architectural
teams:;

YVVVYYV

Y

Principles

Addressing

Security, Privacy and Trust
Mobility

Resiliency, Reliability,
High Availability and QoS
Access Network and Edge
Computing

Network Management and
Orchestration (incl.
Application Management)
Space Networking
Microservices and Control
Plane

Softwarization
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Network 2030 and New IP are related, but independent

tracks
Network 2030

a. A study of the long-term market
drivers fueled by emerging
applications and industry verticals

b. Itidentifies use cases, analyzes
technical gaps, finds requirements,
and studies new capabilities of
networks

c. No overlaps — it excludes work

considered by other FGs e.g.
security, guantum, Al, to name a
few.

New IP

a.

b.

Advanced IP Backhaul Transport
for 5G, B5G, and even 6G
Requirements and New
Capabilities from Network 2030
Emerging industry verticals, for
example, remote driving and
operation, cloudified PLC,
industrial 10T, industrial control and
intelligent operation network
Technical Aspects of Privacy, Trust
and Intrinsic Security
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New IP Solves Problems with End-to-End Guarantees of
Throughput, Latency, Lossless Networking

Throughput and latency are not
guaranteed by the current end-to-
end TCP/IP

Delay variations: Radio
retransmissions are not |

synchronized with TCP
flow control, causing
TCP to wastefully
retransmit packets

App(user)

TCP(user) ]

IP(user) ]

PDCP

RLC

MAC

PHY

{ App(user) ]—

.
-—F e
7

4

Cellular network

App(user)

~ TCP(user) || TCP(user) ]
IP(user) IP(user) ]
PDCP || GTP-U(SL)
RLC || UDP(Nwk)

MAC || IP(Nwk)
PN IP/MPLS
Backhaul

| Eth/Nwk

i N, SV
-l ~
5 L

Inefficient use of protocols
* Tunnels over tunnels
Some header fields repeat each other

App(user) |

TCP(user)

IP(user)

GTP-U(S1)

UDP(NwK)

IP(NWK)

IP/MPLS
Backhaul

4
[ ]

1/

<

Eth/Nwk

Fixed, IP based wireline network

App(server)
TCP(user)
IP(user)

\ 4

Not suitable for mMMTC and uRLLC

User payload efficiency is too
low, making it unsuitable for
MmMTC and short messages

No end-to-end delay guarantee,
making it unsuitable for uRLLC
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New IP Supports Industry Verticals

For Example Drlverless Vehlcles and Remote Operatlons




New IP Bridges the Technical Gaps in both Mobile Backhaul and
Network 2030

Capability and Service Variance

A VLV&TIC

Even More Advanced Capabilities
New IP

eMBB
ManyNets

Advanced Capabilities
New IP

uRLLC

Connectivity

—>

IP

imedia APPs

2000 - 2020 2020 - 2030 2030+
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New [P Status

* New IP is currently under work by engineers and research
scientists from both industry and academia across

multiple countries

* Some prototypes have been presented in public

» Some operators/service providers have shown strong
Interest in New IP to support new applications

o Standardization of New |

P has not yet started

Page 29



Thank you

Page 30



