- 2 -

FG ICT&CC-C-42

	INTERNATIONAL TELECOMMUNICATION UNION
	Focus Group on ICT&CC

	TELECOMMUNICATION
STANDARDIZATION SECTOR

STUDY PERIOD 2009-2012
	FG ICT&CC-C-42

	
	English only

Original: English

	
	
	Geneva, 25-28 November 2008

	CONTRIBUTION

	Source:
	Japan

	Title:
	Proposed Base-Line Text regarding Deliverable 4 - Direct and indirect impact of ITU-T standards


Introduction
As global warming issues become ever more serious, the Ministry of Internal Affairs and Communications has set up a “Study group on ICT policies to tackle global warming issues” (Chairperson: Yoshio TSUKIO, professor emeritus at University of Tokyo). The group's purpose is to investigate how ICTs can have a positive impact in global warming issues. A report was drawn up by the group on 10 April, 2008. Based on this report, Japan would like to propose a draft Base-Line text for the Focus Group regarding Data Centers and ASP/SaaS.

Responding to the various sophisticated requirements of information systems, data centers are being installed and ASP/SaaS are being introduced in line with the spread of broadband access.

It is generally considered that data centers and ASP/SaaS improve the efficiency of energy and resource consumption by consolidating distributed servers and sharing the use of facilities. However, concerns have been raised that the rising number of servers required to process the growing amount of information will increase the power consumption. Against this backdrop, the report looked at how to reduce CO2 emissions by the environmentally sound operation of data centers and ASP/SaaS.
Japan believes that further studies concerning data centers and ASP/SaaS need to be conducted at an appropriate group within an ITU after consideration of the Focus Group.
Proposal
Japan would like to propose draft Base-Line text as shown in the Annex of this document.
ANNEX

Direct and indirect impact (on energy) of ITU-T standards
8.3.2.1
Data servers (data center),
Environment-conscious Measures for Data Centers and ASP/SaaS

8.3.2.1.1 Specific Schemes for Prompt Implementation of CO2 Saving Measures
To enable environmentally friendly operation of data centers, it is necessary to promptly implement measures beginning with those that can be accepted by the data center operators.

In addition to direct usage by private and corporate users by means of housing, general users often access data centers indirectly through ASP/SaaS operators.

The latter relationship among the data center operators, ASP/SaaS operators, and general users can be represented as shown in the following figure.
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Figure 1: The Relationship between the Data Center Operators, ASP/SaaS Operators, and General Users

Looking at the above relationship and with the rapid proliferation of ASP/SaaS in recent years, it is considered that schemes that motivate ASP/SaaS operators and general users as well as data center operators into reducing CO2 emissions are effective.

To cut CO2 quickly, first it is necessary to promote CO2 emission reductions by transferring servers owned by general users to data centers run by operators and if possible, to virtualize them for shared use. The data center operators improve the energy efficiency of air conditioners by installing and operating more environmentally friendly facilities. The ASP/SaaS operators can appeal to general users on environmental grounds that they use data centers with reduced CO2 emissions and energy-saving servers. (See 3.2.2.)

The following schemes can be considered for general users, data center operators, and ASP/SaaS operators for reducing CO2 promptly.

	(A) Data Center Usage

(Including by ASP/SaaS)

Servers owned by persons and companies have unused data areas and usage time, which results in wasted power consumption. Consolidating these servers into virtual servers at data centers reduces CO2 emissions. Consolidated operation also improves energy usage for cooling compared to distributed operations, thus further reducing CO2.
The main targets of this scheme are general users and ASP/SaaS operators.

	(B) Data Center Design

More efficient cooling methods and equipment, and the use of clean electric power saves energy for cooling the servers. Efficient use of power and reduction in power loss are also promising areas for consideration.
The main targets of this scheme are data center operators.

	(C) Use and Operation of Energy-saving Equipment

Active introduction of energy-saving servers, storage, network devices, energy-conservation devices and methods cut energy consumption. This includes the use of energy-saving equipment at ASP/SaaS operators (hosting), as well as the transfer of energy-saving equipment from general users (housing).
The main targets of this scheme are general users and ASP/SaaS operators.


8.3.2.1.2 Proposed Indexes for Evaluating CO2 Saving Activities by Data Center Operators and ASP/SaaS Operators

Setting environmentally conscious indexes is one approach that may motivate data center operators and ASP/SaaS operators to try to reduce CO2 emissions.

In other words, if users are provided with some types of indexes for comparing the energy efficiency of data centers and ASP/SaaS, they can select operators from the viewpoint of energy saving as well as services.

Such indexing enables those operators who are working hard to improve energy efficiency to advertise their environmentally conscious management. It also turns the environmentally conscious management of data centers and ASP/SaaS from qualitative to quantitative. Lastly, public organization activities and various environmental protection assistance activities are expected to utilize the indexes.

(1) Data Center Operators
For data center operators, possible candidates include PUE, or the ratio of the power consumption of air-conditioning required for the stable operation of the equipment to the power consumed by the equipment itself, and the CO2 emissions factor for the power used by data centers.

Power Usage Effectiveness (PUE)

Data centers as ICT infrastructure have spread rapidly in recent years. It is not easy to compare the environmental awareness and energy use efficiency of operations among operators. In the United States, Data Center Density (DCD) has been widely used as an index for relatively evaluating the environmental consciousness of data centers.

	DCD ＝ 
	(Power Consumption of All Equipment on the Free-access Floor of a Data Center)


	
	(Area of the Free-access Floor)


DCD is the power consumption of all data center equipment divided by the total floor space used for data center operations (i.e. free-access floor space). It indicates the performance of a data center with the power consumption per area. This value depends on the floor area and power consumption. Therefore, DCD reflects the reduction of CO2 emissions in each ICT device but it does not show the efficiency of an entire data center including air-conditioning facilities.

[image: image2]
Figure 2: Power Consumption of a Data Center
Figure 2 shows a general breakdown of the power consumption in a data center. It indicates that auxiliary facilities (e.g. air conditioners) consume as much as ICT devices themselves (e.g. CPUs and memories). It follows that DCD on its own is not an appropriate index. Instead, Power Usage Effectiveness (PUE), which is an index that includes auxiliary facilities, is more effective. This index is defined by the following formula; the PUE for the breakdown in the above figure is 2.04 (= 100/49; 49 is the total percentage of the CPU/memory (32), fans (4), and power supply (13)).

	PUE ＝ 
	(Power Consumption of an Entire Data Center)

	
	(Power Consumption of the ICT Devices)


One of the advantages of PUE is that in addition to the power consumption of ICT equipment itself, it indicates the ratio of the power consumption of air-conditioning required for the stable operation of the equipment, which is not represented in DCD.

The PUE of typical data centers is 2.3 to 2.5. A PUE value of 2.0 or lower implies excellent power use efficiency
. Figure 3 shows the results of a PUE survey conducted by EPA.
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Source: US EPA, Report to Congress on Server and Data Center Energy Efficiency Public Law 109-431

Figure 3: PUE Comparison among Data Centers
An uninterrupted power supply (UPS) that provides power during an outage is an indispensable device for data centers. However, its AC-DC-AC conversion causes energy loss. Since the utility power is AC, it is impossible to reduce this loss to zero. However, the final conversion stage (DC to AC) can be eliminated by adapting the servers to DC power supply.

For air-conditioning, the optimal layout of data center equipment, resolving hot spots by monitoring with temperature sensors, improving performance by liquid cooling, and natural air-cooling are candidate schemes. Needless to say, the power consumption for cooling should be closer to zero.

The reciprocal of PUE is Data Center Efficiency (DCE). It is an index recommended by The Green Grid, a data center industry group in the United States. Its characteristics are the same as PUE. However, it is often preferred because its presentation as a percentage is clearer than a ratio.

	DCE ＝ 
	(Power Consumption of the ICT Devices)

	
	(Power Consumption of an Entire Data Center)


Regardless of the size of a data center, PUE and DCE are useful indexes for comparing different data centers. Moreover, by tracing these indexes in a time series, it is possible to quantitatively evaluate the power saving measures (e.g. introduction of power-saving servers, improvement of air-conditioning facility) taken by the data center operator.

As data centers are generally equipped with functions that boost energy consumption such as redundancy for improving reliability, it is preferable to quantitatively evaluate the power consumption by applying the indexes to services, security, and reliability.

In a housing service that accepts user devices in a data center, the user installs the devices in a rack and wires them. If the installation and wiring work is not appropriate, hot spots and inefficient cooling airflow may occur. Therefore, publishing energy saving measures that can be taken by data center users and evaluations by data center operators on the status of these measures may help cut energy consumption.

(2) ASP/SaaS Operators
When users evaluate and select ASP/SaaS and other services in general, they look at the characteristics of the services such as fees, contents, reliability, and guarantees. Given global warming parameters on power consumption and CO2 emissions, for example, users could select service operators based on their environmental attitude. The parameters could also be used by service operators to promote themselves. Thus, the global warming parameters are advantageous for both users and operators. As the environmental impact basic unit, which represents the power consumption or CO2 emissions per unit of service, is considered to be a useful parameter.

Therefore, if the amount of CO2 emissions (or power consumption) per unit of ASP/SaaS service can be indicated quantitatively in a clear format, it would be an effective index for evaluating and selecting operators from an environmental perspective. The following formula is one example.

Environmental Impact Basic Unit for ASP/SaaS Services

= CO2 Emissions (or Power Consumption) per Unit of ASP/SaaS Service

= (Annual CO2 Emissions (or Power Consumption) from the Target Service) 
(Annual Service Supply)

ASP/SaaS services are diverse but it is not necessary to indicate the environmental impact basic unit for every service; it may be sufficient to show the environmental impact basic units in a common usage environment for some typical ASP/SaaS services.

In general, the above formula seems to give a purely logical estimation by dividing the annual power consumption of the equipment of an ASP/SaaS operator under certain conditions by the total amount of services provided. However, as described in the previous section, the PUE and CO2 emissions factor of the data center where the equipment is installed affects the calculation. Therefore, it is necessary to undertake calculations and evaluations based on the actual data over a certain period of time.

Thus it would be preferable to review an effective way to indicate and check environmental impact by means of basic units, such as defining the process of calculation and evaluation under an actual environment for a certain period, and in some cases, providing a mechanism for performing reliable verifications by third parties.

With a view to introducing methods that establish basic units for the definition and assessment of environmental impact with respect to ASP/SaaS services, it would be preferable for specialists to conduct detailed examinations at ITU.
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� NEDO Kaigai (Overseas) Report No.1013 (December 12, 2007)
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