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This contribution aims to report the current state of the reference-free SNR measurement approach which was proposed in the FG CarCOM meeting held in Braunschweig, Germany, on Dec. 8-9, 2011. An approach developed for wideband signals only was published on the DAGA 2012 conference [1]. Since then, the approach has been enhanced to work consistently with narrowband signals, too. Slight modifications of the original algorithm turned out to show improved quality for narrowband signals. The new modified approach is even simpler than the original one. The performance of the new algorithm can be seen in the Tables below.
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As can be seen, all correlation coefficients, even those for the short measurement duration of 8 s, exceed the value of 0.99. As we aimed at, the absolute estimation errors are smaller than 1 dB in at least 93% of the cases for an 80 s measurement (smaller than 2 dB in 99%), and smaller than 2 dB in at least 88% of the cases for an 8 s measurement.  
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…
6)	The SNR is calculated according to [28] for both microphones.
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Abstract


Signal-to-noise (SNR) measurement of noisy speech sig-
nals is an important topic, e. g., in automotive environ-
ments. This paper presents an approach which aims to
measure the SNR of a speech signal distorted by stationary
noise as close as possible to a reference-based SNR mea-
surement according to the ITU-T Recommendation P.56,
however, without using any reference signals. The pro-
posal offers low computational complexity, and it can be
applied to narrowband and wideband signals within a typi-
cal SNR range. The measured SNR is calculated by means
of a separate estimate of speech and noise power, result-
ing in raw SNR measurements which have to be corrected
by a mapping function. The proposal was evaluated thor-
oughly by means of speech data in 15 different languages
and car noise data. The proposed method achieves a corre-
lation coefficient larger than 0.99 compared to state-of-the-
art reference-based SNR measurement employing P.56 ref-
erence levels of speech and noise. The method is proposed
for a new ITU-T Recommendation within Study Group 12,
Focus Group Carcom.


1 Introduction
Signal-to-noise (SNR) measurement of noisy speech sig-
nals is an important topic in automotive environments,
e. g., for investigating optimal microphone positions. In
speech enhancement, newly developed approaches are of-
ten evaluated by means of artificially added speech and
noise signals, in order to assess the approach by a white-
box, or a black-box test under different SNRs [1, 2]. To
simulate a reference SNR under lab conditions, the desired
SNR is reasonably adjusted according to the ITU-T Rec-
ommendation P.56 [3]. Following the recommendation,
the clean speech signal and the noise signal are scaled by
means of the active speech level and the root mean square
(RMS) level, respectively. Finally, the noisy speech signal
is yielded by superimposing both signals.
In the evaluational phase, developed algorithms are often
tested under real conditions, i. e., with real signals, e. g.,
recorded inside a car. In this case, the separation of clean
speech and additive noise is not possible anymore, the SNR
has to be measured without reference speech.
The aim of this contribution is to measure the SNR of a
speech signal distorted by car noise as close as possible to
the reference SNR from ITU-T Recommendation P.56, but
without using any reference signals. This “reference-free”
nature allows for a wide flexibility; the proposed method
just has to be applied to the noisy speech signal. More-
over, it offers low complexity, and can be applied both to
narrowband and wideband signals.
To measure the SNR of the noisy speech signal in our ap-
proach, first the speech and noise power have to be esti-
mated. Because of the additive nature of the noise, the
speech power is approximated as the difference between


the noisy speech power and the noise power. The noise
power is estimated by a noise variance tracking algorithm.
To estimate the P.56 active speech level only speech active
frames are taken for the speech power estimation. There-
fore, a voice activity detection (VAD) is needed. The
power of the noise component is estimated by means of
the noise tracking algorithm and, in order to ensure a ro-
bust estimation, a speech pause detection (SPD). Then, the
measured SNR is the ratio of the speech and noise power
estimates. Since the effectiveness of the employed algo-
rithms (such as noise variance tracking, VAD, and SPD)
decreases significantly at low reference SNR values, the
raw SNR measurement leads to systematical measurement
errors in this region. Therefore, the resulting raw SNR val-
ues have to be corrected by a mapping curve.
This contribution is organized as follows: After the in-
troduction of the SNR measurement method in Section 2,
Section 3 presents the employed noise variance tracking al-
gorithm and the VAD. This is followed by the introduction
of the proposed algorithm for SPD in Section 4. The train-
ing of the mapping curve is discussed in Section 5. Sec-
tion 6 deals with the evaluation of the proposal. The paper
ends then with some concluding remarks in Section 7.


2 Signal-to-Noise Ratio Measurement
The input signal y(n) of the measurement system is as-
sumed to consist of the clean speech signal s(n) and an
additive noise signal n(n), with n being the discrete time
index. After segmentation, windowing, and the discrete
Fourier transform (DFT), the input signal can be rewritten
as Y (ℓ,k) = S(ℓ,k) + N(ℓ,k) with Y , S, N, as well as ℓ,
and k being the short-time spectra of the noisy speech, the
clean speech, the noise component, as well as the analysis
frame index, and the frequency bin index, respectively.
We define the signal-to-noise ratio (SNR) by means of the
active speech level as


SNR =


1
|Λ1|K


∑
ℓ∈Λ1


∑
k


|S(ℓ,k)|2


1
LK ∑


ℓ
∑
k


|N(ℓ,k)|2
=


PS


PN


, (1)


with Λ1, |Λ1|, L, K, and PS, PN being a set of speech active
frames, the number of speech active frames, the number of
all frames and frequency bins, as well as the speech and
the noise power, respectively.
Since PS and PN are not accessible in practice, they have to
be estimated. Exploiting the additive nature of the noise,


the numerator is estimated with contributions P̂S (ℓ,k) =


max{|Y (ℓ,k)|2− σ̂2
N(ℓ,k),0}, where |Y (ℓ,k)|2 and σ̂2


N(ℓ,k)
are the power spectral density (PSD) of the noisy speech
signal and the estimated noise variance (see Section 3), re-
spectively. The maximum operator ensures a non-negative
speech power estimate. Conforming to the definition of
the active speech level, for the estimation of PS in (1) only







speech active frames are taken as


P̂S =
1


|Λ1| ·K
∑
ℓ∈Λ1


∑
k


max
{


PY (ℓ,k)− σ̂2
N(ℓ,k),0


}
, (2)


with Λ1 and |Λ1| being the set of active speech frames de-
tected by a VAD as a part of the noise tracking algorithm
(see Section 3), and the number of elements in Λ1, respec-
tively.
The precise estimation of the noise power PN is essential
for the SNR estimation. However, the accuracy of the
noise variance tracking algorithm is affected especially at
low SNRs. In order to increase the robustness of the pro-
posal, for the estimation of PN in (1), the estimated noise


variance σ̂2
N(ℓ,k) is averaged over all frequency bins k and


those frames ℓ belonging to speech pause


P̂N =
1


|Λ0| ·K
∑
ℓ∈Λ0


∑
k


σ̂2
N(ℓ,k), (3)


with Λ0 and |Λ0| being the set of speech pause frames de-
tected by a separate conservative SPD described in Section
4, and the number of elements in Λ0, respectively.


3 Noise Variance Tracking and


Voice Activity Detection


The estimation of the noise variance σ̂2
N(ℓ,k) in (2) is per-


formed utilizing a 3–state classifier specific to this esti-
mator. Based on the smoothed periodogram of the noisy


speech signal |Y (ℓ,k)|2 = 0.5 · |Y (ℓ−1,k)|2+0.5 · |Y (ℓ,k)|2


and a dynamic threshold Θ(ℓ,k), one hypothesis H(ℓ,k)
out of three is chosen:


Hsp : Speech presence is assumed if


|Y (ℓ,k)|2 > 2 ·Θ(ℓ−1,k).
Hsa : Speech absence is assumed if


|Y (ℓ,k)|2 ≤ 2 ·Θ(ℓ−1,k) ∧ |Y (ℓ,k)|2 < σ̂2
N(ℓ−1,k).


Hst : Speech transition is assumed if


|Y (ℓ,k)|2 ≤ 2 ·Θ(ℓ−1,k) ∧ |Y (ℓ,k)|2 ≥ σ̂2
N(ℓ−1,k).


The noise variance estimate σ̂2
N(ℓ,k) is updated as


σ̂2
N(ℓ,k) = ε(ℓ,k) · σ̂2


N(ℓ−1,k)+ [1− ε(ℓ,k)] · |Y (ℓ,k)|2,
(4)


where the initial value is σ̂2
N(ℓ= 0,k) = 0 and the time-


varying smoothing factor ε(ℓ,k) depends on the hypothesis
of the previous frame H(ℓ−1,k):


ε(ℓ,k) =







1 if H(ℓ,k) = Hsp,


0.5 if H(ℓ,k) = Hsa,


0.875 if H(ℓ,k) = Hst.


(5)


The update of the dynamic threshold Θ(ℓ,k) is performed
as follows


Θ(ℓ,k) =







∆ ·Θ(ℓ−1,k) if |Y (ℓ,k)|2 > 2 ·Θ(ℓ−1,k),


|Y (ℓ−1,k)|2 if |Y (ℓ,k)|2 < Θ(ℓ−1,k),


Θ(ℓ−1,k) else.


(6)
where the multiplication by the step-size constant ∆= 1.07
for narrowband signals (∆ = 1.2 for wideband signals)
slowly but steadily decreases the probability of selecting


Parameter Ltrans α δ


fs = 8 kHz 6 107 1.085


fs = 16 kHz 7 108 1.055


Table 1: Parameters of the SPD


the speech presence hypothesis. The unsmoothed update


to the last periodogram value |Y (ℓ−1,k)|2 allows for rapid
threshold adaptation in speech pauses. The control param-
eter was initialized as Θ(ℓ=0,k)→ ∞.
The frame-wise VAD is based on the hypotheses of the
noise variance tracking algorithm as introduced above.
Therefore, it was integrated into the noise variance track-
ing algorithm. Frame ℓ is detected as voice active and be-
comes element of set Λ1, if at least 90 % of its frequency
bins from the range [500 Hz 2500 Hz] containing relevant
speech information are classified as speech active Hsp or
transient Hst by the 3–state classifier.


4 Speech Pause Detection


This section describes the algorithm which is employed
to detect frames with speech pause Λ0. Please note that
different to the VAD, this is a separate algorithm which
is independent from the noise power tracking. The SPD
is based on the frame energy of the noisy speech spec-
trum calculated by means of the smoothed periodogram


|Y (ℓ,k)|2 = 0.5 · |Y (ℓ−1,k)|2 +0.5 · |Y (ℓ,k)|2 as follows


PY (ℓ) =
1


|K | ∑
k∈K


|Y (ℓ,k)|2 (7)


with K and |K | being the set of frequency bins between
500 Hz and 2500 Hz and the number of elements in this set,
respectively. This frequency range excludes low frequen-
cies where most of the car noise power is concentrated.
Based on an adaptive threshold Ξ(ℓ), the SPD delivers a


hypothesis HSPD(ℓ) based on the following 3 states:


HSP : Speech presence is assumed if PY (ℓ)> Ξ(ℓ).
HST : Speech transition state follows every HSP decision


with a duration of Ltrans frames, unless threshold
Ξ(ℓ) has been exceeded again.


HSA : Speech pause is assumed in all other situations.


Frame ℓ is considered as speech absent and becomes el-
ement of Λ0, if HSPD(ℓ) = HSA. The adaptive threshold
Ξ(ℓ) is calculated as


Ξ(ℓ) = 5 ·Φ(ℓ−1)+α (8)


with the additive term α . The SPD floor signal Φ(ℓ) is
updated recursively as follows (cf. (4))


Φ(ℓ) = β (ℓ) ·Φ(ℓ−1)+ [1−β (ℓ)] ·PY (ℓ), (9)


where the initial value is Φ(ℓ=0) = 0 and the time-varying
smoothing factor β (ℓ) is defined as follows (cf. (5))


β (ℓ) =







0.875, if A ∧ PY (ℓ)> Φ(ℓ−1),


0.5, if A ∧ PY (ℓ)≤ Φ(ℓ−1),


1, else,


(10)


with A =
{


PY (ℓ)≤2·ϒ(ℓ−1) ∧ HSPD(ℓ) 6=HST


}
ensuring


a more conservative floor signal update in speech pauses
than just conditioning on HSA.
The SPD control parameter ϒ(ℓ) is increased slightly in
speech presence and updated strongly during speech ab-
sence as (cf. (6))
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Figure 1: Mean (x- and +-marks) and standard deviation
(error bars) of the raw measurement. The ideal linear rela-
tionship is represented by the diagonal gray line. Measure-
ment duration was 8 s.
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Figure 2: Measured mapping points (x- and +-marks)


and the fitted mapping function ŜNR = f (ŜNRraw) (gray
curves) according to (13)


ϒ(ℓ) =







δ ·ϒ(ℓ−1), if PY (ℓ)> 2 ·ϒ(ℓ−1),


PY (ℓ), if PY (ℓ)< ϒ(ℓ−1),


ϒ(ℓ−1), else,


(11)


with the control update constant δ . The control parameter
was initialized as ϒ(ℓ=0)→ ∞.
The SPD parameters which differ for the narrowband and
the wideband implementation are summarized in Table 1.


5 Training of the Mapping Curve


In order to evaluate the proposed method, we performed
the following simulations on our training speech and noise
data set: 720 speech files (48 speech files in 15 differ-
ent languages) were taken from the NTT Multi-Lingual
Speech Database for Telephonometry [4], each with a
length of 8 s. Car noise signals were randomly taken
from the ETSI database [5]. The simulations were carried
out for narrowband and wideband signals. The narrow-
band signals were obtained by downsampling the wide-
band database signals to 8 kHz. Both the speech and noise
signals were filtered according to the ITU-T modified IRS
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Figure 3: Mean (x- and +-marks) and standard deviation
(error bars) of the corrected measurement. The ideal lin-
ear relationship is represented by the diagonal gray line.
Measurement duration was 8 s.


[6], and the P.341 filter mask [7] for narrowband and wide-
band signals, respectively. Then, the active speech level
was set to 26 dBov, and the noise signal level was adjusted
to the desired reference SNR according to ITU-T Recom-
mendation P.56 [8]. Reference SNR values from -15 dB up
to 35 dB were employed in 1 dB steps. After the superpo-
sition of both the speech and noise signals, a frame-wise
processing was carried out with the following parameters:
At a sampling frequency of 8 kHz (16 kHz), the segmenta-
tion was done by a Hann window, the analysis frame length
was L = 256 (L = 512) samples, the analysis frame shift
took 50 %.
Within the frame-based processing, the SNR was estimated
by employing the noise power tracking algorithm to ob-


tain the noise variance estimate σ̂2
N(ℓ,k), the VAD to se-


lect frames Λ1, as well as the SPD to identify frames Λ0.
Since these algorithms need some time to adapt, the first
15 frames were dropped. The raw SNR value for the ith
speech file became


ŜNRraw(i) = 10log
P̂S (i)


P̂N(i)
(12)


using (2) and (3). This whole process was repeated for all
speech files, resulting in varying raw SNR estimates, as it
can be seen in Figure 1. Moreover, since the accuracy of
the employed algorithms is affected at low SNRs, a sys-
tematic measurement error was observed in this SNR re-
gion. This means that the reference SNR and the measured
raw SNR values do not have a linear relationship (see Fig-
ure 1). Therefore, the raw SNR measures have to be cor-
rected by mapping curves, in order to obtain an unbiased
estimation. The mapping curves can be approximated by
the inverse of the mean curves in Figure 1. In practice,
however, there is an issue to deal with: the curves in Fig-
ure 1 have a quite low gradient below 0 dB. Therefore, the
inverses of these functions have significant gradients which
increase the standard deviation of the SNR estimates sub-
stantially. Therefore, the mapping curves were saturated at
-11 dB (see Figure 2). In the residual part we decided for a
polynomial fit [9].
Since curves in Figure 2 reveal a considerable curvature
between 0 dB and approx. 10 dB and a linear part above
10 dB, a high polynomial order is required for a proper fit.







fs m s
p j


p0 p1 p2 p3 p4 p5 p6 p7 p8 p9 p10


8 kHz 16.043 11.252 -2.1312 6.4129 2.0957 -19.199 5.0992 19.709 -7.7268 -6.6348 2.0857 13.066 11.555


16 kHz 15.461 11.798 -0.80823 2.8537 -0.3609 -7.5337 4.3304 7.2828 -5.0623 -1.8734 0.88424 13.06 11.48


Table 2: Scaling parameters m, s and polynomial coefficients p j of the mapping curve


fs
Absolute


estimation error
Relative frequency


Tm = 8 s Tm = 80 s Tm = 480 s


8 kHz
≤ 2 dB 88.4 % 99.7 % 100 %
≤ 1 dB 64.5 % 93.8 % 97.6 %


16 kHz
≤ 2 dB 91.6 % 99.7 % 100 %
≤ 1 dB 67.8 % 94.9 % 97.4 %


Table 3: Relative frequency of absolute estimation error
for different measurement durations Tm


This, however, can lead to numerical problems, therefore,
the raw SNR values have to be scaled. The mapping func-


tion ŜNR = f (ŜNRraw) is thus defined as


ŜNR = max







10


∑
j=0


p j ·


(
ŜNRraw −m


s


) j


, −11




 (13)


with the scaling parameters a and m, as well as the polyno-
mial coefficients p j as shown in Table 2. The result of the
fit can be seen in Figure 2.


6 Evaluation
In order to prove the merit of the proposed method, we
performed the simulation steps described in Section 5 for
reference SNRs between -10 dB and 30 dB in 1 dB steps
on our test speech and noise data set taken from the same
databases and being of equal size as the training data set.


The resulting ŜNRraw(i) value in (12) for the ith speech
file was corrected by the mapping function (13). This
whole process was repeated for all speech files; the result-
ing mean values and standard deviations for different ref-
erence SNR values are plotted in Figure 3. As can be seen,
the bias of the estimation can significantly be reduced by
the mapping function.
In measurements, the absolute error is often worth to inves-
tigate. Based on 8 s signals, max. 1 dB absolute estimation
error was observed in at least 64%, and max. 2 dB abso-
lute estimation error in at least 88% of the measurements
with narrowband and wideband signals, as can be seen in
Table 3. These ratios may be too low for some applica-
tions. Applying longer speech sequences, e. g., by aver-
aging estimation results in groups, the absolute error can
be decreased. This can be observed in Table 3 for groups
of 10 files of 8 s each and 60 files of 8 s each, reflect-
ing a measurement duration of Tm = 80 s and Tm = 480 s,
respectively. As a conclusion, we recommend averaging
SNR measurements based on groups of 8 s signals, if the
absolute measurement error needs to be reduced.
In addition, the quality of the measurement method was
evaluated by calculating a correlation coefficient between
the reference-based SNR measurement employing ITU-T
P.56 reference levels and the proposal. This was done by
means of Pearson’s formula [10]


ρ =
∑
i


(
ŜNR(i)−ŜNR


)
(SNRref(i)−SNRref)


√
∑
i


(
ŜNR(i)−ŜNR


)2
·∑


i
(SNRref(i)−SNRref)


2


, (14)


for all speech signals and reference SNR values with i,


SNRref and (·) being the speech file index, the reference


fs
Correlation coefficient ρ


Tm = 8 s Tm = 80 s Tm = 480 s


8 kHz 0.9923 0.9981 0.9993


16 kHz 0.9940 0.9989 0.9996


Table 4: Correlation coefficient between the corrected
SNR measurements and the reference SNR values for dif-
ferent measurement durations Tm


SNR value from P.56 reference-based measurement, and
the mean operator, respectively. The correlation coefficient
for different measurement durations Tm (again, simulated
by building groups of the 8 s database signals) can be seen
in Table 4. As can be seen, the proposed method achieves
a correlation coefficient of larger than 0.99 in all cases.


7 Conclusions
This paper presents a reference-free SNR measurement
method that requires only the noisy speech signal as input.
It was thoroughly tested and evaluated under stationary
noises for narrowband and wideband speech signals and
compared to ground truth by reference-based measurement
of speech and noise separately using P.56. The resulting
SNR estimates achieve a correlation coefficient of greater
than 0.99 compared to the P.56 reference. The method is
under discussion to be adopted within a new ITU-T Rec-
ommendation.
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