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1. Introduction

This contribution proposes an update of the draft new Recommendation, HMF version 0.4, which is made for editorial enhancement from the latest output document of the HMF version 0.3 produced in the 2006 October meeting of ITU-T NGN-GSI. 

HMF has so far been progressed as indicated by the following version history:

	Version
	Date
	Meeting

	0.1
	24 ~ 28 April 2006
	NGN-GSI Meeting

	0.2
	19 ~ 27 July 2006
	SG19 & NGN-GSI Meeting

	0.3
	24 Oct. ~ 3 Nov. 2006
	NGN-GSI Meeting

	0.4
	19 ~ 26 April 2007
	SG19 & NGN-GSI Meeting

	
	
	


2. Proposal 
This is submitted for discussion to the ITU-T SG19 and NGN-GSI MM group 2007 April meeting, and it is proposed that this text be used as a base document so as to produce HMF (version 0.4).

ITU-T Draft New Recommendation HMF
Framework of Handover Management for Next Generation Networks

Summary


TBD

Keywords


NGN, Handover Management, Framework
Editor’s Note) A clause “Introduction” is needed to describe the relationship between MMF, LMF, and HMF. This Introduction shall be added to all the three Recommendations as a common text. 
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1
Scope

This Recommendation is purposed to provide the framework of handover management for Next Generation Networks (NGN). This Recommendation describes the followings: 

· Design considerations for handover management;
· Classification of handover management schemes; 
· Reference functional architectures; 
· Functional information flows; and
· Candidate schemes for handover management.

Editor’s Note) The removed texts shall be enhanced and disposed in a new Introduction section.
Editor’s Note) On the scope of Handover Management schemes, there are two approaches:

-  the network-layer (or network-based) HM scheme (e.g., Mobile IP, Proxy MIP, or NetLMM);

-  end-to-end session/application layer HM scheme (e.g., SIP-based handover, mSCTP handover).

There is still an issue whether we have to consider both HM approaches, or consider just the network-layer HM scheme. Depending on the decision, the scope and ToC of the HMF (clauses 6 ~ 9) shall be restructured.

Relevant discussion and contribution will be invited.
2
References

The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.
Editor’s Note) The lists of normative and informative references shall be reviewed before the publication.

2.1 
Normative References

The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation

[1]
ITU-T Recommendation Q.1706 (2006), Mobility Management Requirements for Next Generation Networks

[2]
ITU-T Recommendation MMF (working in progress), Generic Framework of Mobility Management for Next Generation Networks 

[3]
ITU-T Recommendation LMF (working in progress), Framework of Location Management for Next Generation Networks

[4]
ITU-T Recommendation Y.2012 (2006), Functional Requirements and Architecture of the NGN
2.2 
Informative References

[5]
ITU-T Recommendation Q.1701 (1999), Signalling Requirements and Protocols for IMT-2000

[6]
ITU-T Recommendation Q.1702 (2002), Long-term Vision of Network Aspects for Systems beyond IMT-2000
[7]
ITU-T Recommendation Q.1711 (1999), Network Functional Model for IMT-2000
[8] 
ITU-T Recommendation Q.1721 (2000), Information Flows for IMT-2000 Capability Set 1
[9]
ITU-T Recommendation Q.1741.3 (2003), IMT-2000 References to Release 5 of GSM evolved UMTS Core Network

[10]
ITU-T Recommendation Q.1742.3 (2004), IMT-2000 References (approved as of 30 June 2003) to ANSI-41 Evolved Core Network with cdma2000 Access Network

[11]
ITU-T Recommendation Q.1761 (2004), Principles and requirements for convergence of fixed and existing IMT-2000 systems

[12]
ITU-R Recommendation M.687-2 (1997), International Mobile Telecommunications-2000

[13]
ITU-R Recommendation M.1034-1 (1997), Requirements for the radio interface(s) for (IMT‑2000)

[14]
ITU-R Recommendation M.1168 (1995), Framework of IMT‑2000

[15]
ITU-R Recommendation M.1224 (1997), Vocabulary of terms for IMT-2000
[16]
IEEE 802.16e (2005), Air Interface for Fixed and Mobile Broadband Wireless Access Systems Amendment 2: Physical and Medium Access Control Layers for Combined Fixed and Mobile Operation in Licensed Bands
[17]
IEEE 802.21 (2006), Draft IEEE Standard for Local and Metropolitan Area Networks: Media Independent Handover Services

3
Definitions
This Recommendation uses the definitions and terms that have been defined in the ITU-T Q.1701 and Q.1702, Q.1706, and draft Recommendations MMF.

4
Abbreviations

AAA

Authentication, Authorization, and Accounting

AN

Access Network

AR

Access Router

CN

Core Network

DHCP

Dynamic Host Configuration Protocol

FMC

Fixed and Mobile Convergence

HM

Handover Manager

HMF

Handover Management Framework

ID

Identifier

IP

Internet Protocol

MIP

Mobile IP

MIH

Media Independent Handover

MM

Mobility Management

MMF

MM Framework

MT

Mobile Terminal

NAI

Network Access Identifier

NGN

Next Generation Networks

SCTP 

Stream Control Transmission Protocol

mSCTP

Mobile SCTP

SIP 

Session Initiation Protocol

UE

User Equipment
Editor’s Note) The list of abbreviations shall be reviewed and corrected as the work is in progress.

5
Design Considerations
This Recommendation provides the framework of handover management to support the seamless handover for mobile users/terminals in the NGN. It is noted in the NGN networks that there is a crucial requirement for mobility management (MM) so as to ensure the seamless mobility and services/session continuity.
This Recommendation describes the Handover Management Framework (HMF) in the NGN networks, which is based on the associated ITU-T Recommendations: Mobility Management Requirement (MMR) in terms of the requirements for MM in the NGN networks and Mobility Management Framework (MMF) in terms of the generic framework of MM in the NGN networks. 

In this Recommendation, the HMF is designed with the following design considerations:

(1) IP-based handover management framework;

(2) Separation of user ID and location ID;

(3) Separation of handover control functions from the user data transport functions;

(4) Support of IPv4 and IPv6 as well; and

(5) Interworking with other functional entities required to support seamless handover.

The goal of the handover management functionality is to provide a mobile user with the seamless mobility whenever it moves around in the NGN networks. For this purpose, the seamless handover should be supported for the mobile user, by which any on-going session or services could continue seamlessly regardless of the change of the location ID such as IP address. 

The approaches to provide seamless handover could be further classified into the link-layer handover, network-layer handover, and transport/session/application layer. The choice of a better scheme for handover support may depend on several factors including the type of MM considered (e.g., inter-network handover or intra-network handover), the services and application characteristics, and other features of the underlying access networking technologies, etc. Accordingly, this HMF will first describe one or more promising schemes for seamless handover support, which will facilitate the service provider or mobile user to choose a more appropriate scheme for handover management. 

This Recommendation describes the functional procedures of handover management between the functional entities associated with the handover management, according to the MM type: intra-network MM as well as inter-network MM. The inter-network (or inter-CN) mobility shall handle the MM across the different network operators, whereas the intra-network mobility addresses the MM within a network that is managed by a single network operator, which includes intra-AN mobility and inter-AN mobility, as described in the ITU-T Recommendation MMF. 

Based on the HMF designed in this Recommendation, a couple of the existing IP-based protocols such as Mobile IP, SCTP and SIP, will be reviewed as references for handover management in the NGN networks. Furthermore, a new handover scheme or protocol may be designed to provide the seamless handover. 

In addition, this Recommendation will consider the following design principles:

(Editor’s Note) Some more design principles may need to be added. Relevant contributions are invited.

A. Independence of access network technology (Access Technology Agnostic)
One MM scheme which is specified to a specific access technology is available only within homogeneous access networks. To support vertical handover across heterogeneous access networks, the MM schemes must be independent of a specific access network technology. 

B. Interworking with link layer
When using handover schemes at network layer and session/application layer, it is beneficial to complement the upper handover schemes with link layer functions for efficiency. To optimize the handover management procedure, the link layer information shall be used by the upper handover schemes. Furthermore, the upper handover schemes may manage and control the state of underlying link layer so as to accelerate the handover management procedure. 
(Editor’s Note) Feasibility of Link Layer Mobility Management scheme needs to be investigated. Relevant contributions are invited.

C. Accommodation of changed network architecture
As heterogeneous access networks are introduced, existing network architecture in a UE with single network interface may be changed into multiple network interface node. General TCP/IP module and socket application based on single network interface must be adapted to accommodate the changed network architecture. 

D. Interconnection between different mobility management schemes

If vertical handover is needed in heterogeneous access networks and each access network uses different mobility management schemes, it needs to harmonize different mobility management schemes into one fashion. Combining Mobile IPv4 and Mobile IPv6 is one of example. 

E. Deployment efficiency

Deployment of mobility management schemes in heterogeneous access networks may be harder works more than in homogeneous access networks because of differences between heterogeneous network access technology and network configuration. So, mobility management schemes in heterogeneous access networks should be simplified for easy deployment. 

F. Efficient handover performance

The appearance of heterogeneous access networks brings many changed features. To provide efficient handover performance, existing layer architecture may have some limitation for its usage. In this environment, the interconnection between adjacent layers is more needed or new intermediate layer can be created for a specific purpose. Direct coupling between PHY/MAC module and upper layer is also needed. It is noted that there are difficulties of performance enhancement by optimizing each layer independently. Of date, the need of cross-layer concept is more increasing. 

(Editor’s Note) Item “B” and “F” address the same or closely related issues. They may need to be merged into a single item. Further discussion and contributions are invited.
G. Support of vertical handover
In HMF document, handover management schemes are classified by layer; link layer handover scheme, network layer scheme, and session/application layer handover scheme. We identify some problems and considerations of each layer handover scheme when they are used for vertical handover across heterogeneous access networks.

A. Link Layer Handover across heterogeneous access networks

Link layer handover is transparent to network layer and upper layers. In these types of handover schemes, a UE changes its point of attachment by using only link layer operations. Even though, network layer change happens, layer 2 handover scheme can hide the change of network layer. 

Generally, it seems that link layer handover is not suitable for vertical handover because these category handover schemes are only operated within access networks where same access technology is used. Due to the differences among heterogeneous access technologies, one handover scheme which is used in a specific access network may not be available in other access networks. So, it seems that this type of link layer handover scheme is not available for vertical handover across heterogeneous access networks by itself. 

B. Network Layer Handover across heterogeneous access networks

Network layer is independent to access technology and network layer handover schemes provide network layer level transparency irrespective of the movement of a UE. If existing network layer handover schemes are used for vertical handover, there are some implementation issues. For example, current network application or TCP/IP related module assumes that a mobile node uses a single access technology at once and a single network interface is used at once. If we apply Mobile IPv6 for the movement of a UE which uses two different access technologies (e.g., one is WLAN access technology and the other is CDMA access technology), there are critical problems to support vertical handovers which those two access technologies are switched. To solve these problems, there are currently two kind of approach; one approach is modifying Mobile IPv6 code to support heterogeneous access technologies and the multiple network interfaces at the same time, and the other approach is using virtual network interface to hide the existence of multiple network interface.

As an aspect of deployment, network layer handover schemes have another problem to be used for vertical handover. If one access network uses Mobile IPv4 and the other access network uses Mobile IPv6 as their mobility management schemes, it needs the interworking between Mobile IPv6 and Mobile IPv4. Although, there are many trials in other SDOs such as IETF to combine two different network layer handover schemes, it seems that it requires further study. 

C. Session/application Layer Handover across heterogeneous access networks

(Editor’s Note) The associated description needs to be added. Relevant contributions are invited.
Editor’s Note) the session/application layer handover may not be within the scope of the HMF document. Further discussion and contribution are invited.
6 
Classification of Handover Management Schemes

Through the location query and reply procedures, the caller is informed about the current IP address of the called UE, and then begins the call/session establishment and data transport. In a certain case, the location query process could be performed with the session establishment process at the same time, as can be seen in the example of the SIP-based call/session setup signaling.

After the location query and/or session setup signaling, the UE will begin the data transport. The data packets would be exchanged between those two concerned terminals using the standard IP routing.

During the session, if the UE may move into another network region and thus it may obtain a new location ID (IP address) from the network, the handover management should be activated with the help of the Handover Manager (HM), which will be described in the next section.

6.1 
Handover Management Schemes by Layer

It is noted that there are many possible ways to provide handover management schemes as shown in the ideas proposed so far. In this Recommendation, the following three promising handover schemes in the context of MM for NGN networks are considered:

· Link layer handover scheme
· Network layer handover scheme
· Session/application layer handover scheme.
The main difference between the network and session/application handover schemes is that the first network-layer handover scheme is based on the special agents in the network (possible with the access routers), whereas the second higher-layer handover scheme is done between the corresponding two end terminals without the support of the special agents in the network.

In this section, the generic frameworks of aforementioned handover schemes are described. The detailed functional architecture and procedures will be described in the following sections.
6.1.1
Link Layer Handover Management

[Editor’s Note] Relevant contributions are invited.

6.1.2
Network Layer Handover Management

[Editor’s Note] This section is made based on the associated texts of MMF. The texts may need to be more enhanced in the HMF point of view. Relevant contributions are invited.

The following figure shows the overall architecture of the network-layer handover structure. 
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Figure 6-1: Handover management scheme in the network layer

[Editor’s Note] This figure needs to be more enhanced in the HMF point of view. Relevant contributions are invited.

In the figure, it is assumed that an external terminal is communicating with the UE, which is located in the AR1 region, after the location query and/or session establishment. The AR, which the UE firstly contacts with in the AN, is called ‘anchor AR’. In the figure, the AR1 is acting as such an anchor AR, and the data packets will be delivered to the UE via AR1.

The UE is now moving into the AR2 and AR3, in turn. When the UE is entering the AR2 region, the concerned ARs (HMs) will perform the handover signaling so that the data packets destined to the UE (i.e., location ID obtained in the AR1 region) are forwarded into the AR2 region. To do this, the tunneling between AR1 and AR2 may be established. At this point, the external terminal is not aware of the new location ID of the UE that is obtained in the AR2 region. Only the anchor router (AR1) will be aware of the new location ID of the UE. 

As for the tunneling between AR1 and AR2, the tunnel is used based on the assumption that the ARs in the network use the standard IP routing. If a virtual connection between ARs is used in the pre-configured manner, the tunneling may not be necessary, in which each AR updates its own routing table as per the handover signaling without using any tunnel for data forwarding. In a certain case, for a short time period of handover, the bi-casting may be used instead of the tunneling. That is, the anchor point may send the data packets both to location ID 1 and ID 2 at the same time.

Regardless of this handover flows, the location update process will be performed between the UE and LM. Meanwhile, the AR2 will deliver the tunneled data packets to the UE.

The UE is now going to the AR3 region. In this case, the tunneling relationship will be established between AR1 (anchor AR) and AR3 (new AR) in the similar way. The external terminal still sends the data packets to the UE over the old location ID that the UE got in the AR1 region.

The anchor AR may be changed only when the UE moves into a new access network (e.g., AN2 in the figure). In this case, the tunneling relationship needs to be extended between two anchor ARs, possibly with intervention of the Core Network. This inter-AN tunneling is still for further study.

The following figure illustrates an example of the information flows for the handover management.
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Figure 6-2: Information flows for handover in the network Layer 

In the figure, when AR1 receives the packets destined to the UE from an external or internal terminal, it delivers the packets directly to the UE based on the standard IP routing scheme. When the UE moves to AR2, the AR1 exchanges relevant signaling messages with the AR1 together with the tunnel establishment process. If the signaling for handover is completed, the AR1 will intercept and forwards the data packets destined to the UE toward AR2. The AR2 will now deliver the tunneled packets to the UE. 

If the UE moves again from AR2 to AR3, the signaling operations will be performed between AR1 and AR3 (possibly together with AR2 for termination of the tunnel). AR3 and AR1 will exchange the messages required to establish the forwarding path for tunneling. The AR1 then forwards the data packets for the UE toward AR3. Finally AR3 delivers the packet to the UE. 

The functional flows described above will be repeated each time the UE moves into a new AR region within the AN. If the UE moves into another AN, the anchor AR will be changed in to an AR in the new AN, and inter-AN (between the old and new anchor ARs) handover will be activated.

(Editor’s Note) MMF describes two architectures that employ the dynamic anchor HM and the static anchor HM, respectively. A HM architecture using the static anchor scheme needs to be also described in HMF. Relevant contributions are invited.
6.1.3 
Session/Application Layer Handover Management

[Editor’s Note] The texts may need to be more enhanced in the HMF point of view. Relevant contributions are invited.

The handover management scheme can also be performed between the two concerned terminals in the end-to-end session and application layer, without the intervention of the intermediate network agents. Accordingly, all of the semantic for handover will be kept only by the end terminals. Moreover, the support of the special agents in the network is not required, such as the tunneling. In this respect, the Handover Manager (HM) is implemented into the end terminals including the UEs.

The following figure shows the handover management scheme in the session or application layer.
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Figure 6-3: Handover management scheme in the session/application layer

 [Editor’s Note] This figure needs to be more enhanced in the HMF point of view. Relevant contributions are invited.

In the figure, the UE exchanges the handover request and response messages with the external terminal, whenever it moves into a new network region and gets another new location ID (or IP address). Compared to the network-layer handover case, this higher-layer handover scenario may induce a worse handover performance (such as a larger handover latency), which may depend on the implementations. However, this model will not require additional handover agents in the network.  

The following figure shows the corresponding functional information flows in the higher layer. 
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Figure 6-4: Information flows for handover in the session/application layer 

In the figures, it is noted that the handover signaling operations are performed directly between the two terminals, without the intervention of1` the network agents. Any tunneling scheme is not used. Typically, the handover signaling operations could be provided in the corresponding session or application layer protocol, as can be seen in the example of SIP-based handover.

6.2 
Handover Management Schemes by MM Type

The following figure shows the three types of handover management to be considered for the NGN networks in this Recommendation.
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Figure 6-5: Classification of handover management by MM type 

On the other hand, the handover may be further classified into hard handover and soft handover as follows:

· Hard Handover
Handover that is performed with complete unavailability while disconnection on the serving link and connection on the target link

· Soft Handover 
Handover that is required for continued availability between the serving link and target link.

Those handover types may be applicable for each of the MM types as follows.

Table 1: Possible mapping between soft/hard handover schemes and MM types

	
	Heterogeneous Networks
	Homogeneous Networks

	Inter-CN
	Hard Handover
	Hard / Seamless Handover

	Inter-AN
	Hard / Seamless Handover
	Seamless / Soft Handover

	Intra-AN
	
	Soft Handover


7
Reference Functional Architecture

 (Editor’s Note)This section will describe the detailed functional architecture for MM in NGN. The architecture will include the functional entities such as DHCP and AAA server as well as UE and Handover Managers. Relevant contributions will be much appreciated.

7.1 
Functional Architecture for Intra-CN Handover Management
7.2 
Functional Architecture for Inter-CN Handover Management
7.3 
Relationship with Functional Entities in the NGN-FRA

8
Functional Information Flows

 (Editor’s Note) this section will describe the functional procedures of handover management schemes for intra-AN handover, inter-AN handover, and inter-CN handover. Some texts are given below for the reference. Relevant contributions are invited.

8.1 
Intra-AN Handover Management

Editor’s Note) Relevant contributions are invited.

8.2 
Inter-AN Handover Management

Editor’s Note) Relevant contributions are invited.

8.3 
Inter-CN Handover Management

Editor’s Note) Relevant contributions are invited.

Appendix I ( Usage Models of Handover Management Schemes 

(Editor’s Note) This section will describe the promising candidate schemes for handover management in NGN from the perspective of the HMF framework identified in this Recommendation. Those schemes may include the existing MM protocols and any other new schemes or protocols. Relevant contributions are invited.

I.1 
Mobile IP 

The Mobile IP (MIP) is an MM protocol that has been specified in the IETF. Mobile IP may be divided into Mobile IPv4 (MIPv4) and Mobile IPv6 (MIPv6). Details of MIPv4 and MIPv6 are described in IETF RFC 3344 and RFC 3775, respectively. 

The MIP may be used for handover in this way. When the UE moves into another new network during an active session, it will get another CoA address, as described in the previous section. The newly obtained CoA will also be informed to the HA. After the binding update of the UE for the new CoA, the HA will now forward the data packets to the new CoA.

In this way, the HA will deliver the data packet to the new CoA of the UE, each time the UE move into a new IP region. It is noted that such handover process requires quite a large amount time for the processing the biding update of the new CoA. Accordingly, for an active session, a lot of data packets may be lost in the handover process of the UE.

The following figure shows the handover procedures by the basic MIP. In the figure the UE moves from the FA1 to FA 2 while the application session is still active. From the figure, the UE might experience some data loss and delay when it gets the new CoA2 from the FA2 and then registers the CoA2 with the HA.
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Figure 9-1: Handover by MIP

The basic MIP protocol may not be effective if handovers occur frequently or require real-time applications. To address these issues, a variety of MIP extensions have been proposed. These include Hierarchical MIP (HMIP) and Fast handover for MIP (FMIP).

It is noted that the combination of MIP and its extensions for MM is an IP-based approach. Therefore it could easily be integrated into an IP-based network. MIP has already been deployed and its extensions such as FMIP and HMIP could be realized with minimum modification of MIP. This approach may, however, need specific link layer information (such as L2 triggers, e.g., Link Down or Link Up) to support the fast handover of FMIP. In order to use this approach for MM in SBI2K, further work is needed to specify such link layer triggers.
I.1.1
Additional Mechanisms to enhance the MIP-based Handover
As for the MIP-based handover, an additional support is needed to realize faster handovers to allow seamless real-time services. In this section, further scenarios are explored, in the framework of MM in NGN, where 2G/3G/LTE cellular networks and WLAN handovers or internet nomadicity take place.  Specifically, IETF working groups like MIPSHOP (MIPv6 Signaling and Handoff Optimization) are currently involved in activities related to use mechanisms to reduce and eliminate signalling overhead and packet loss due to handover latency incurred in MIPv6. These related issues are taken as a whole into consideration because link layer connectivity and layer 3 mobility management protocols interact at these two different layers in order to configure new links, do router discovery, and exercise new Care of Address.
Portable devices are frequently used to access the Internet while the user is moving.  Handover thus becomes an important issue when users move across different access technologies, especially during an active application such as VoIP or VoD.  The Mobile IP protocol can achieve service continuity across different IP networks, however with some delay and packet loss. 

Other standardization activities are currently underway to help achieve faster Mobile IP handovers.  One important activity is the emerging IEEE 802.21 Media Independent Handover Services standard.  This standard will provide lower layer enhancements to Mobile IP for IEEE 802-based technologies to enable true seamless handover.

From the user point of view, a terminal can be considered as a multi-functional device with one or more of the following features: wireless phone, PDA, camera, music player, web browser, TV, GPS, etc.  From a technical point of view, a terminal can be considered as a mobile device that supports an IP stack, and multiple wired or wireless access modes; e.g., RF interfaces, Ethernet, infrared. Terminals must provide seamless mobility with no application interruption as a user moves between heterogeneous technologies.  Thus an efficient mobility protocol is required to handoff services across such networks with minimal delay, minimal data loss, and minimal user perception of the event. 

Mobile IP is essentially a Layer 3 (L3) protocol for terminal mobility across IP networks.  Another important emerging protocol is IEEE 802.21 which resides between Layer 2 and 3.  This protocol provides lower layer support for terminal mobility across networks which involve IEEE technologies such as 802.11 (WLAN), 802.16 (Wi-Max) and 802.3 (Ethernet) as well as 3GPP/2.  

As described in Section 9.1, Mobile IP is a well known mobility protocol that maintains the network connection of a terminal despite changes in its network point of attachment. The Mobile IP protocol supports transparency above the IP layer, including maintenance of active TCP connections and UDP port bindings. However, when a terminal moves to a different type of Layer 1 (L1)/Layer 2 (L2) connection, Mobile IP alone cannot achieve seamless handover, specially for real-time services, because of the latency in setting up the new L1/L2 connection.  IEEE 802.21 is a key lower layer enhancement for Mobile IP in heterogeneous environments.

IEEE 802.21 is an emerging standard that defines a framework for seamless service across different access networks involving IEEE 802 technologies.  The 802.21 draft is expected to be approved by IEEE in early 2007.  IEEE 802.21 consists of a Media Independent Handover Function (MIHF), shown in Fig. A.4-1, which provides three services to achieve efficient handover decisions. 

1. The Event Service (ES) notifies upper layer users about dynamic events such as Link Up, Link Down, Link Parameter change, etc. 

2. The Command Service (CS) enables higher layers to control the L1 and L2 of the terminals.  Examples include Get Status of link, Scan for new link, Switch link, etc. 

3. The Information Service (IS) provides information about surrounding networks such as Neighbour List Technology, Neighbour Operator List, etc.  
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Figure 9-2: 802.21 MIH and Mobile IP

Using this architecture, 802.21 minimizes handover latency to support real-time services by providing the following standardized services to upper layer mobility protocols such as Mobile IP:

1. Triggers fast detection (discovery) of neighbouring L2 networks of different technologies

2. Detects current L2 link status

3. Quickly informs upper layers of new L2 network point of attachment

4. Allows setup of multiple L2 links for Make-Before-Break handling

5. Allows quick teardown of unused L2 links

The overall result is faster handovers because 802.21 specifically minimizes the time between link layer connection setups and Mobile IP signalling.

Interaction between cellular networks and WLAN technology is one of the important handover scenarios to be considered. 3GPP Long Term Evolution (LTE) is a 3GPP Release 8 Feasibility Study that is expected to be completed by the end of 2006.  LTE defines the evolution of 3GPP cellular towards an “All IP” network.  LTE will employ new air interface technologies, such as Orthogonal Frequency Division Multiplexing (OFDM) and Multiple-Input Multiple-Output (MIMO) for higher throughput.    Both Mobile IPv4 and Mobile IPv6 will be supported in LTE. 
I.1.2
Example Scenarios of MIP-based Handover

This section touches two example scenarios involving 3GPP LTE and WLAN network architectural configurations based on the degree of 802.21 support in different network entities.

In the first scenario, the 802.21 network Server manages the handover process with support from the 802.21 peer in the terminal.  In the second scenario, the handover is accomplished with total control by the 802.21 client in the terminal, and there is no 802.21 support anywhere else in the network. 

In the first scenario or network control handover the inter-system handover is completely controlled by the network.  In this architecture, the terminal has a thin 802.21 client. The WLAN access point (AP) also has an 802.21 entity and connects to the Internet, assumed to be IPv6, through the local Internet Service Provider (ISP).  The 3GPP LTE cellular Core Network contains the Mobile IP Home Agent and also connects to the Internet.  Finally, also connected to the Internet is an 802.21 Server that is easily accessible by both the WLAN and 3GPP LTE networks via IP. Note that the 802.21 Server only needs IP connectivity to deliver its services. Hence, it could also be connected directly to the 3GPP LTE Core network, or to the ISP.  Also all messages between the 802.21 Server and the terminal will be carried over IP packets.

From the network 802.21 Server, the terminal client 802.21 can be provided with Information such as the Neighbour List Technology.  The terminal client can then be asked by the 802.21 network Server, via Commands Service, to scan the different technologies so as to identify the best possible L1/L2 network.  In addition, Event Services, such as Link Going Down or Link Detected, can be used to make efficient handover decisions.  Specifically the terminal can be asked to report these Events to the 802.21 network Server as a basis for making handover decisions.  Finally, Commands Service such as Switch Link can be sent by the 802.21 network Server to the terminal client to execute the L1/L2 handover.

[image: image9.emf]3GPP LTE Cellular

Core Network

Internet

(IPv6 Network)

ISP

Mobile IP 

Home 

Agent

WLAN 

AP

Correspondent 

Node

Converged Device 

with thin 802.21 

client

802.21

Entity

Node B

802.21

Server


Figure 9-3: Handover between 3GPP and WLAN based on MIH

In the second scenario or terminal controlled handover, the terminal contains a “smart” 802.21 client that fully controls the inter-technology handover process.  The WLAN AP, via the ISP, connects to the Internet, assumed to be IPv6, which also has the 3GPP LTE cellular Core Network connected to it.  The 3GPP LTE network also contains the Mobile IP Home Agent.  However, note that there are no 802.21 entities anywhere outside the terminal.

In this architecture, all the 802.21 services are generated locally and are exchanged between the different layers of the terminal.  Upper layer Command Services can be used to gather link status using the Get Status Command.  Lower layers can report new link detection with the Link Detected Event or can relay predictive Events about link degradation with the Link Going Down Event Service.  These services are locally provided within the terminal without any service support from an 802.21 network entity.
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Figure 9-4: Terminal Controlled Handover between 3GPP and WLAN

In the above two scenarios emphasis is given to “All IP” networks such as 3GPP LTE cellular and WLAN. This type of Inter-AN MM will require the interaction of mobility protocols at different layers to achieve seamless handovers across heterogeneous networks.  While Mobile IP supports mobility at the network level, the emerging IEEE 802.21 standard will provide standardized L1/L2 enhancements which will enable faster inter-technology handovers.  IEEE 802.21 can complement Mobile IP for cellular-WLAN mobility.

I.2 
SIP 

The Session Initiation Protocol (SIP) has been specified in the IETF for supporting the control of IP-based multimedia sessions as a signaling protocol. The SIP is an application-layer control protocol that can establish, modify, and terminate multimedia sessions. The SIP functional entities include UA, Proxy Server, Redirect Server, Registrar and the location DB. It operates independently of the underlying transport layer protocols such as Transmission Control Protocol (TCP), User Datagram Protocol (UDP) and Stream Control Transmission Protocol (SCTP). More details on SIP are given in IETF RFC 3261.
On the other hand, the SIP may be used to support handover using the SIP Re-INVITE message. 
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Figure 9-5: SIP-based Handover Management in MMF

As shown in the figure below, each time a UE moves to a new network (AR2, AR3) during a session, it will send a RE-INVITE message to the corresponding UE. The RE-INVITE message must include a new location ID (IP address) of the UE. After the processing of the RE-INVITE messages, those two UEs can communicate over the new location ID. 

It is noted that the SIP-based handover cannot provide seamless mobility, since the on-going TCP/UDP session will be terminated and re-established when the UE changes its IP address.

I.3 
SCTP 

I.3.1
Overview 

The Stream Control Transmission Protocol (SCTP), as defined in IETF RFC 2960, is the third transport layer protocol following TCP and UDP. The SCTP is featured multi-streaming and multi-homing, differently from TCP. It is noted that the multi-homing feature of SCTP enables the SCTP to support the IP mobility. 

More specifically, the SCTP with the dynamic ‘Address Configuration (ASCONF)’ extension, which is called ‘mobile SCTP (mSCTP)’, can be used to provide seamless handover for mobile hosts that are moving into different IP network regions during the active session.        

The mSCTP may be used as an alternative scheme against the handover schemes based on Mobile IP (Mobile IPv4/Mobile IPv6). Differently from the Mobile IP-based handover schemes, which rely on the support of network routers for tunnelling between access routers, the mobile SCTP provides the handover management at the transport layer without help of routers. 

The mSCTP can be used to provide seamless handover for mobile hosts that are moving in to different IP networks. In other words, the mSCTP is targeted for the client-server services, in which the mobile client initiates an SCTP session with the fixed server. For supporting the peer-to-peer services, in which a session is terminated at the mobile host, the mSCTP must be used along with an additional location management scheme such as Mobile IP, Session Initiation Protocol (SIP).
In the NGN environments, the network consists of an IP-based core network and a variety of access networks using heterogeneous access technologies. If each access network use different access technologies and different IP protocol version, network layer handover management may have some problems. If one access network supports IPv4/Mobile IPv4 and the other network supports IPv6/Mobile IPv6, network layer handover management must handle the interconnection between Mobile IPv4 and Mobile IPv6. Although the interconnection between Mobile IPv4 and Mobile IPv6 are studied in IETF, it seems that this job is not easy. But transport layer handover management can solve the problem irrespective of IP protocol version of each access network. Especially, if the IPv6-based NGN networks are used, the characteristic of IPv6 multi-homing and the multi-homing feature of SCTP can be combined. 

I.3.2 
Handover Management using SCTP

The SCTP intrinsically provides the multi-homing feature, in which a mobile node is allowed to simultaneously bind multiple IP addresses to its network interface.  The recent works on the SCTP include the ASCONF extension. The ASCONF extension enables the SCTP to add, delete and change the IP addresses during active SCTP association. 

The SCTP implementation with the ASCONF extension is called the mobile SCTP (mSCTP). The mSCTP can be used for seamless handover while the mobile node is moving into different IP network regions over the session.
Sessions considered in mobile communications can be classified into the following two types: 


a. Session originated from mobile host toward fixed host 


b. Session originated from fixed host toward mobile host 

The mobile sessions in (a) seem to be a natural extension of the client-server model, in which the mobile host originating the session can be viewed as a client, while the counter endpoint will function as a server. On the other hand, the case (b) requires the additional location management functionality for the session originator to find the current location of the mobile host and to keep track of the location changes, which has so far been addressed by MIP.  

The mSCTP, in the present form, is targeted for seamless handover of mobile session associated with the case (a). To support the session type of the case (b), the mSCTP must be used along with an additional location management scheme such as SIP or MIP.

In this section, we consider a mobile client (MC) that initiates an SCTP association with a fixed server (FS). After initiation of an SCTP association, the MC moves from Location A (Access Router A) to Location B (Access Router B), as shown in Figure 1. The figure illustrates an example of the use of mobile SCTP for seamless handover in IPv6 networks. With this figure, we describe the detailed handover procedures in the subsequent sections.

[image: image12.wmf]Access Router A

Access Router B

IPv6 address 2

IPv6 address 3

Fixed Server (FS)

IPv

6 

address 1

Overlap 

Region

Mobile Client (MC)

Internet

Mobile Client (MC)

Access Router A

Access Router B

IPv6 address 2

IPv6 address 3

Fixed Server (FS)

IPv

6 

address 1

Overlap 

Region

Mobile Client (MC)

Internet

Mobile Client (MC)


Figure 9-6: mSCTP for Seamless Handover
1) Session initiation by Mobile Client (MC)

We assume that an MC initiates an SCTP association with an FS. The resulting SCTP association has the set of IPv6 addresses with IPv6 address 2 for MC and IPv6 address 1 for FS. It is also assumed that the MC gets an IPv6 address from Access Router (AR) A, with help of IPv6 stateless address auto-configuration or DHCPv6.
Note in this phase that the FS is in the single homing with IPv6 address 1. The MC is also single homing in the initial state, in which the IPv6 address 2 is set to its primary IPv6 address in the SCTP initiation process.

2) Obtaining an IPv6 address for a new location

Let us assume that the MC moves from AR A to AR B and thus it is now in the overlapping region. In this phase, we also need to assume that the MC can obtain a new IPv6 address 3 from the AR B by using DHCPv6 or IPv6 stateless address auto-configuration.
By SCTP implementations, the newly obtained IPv6 address 3 must be signalled or informed to the SCTP in the transport layer, and then the SCTP will bind the new IPv6 address to its address list managed by the SCTP association.

3) Adding the new IPv6 address to the SCTP association

After obtaining a new IPv6 address, the MC’s SCTP informs MC that it will use a new IPv6 address. This is done by sending SCTP Address Configuration (ASCONF) Chunk to the FS. The MC may receive the responding ASCONF-ACK Chunk from the FS.
The MC is now in the dual homing state. The old IPv6 address (IPv6 address 2) is still used as the primary address, until the new IPv6 address 3 will be set to be “Primary Address” by the MC. Before the primary address is newly set, IPv6 address 3 will be used as a backup path.

4) Changing the primary IPv6 address

While the MC further continues to move toward AR B, it needs to change the new IPv6 address into its primary IP address according at an appropriate rule. Actually, the configuration of a specific rule to trigger this “primary address change” is a challenging issue of the mSCTP.
Examples of the rules for triggering the primary IPv6 address change are described below:

(a)
As soon as a new IPv6 address is detected 

When a new IPv6 address is detected, the MC may trigger the primary IPv6 address change by sending the ASCONF Chunk containing the “Set Primary Address” parameter.
This choice is the simplest way to implement in SCTP. In fact, it is the only scheme to apply for Wireless LAN, since in WLAN the multi-homing is not support in the link layer (i.e., Access Points allow only one wireless channel at a time). 

(b)
By using a threshold for the data loss experienced

This rule can be applied when the SCTP of MC has a pre-configured threshold for data loss. For example, if the number of the lost data chunks is greater than the pre-configured threshold, then it may trigger the primary address change toward the FS. The selection of an appropriate threshold value is for further study, and may depend on implementations and the mobility behaviour considered.
This scheme is preferred in the viewpoint that it can operate without support of the underlying network and link layers. However, it is required that SCTP implementation should be extended so as to handle the threshold scheme.

(c)
By using an explicit indication from the underlying layer 

If the underlying wireless link layer can detect and compare the signal strength of the physical media, and if it can also inform the SCTP about a certain indication (i.e., by using an up-call), then the MC may trigger the primary address change according to such an indication.
This rule is a more preferred choice, if possible, in terms of handover efficiency. It however depends on the capability of the underlying wireless systems.
If once the primary address is changed, the FS will send the incoming data over the new primary IP address, whereas the backup (old) address may be used to recover the lost data chunks.

5) Deleting the old IPv6 address from the SCTP association

As the MC progresses to move toward AR B, if the old IPv6 address gets inactive, the MC must delete it from the address list. The rule for determining if the IPv6 address is inactive may also be implemented by using additional information from the underlying network or physical layer.

6) Repeating the handover procedures
The procedural steps for seamless handover described above will be repeated whenever the MC moves to a new location, until the SCTP association will be released.
I.3.3 
Considerations for mSCTP Handover 

1) Requirement for mSCTP 

The only requirement for providing the seamless handover based on SCTP is that the MC and FS hosts are equipped with the mSCTP implementations, (i.e., SCTP with ASCONF extension.) 

2) Number of IP addresses used by Fixed Server  

In this document, we assume that the FS is in the single homing, i.e. the FS and MC are in a 1-to-2 asymmetric multi-homing configuration. In a certain case, we may need to consider the multi-homed FS. It is noted that there are still many further issues on how to handle the mSCTP handover or which is better in the performance aspect for each of the single-homed and multi-homed FS cases. 

3) Dynamic IP address configuration 

The basic assumption for seamless handover to a new IP subnet region is that the MC is able to obtain a new IP address from the new location. Typically, this will be implemented by using the DHCPv6 or Stateless address auto-configuration in IPv6 networks. 

The handover latency incurred for obtaining the new IP address via DHCPv6 or IPv6 needs to be examined by experiments. The concerned handover latency also includes the delay required for the handover delay between the wireless links. 

4) AAA functionality  

It is envisioned that the deployment of mSCTP will be done along with the appropriate AAA server in the respective access network domains. The AAA server is used to authenticate and the MC in the locations, and also to authorize the new IP address configuration via DHCPv6 and IPv6 stateless configuration. 

5) Link layer support for multi-homing 

To support the multi-homing capability for MC, we need to consider the characteristics of the wireless links such as WLAN and Cellular systems. It is noted that Cellular systems are expected to easily support the link-level multi-homing features, whereas the WLAN system case is for further study. 

The multi-homing feature enables the mSCTP to support seamless handover by simultaneous binding of two different addresses while staying the overlapping region. Time interval for an MC to stay in the overlapping region will give impact on the performance of the handover procedures. 

It is also noted that the handover based on mSCTP depends on the support of the underlying physical and link layers to measure the wireless signal strength. The measured signal strength information can helpfully used for the SCTP to trigger the addition and deletion of IP addresses, and the change of the primary address. The handover performance will depend on such capability in terms of data loss and delay during handover.
_______________






















































	Attention: This is a document submitted to the work of ITU-T and as such is intended for use by the Member States of ITU, by ITU-T Sector Members and Associates, and their respective staff and collaborators in their ITU-related work. It is made publicly available for information purposes but shall not be redistributed without the prior written consent of ITU. Copyright on this document is owned by the author, unless otherwise mentioned. This document is not an ITU-T Recommendation, an ITU publication, or part thereof.


ITU-T\COM-T\COM19\C\17E.DOC

_1181635967.vsd

_1203256414.vsd

_1205671237.vsd

_1203141522.vsd

_1203141801.vsd

_1181635987.vsd

_1181570621.vsd

_1181629563.vsd

_1173788659.vsd

_1181566797.vsd

_1173081525.vsd

