- 6 -

TD 7 (WP 2/2)


	INTERNATIONAL TELECOMMUNICATION UNION
	STUDY GROUP 2

	TELECOMMUNICATION
STANDARDIZATION SECTOR

STUDY PERIOD 2005-2008
	TD 7 (WP 2/2)

	
	English only

Original: English

	Question(s):
	7/2
	Geneva, 15-24 February 2005

	TEMPORARY DOCUMENT

	Source:
	TSB (Originally Rapporteur for former Question 9/2)

	Title:
	Proposed revisions to draft Recommendation E.ipvpn


This text was originally published as Annex 1 to COM 2-D 25 in Study Period 2001-2004

Abstract

This contribution proposes revisions to draft Recommendation E.ipvpn, Traffic Engineering Methods for Network-Based IP Virtual Private Networks.
Introduction and Summary

Attached is a revised version of E.ipvpn, using the text in the Report COM2-R7 produced during the SG2 meeting in January 2001 as the baseline.  Changes have been made with respect to this baseline text: additions are underlined, deletions are stricken through, and Editor’s notes are in italics.  Also, some minor editorial changes have been made without markings.

The purpose of this document is to facilitate further discussion of draft Recommendation E.ipvpn at the 21-25 May 2001 Rapporteur Meeting of Working Party 3/2.

Draft Recommendation E.ipvpn (May 2001 WP 3/2 meeting)

Traffic Engineering Methods for Network-Based IP Virtual Private Networks

1. Scope

This Recommendation describes generic preferred methods for the traffic control and dimensioning of a service provider's network in supporting network-based IP virtual private networks (VPNs).  An objective is to ensure multivendor interoperability of traffic engineering implementations in VPN service provider networks.  This first release is focussed on IP VPNs over MPLS-enabled IP networks.

Recommendations Y.1311 and Y.1311.1 together specify the architecture, service requirements, and various approaches for network-based IP VPNs.  E.ipvpn complements the Y-series Recommendations by presenting a set of traffic engineering methods for designing IP VPNs so that quality of service requirements to customers can be met.

[Editor's note: The scope of traffic engineering as covered in this Recommendation needs to be clarified, e.g., whether or not to include optimal flow assignment, traffic measurements,  etc.]  

2. References

2.1
ITU-T

Y.1311

Network Based IP VPN Service - Generic Framework and Service Requirements

Y.1311.1
Network Based IP VPN over MPLS Architecture

Y.1540

Internet Protocol Data Communication Service -- IP Packet Transfer and Availability Performance Parameters

Y.1541

Internet Protocol Communication Service -- IP Performance Objectives

2.2
ISOC/IETF

RFC 2764
A Framework for IP Based Virtual Private Networks, February 2000

[Editor’s Note: a list of other references is to be provided.]

3. Definitions
[Editor’s Note: a list of terminology is to be provided.]
4. Abbreviations

ATM
Asynchronous Transfer Mode

B-ISDN
Broadband Integrated Services Digital Network

Diffserv
Differentiated Services

IP
Internet Protocol

LSP
Label Switched Path

MPLS
Multi-Protocol Label Switching

PDB
Per Domain Behaviour

QOS
Quality of Service

VPN
Virtual Private Network

5. Introduction

An IP VPN emulates over a carrier-scale IP-based transport network the facilities required to support an IP-based private wide area network.  In network-based VPNs, the operation of a VPN is outsourced to one or more Internet Service Providers, and is implemented on network as opposed to customer-premises equipment.  A VPN can be an enterprise network or a carrier’s carrier network.  The case where a VPN spans multiple provider networks, thereby requiring multi-autonomous system interworking, is for further study. 

The IP VPN service enables customer sites to form groups: to and from which IP access is restricted.  One of the service requirements, that has traffic engineering implications, is that site-to-site performance characteristics may need to be assured.  From the IP VPN service provider’s perspective, multiple VPNs must be supported with efficient sharing of transmission resources and routing equipment, while isolating the performance of different VPNs from one another.  Therefore, a service provider should have the capability to properly dimension its network so that network resources can be configured to allow IP VPN customers to subscribe to various levels of assurance in the quality of service (QOS) among the member sites of an IP VPN.

MPLS borrows some of the capabilities of ATM-based B-ISDN in terms of QOS and resource management, while using the concept of explicit routing to facilitate the mapping of traffic demands onto network topologies.  Thus, MPLS adds new features to the traffic management of an IP-based network.

The first release of this Recommendation is primarily focussed on traffic engineering methods for network-based IP VPNs over MPLS-enabled IP networks.

6. IP VPN Architectures

This section presents only those architectural elements that are significant for traffic engineering purposes.  Alternative approaches and mechanisms for functions such as distributing VPN reachability information or VPN membership determination can be found in the references and are beyond the scope of this Recommendation.

The IP network of a service provider is a shared network infrastructure.  In the MPLS-enabled domain of such a network, a VPN is implemented as a set of label-switched paths (LSPs) connecting the various sites of a customer.  For scalability, especially in an IP core network with high-speed links, an LSP is typically used to carry an aggregate flow of traffic from an ingress router to an egress router.  Furthermore, it is assumed that the internal nodes in the core network are not VPN-aware and do not keep any VPN states.  It is also assumed that an LSP can be used to carry traffic from multiple VPNs.  In this sense, LSPs are not customer-specific.  

Public IP-based networks, currently providing a single-class best-effort service, are in the process of evolving toward MPLS-based networks with multiple classes of service.  Either a single LSP is used to support multiple service classes, or a separate LSP is used for each class.  The first method conserves label space, as fewer LSPs will be needed.  However, the use of class-specific LSPs in the second method is more advantageous from a traffic engineering perspective.  This is because different routes can be engineered for different classes of service.  More importantly, packet classification can be done on entry to an LSP, thereby simplifying QOS scheduling at the intermediate nodes of an LSP.

An LSP can be either statically provisioned or dynamically established, and in each case, with or without resource reservation.  The different types of LSPs are described below.

A statically provisioned LSP with resource reservation is set up by administrative configuration mechanisms.  It can be used to provide guaranteed bandwidth for the traffic from an ingress router to an egress router, or to satisfy some static contract such as service level specification.  Other than using the access link speed, provisioning this type of LSP requires prior knowledge of the expected load between the routers so that the size of the reservation can be determined.  Once set up, such an LSP may be viewed as a logical link for the purposes of admission control.  Care must be taken to size the LSP appropriately: oversizing wastes resources while undersizing will lead to excessive blocking of flow admissions.

Similar considerations as above apply to a dynamically established LSP with a fixed resource reservation.  The difference is that dynamically established LSPs can be set up on-demand in small time scales, with the use of signalling.

A dynamically established LSP with the capability to resize resource reservations can be used to respond to changing traffic demands, e.g., modification of bandwidth assignments among different service classes.  Reservation resizing may also be used to accommodate the arrival and departure of flows.  In this case, if adjustment to the reservation is made for every flow, the amount of signalling overhead that may result can be excessive.  To minimize signalling overhead, heuristics such as reservation threshold crossing, or a coarser granularity for the size of the reservation, may need to be employed so that resizing is done infrequently.

An LSP can also be set up, either statically or dynamically, without resource reservation.  This type of LSP can be used to overcome the problem of imprecise or overly conservative traffic specifications.  In addition to temporal variations in traffic between the different customer sites of a VPN, there are also spatial variations as site-to-site traffic loads are usually difficult to predict.  Therefore, load measurements are relied upon to make admission control decisions.  This may help to minimize the overallocation of resources for the entire duration of a flow request.  As a result, the use of LSPs without resource reservation may allow a higher statistical multiplexing gain since traffic from different sources may share across the LSPs.

7. Classes of Traffic

For providing public IP services, Recommendation Y.1541 defines several different QoS classes to cater for the performance needs for different applications.  A possible association of these classes with IETF Differentiated Services (Diffserv) is also suggested.  For each class with specified objectives in Y.1541 for the user information transfer performance, the objectives are stated in terms of the IP layer performance parameters defined in Recommendation Y.1540.

Within each QoS class, it may be desirable to have further subdivision of the traffic into different priority levels for admission control, Diffserv queueing/scheduling, and protection/restoration, depending on the needs of the applications supported.  This can potentially result in a very large number of slightly different service types, thereby leading to complex solutions with inter-operability problems.  To minimize the effort of traffic engineering, especially in the initial stage of deployment, it is essential to limit the total number of such service types.  Thus, services types with similar requirements should be combined to form one representative type that captures the salient features essential for dimensioning.  Because of this aggregation, the same treatment is provided to all those service types that are encompassed by their representative type.  Furthermore, the most stringent requirement for each QoS parameter must be provided for all the service types that receive the same treatment.  Consequently, both QoS requirements and network operator strategy together influence the dimensioning process.

Unlike circuit-switched telecommunications networks with separate signalling networks, both user and control traffic share the same network resources in IP-based networks.  Hence, in addition to the above QoS classes for user traffic, a separate class should be defined for network control traffic.  This is for traffic generated by routing protocols, network management, and signaling to support service requests.  This class of traffic has the following characteristics:

· must have a very low drop precedence:  e.g., dropped control traffic may cause routing to fail or flap, leading to network instability or even prolonged and widespread network failure,

· a relatively small bandwidth guarantee under normal network conditions: to minimize overhead (control traffic is usually designed to consume a relatively small amount of bandwidth),

· high priority: large user packets on slow links may cause significant delays that will reduce the responsiveness needed by control traffic,

· preemption of all other traffic under overload or failed conditions: to ensure that control traffic gets through with minimal loss and delay. (By preemption, it is meant the ability to remove some resources previously reserved and allocated at the connection level for use by relatively less important traffic, to make room for a new, relatively more important, request; it does not mean packet-level preemption of transmission over a link.)

In general, an LSP can be used to carry the aggregated traffic from several classes.  However, when class-specific LSPs are used, the traffic from a given class is mapped onto one or more LSPs that carry traffic only from that class.  Thus, traffic engineering can be used to complement the Diffserv mechanisms.  In this case, for the purposes of bandwidth allocation to meet given performance objectives, the demands from each QoS class, as well as the control traffic class, are characterized by a set of traffic variables.  [Editor's note: These variables are to be defined in the next version of this document.]
8. Support for QOS

[Editor's note: A brief description of the different classes of service is to be provided.  For example, based on Diffserv, these may include: expedited forwarding (real-time traffic), assured forwarding (elastic traffic) with different priority levels, and best effort (elastic traffic).]

[Editor's note: In this section, it is assumed that LSPs of different types, as described in Section 6, have been established.  Optimal methods for the establishment of LSPs and the assignment of flows to them are for further study.]

Since LSPs are not customer-specific as described in Section 6, to provide isolation of the performance of different VPNs, traffic policing may need to be used on entry to an LSP.

Mechanisms are provided to manage scheduling and resource allocation so that QOS can be met.  To ensure that QOS is maintained for the entire duration of a flow in an LSP, admission control is used to block or admit new flows based on resource availability in the provider network.  There are two general classes of admission control algorithms.  Parametric model-based admission control estimates demands by a priori traffic characterizations (e.g., leaky bucket filter specification).  As this is generally a poor representation of the variability of actual traffic sources, this type of admission control typically relies on conservative provisioning of network resources.

Measurement-based admission control predicts the future demands of the aggregate of existing flows primarily from on-line measurements of their actual usage.  The behavior of a new flow must still be specified by a priori characterization. A new request is accepted only if the network is able to meet the QOS requirements of all existing flows plus the new one.  [Editor's note: This checking may be done link-by-link, given that the new flow is assigned to a particular LSP.  The use of cranback procedure when a flow is denied on an LSP is for further study.]
As measurement-based admission control adapts to actual traffic, it can potentially achieve a higher level of network utilization while providing soft QOS guarantees.  The problems with this approach are that there may be measurement errors, and the impact of recovery time in case of a wrong decision.  Judicious choice of measurement parameter values, such as the lengths of the sampling interval S and the update interval T, is important for the effectiveness of the method.  Thus, there is more sensitivity to bursts for small S, and traffic becomes more smooth for large S.  Also, the method is more adaptive to traffic load changes for small T, more stability in load prediction but a higher risk of missing short congestion episodes for large T.
9. GOS Parameters and Target Values

xxx

10. Traffic Engineering Methods

The following two service models are considered: (1) point-to-point model, (2) point-to-cloud model.

The point-to-point IP VPN service model emulates the private line or frame relay service.  This model requires specific bandwidth be allocated on paths between source-destination pairs of endpoints of the VPN.  Thus, traffic is controlled at each ingress interface of the network, with each flow having a fixed destination.

In the point-to-cloud service model, a VPN customer specifies a set of endpoints to be connected with some endpoint-to-endpoint performance requirements.  Thus, traffic and QOS requirements are based on the traffic exchanged between a VPN customer site and the network.

[Edditor’s note: Traffic engineering methods for these two models are to be provided.]
11. History

This is the first issue of Recommendation E.ipvpn.
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