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Abstract 


The IPTV Packet Loss Issue report is a technical report that explores a range of potential solutions and makes recommendations 
regarding their applicability for an IPTV service. 
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1 INTRODUCTION 
1.1 Sources of Packet Loss 
Packet loss can occur due to a number of causes along the path of the IPTV service.  These include: 


♦ Electrical interference in the operator’s network; 
♦ Electrical interference in the home network (e.g., Wireless); 
♦ Packet discard mechanisms in network equipment; and 
♦ Consumer Electronics (CE) network equipment response to transient commercial power 


events. 
 
Common layer 2 protocols, such as Ethernet, enforce a packet discard if there is a discrepancy in the 
Frame Check Sequence.  This behavior essentially magnifies a single bit error into a packet loss 
event.  
 
Other protocols (such as ATM) provide a mechanism to forward the errored packets allowing the 
terminal equipment to attempt some error recovery.   
 
Packet discard may also occur due to transient buffer overloads in network equipment.  The buffer 
occupancy is to some extent controllable by the operator given adequate information about the 
traffic characteristics. There may be disadvantages to attempting to manage potential for buffer 
overload events, such as capital inefficiency, from running at low link and node utilizations. 
Furthermore, even in networks with low average utilization there can be wide variations in the 
instantaneous traffic load over both short and long periods of time. Thus it can be expected that 
such transient congestion events can be observed even in well-engineered networks.  Such congestion 
losses should not be confused with persistent congestion that will occur if a link is permanently 
oversubscribed.  It shall be assumed that a service provider needs to adequately engineer for the 
services provided on their network, so that such persistent congestions should not occur and thus 
not require further consideration in this document. 
 
Video can be encoded in an open loop with a fixed quantization scale resulting in Variable Bit Rate 
(VBR) traffic with relatively constant quality, or encoded at a relatively constant bit rate with variable 
quality [Lakshman]. Current commercial digitized video packet formats have been optimized for 
dedicated transmission channels (e.g., satellite wavelengths) by various adaptation mechanisms to 
shape the traffic to a relatively constant rate.  Buffer overloads are not expected to be a significant 
issue with constant rate streams. In order to adequately dimension buffers for the statistical 
multiplexing of VBR video streams, the traffic statistics of the VBR streams need to be well- 
characterized. While statistical multiplexing gains may not be significant on a per subscriber interface 
(with < ~10 video streams), they may be significant for aggregated network interfaces (e.g., GbE 
with <~100 video streams).  VBR video traffic characterization is also important to correctly 







provision policy enforcement functions (e.g., leaky bucket traffic filters). The characterization of the 
video stream traffic is relatively complex [Seeling].  Standard traffic models for VBR video and the 
extra consideration as it pertains to source of packet loss are for further study. 
 
CE devices on commercial power are subject to the transients, surges, and brownouts of commercial 
power and the power switching events within the home. Conceptually, several IPTV Terminal 
Function (ITF) devices (e.g., residential gateway, set-top box, TV set) in the IPTV service are subject 
to this commercial power environment.  This equipment may have different responses to transient 
power events that can result in either bit error events (that Ethernet behavior then magnifies to 
packet loss) or device restarts (that impact throughput for some period of time effectively leading to 
packet loss).  
 
Such interference may be particularly severe for CE devices on commercial power where transients, 
surges, and brownouts of commercial power and the power switching events within the home can 
be expected to be common. Particularly the effect of Repetitive Electrical Impulse Noise (REIN) on 
DSL systems is well known and in-home wireless networks may be severely affected by 
noise/interference. 
 
ATIS-0800002, Architecture Requirements identifies that the architecture should withstand normal 
network operational defects. An example of a normal operational defect is the gaps in the data 
stream that may remain after various fault protection mechanisms operate. 
 
1.2 Duration of Packet Loss Events 
It would be desirable to have a common agreement concerning the maximum burst of packet loss 
that the IPTV services must withstand.  There are several different perspectives that may help to 
determine this duration. These include consideration of: 


♦ The resilience of the application protocols (such as MPEG);  
♦ The characterization of the noise environments in particular locations; 
♦ Protocol, behavior, and characteristics; and 
♦ Network architectures and operations (e.g., fault protection). 


 
1.3 Network Architectures & Operations 
The fault protection mechanisms of typical IP networks may operate at different layers and on 
different timescales. Note that these mechanisms are typically associated with point-to-point 
connections and maturity, and performance of these mechanisms for Multicast distribution of an 
IPTV service is currently unknown. The fault protection mechanism and timescales include: 


♦ Physical layer link protection (e.g., SONET) that typically operates in timescales of ~50ms; 
♦ IP Layer protection mechanisms (e.g., MPLS Fast Reroute) that typically operate in 


timescales of several hundred milliseconds; and 
♦ IP layer routing mechanisms also apply but these typically occur over longer timescales 


(seconds to tens of seconds). 
 
The IPTV service is not expected to withstand service gaps of the duration associated with IP layer 
rerouting. Table 1 illustrates the number of 1500byte packets that will be lost at various nominal 
transmission rates for service loss events of the durations specified. The main observation is that 
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significant numbers of packets may be lost for high bit rate IPTV services (e.g., High Definition 
TV). 
 
 
 


 10ms 50ms 100ms 500ms 


1Mbps 1 4 8 42 


5Mbps 4 21 42 208 


10Mbps 8 42 83 417 


 
Table 1:  Number of Packets Lost Per Duration of Loss 


 
Detailed operational error event profiles are network specific.  ANSI/TIA 921 provides some 
guidance on the expected error performance for different categories of network. 
 


Network Profile Description Random Packet Loss Max Sequential Packet 
loss 


Profile A Well Managed  IP Network 
with constrained routing 
and path distance 


<0.05% Only during link failure 


Profile B Partially Managed IP 
Network with less 
constrained routing and 
path distance 


<2% Burst <200ms, 
Occurs every 1000 sec. 


Profile C Unmanaged IP network 
(Internet) with any available 
route and path distance 


<20% Burst <10,000ms 
Occurs every 10 sec. 


 
Table 2:  Operational Error Event per Network Profile 


 
While the IPTV services are not being designed for use in a general internet environment (Profile 
C), the IPTV services should operate without significant consumer perceptible defects. 
 
1.3.1 Multicast Considerations 
Most of the preceding considerations are based on unicast services. In view of the emphasis in 
ATIS-0800003, Architecture Roadmap, on the Linear/Broadcast TV service, it is appropriate to 
consider the expected network and operations performance from multicast services.  
 
The MBone is a global multicast network based on IP multicast. [Yajnik1996] identified that there is 
significant correlation between packet loss in the MBone amongst the receiving sites, with ~70% of 
transmitted packets not received by at least one site and ~30% of transmitted packets not received 
by at least two sites. It was also observed that burst loss was a significant issue. [Handley1997] also 
reported similar results.    
 
Where individual metrics are appropriate for unicast services, with multicast services there are 
multiple receivers for a given transmission. Hence the reported statistics would be more 
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appropriately considered as distributions rather than point values. [Mosko] provides some analytic 
tools to help in this area.  
 
 
1.3.2 Network Architecture Context for Packet Loss Considerations 
The selection of appropriate packet loss mitigation mechanisms will depend in part on the network 
context. There are a number of aspects of the network context that are relevant for consideration of 
the appropriate packet loss mitigation mechanism: 


♦ IPTV services are expected to encompass a variety of data transfer modes (unicast, multicast, 
swarmcast) for different elements of the services.  Specific packet loss techniques may be 
more optimal for particular data transfer modes. 


♦ IPTV services are expected to be distributing content over a wide area. Wide area service 
distribution implies the content traversing a variety of nodes (SHE, VHO, VSO) between 
content acquisition and delivery to the consumer’s ITF device, where the content may be 
modified -- e.g., for advertising insertion. A single error correction mechanism is not 
necessarily contiguous over the end-to-end path.  


♦ The geographic distribution of IPTV services also implies a geographic distribution of 
packet loss events. For IPTV services based on unicast data transfer, the location of the 
packet loss events may not be relevant; for multicast or swarmcast data transfer, the location 
of the packet loss event may have an impact on the packet loss mitigation mechanism.  


♦ Some IPTV services (e.g., Linear/Broadcast TV) are simultaneously distributed to many 
consumers. Such a service design must consider situations where many consumers are 
impacted by the same packet loss event. The packet loss mitigation mechanisms used for 
such service must scale with the number of consumer’s ITF devices. For a national scale 
IPTV service, the number of simultaneously supported devices could be in the millions.  


♦ The IPTV services traverse the logical domains of the service provider, network provider, 
and consumer. The different scopes of control and interests of these entities may lead to 
emphasis on different mechanisms. For example, the service provider may be more 
interested in application layer error mitigation mechanisms, and the network provider may 
be more interested in link layer protection mechanisms.  


♦ Particular packet loss mitigation mechanisms will have their individual strengths and 
weaknesses, and expected range of performance in the context of a specific application. 
Some mechanisms may be best combined with other functions -- e.g., video layer post 
processing for error concealment may be expected to benefit from a close association with 
the video decode functions.  


♦ The IPTV service traffic will need to share link capacity with other traffic types that may 
have different error tolerances -- e.g., best effort internet. A variety of link technologies (e.g., 
xDSL, various wireless technologies) have a range of adjustable link specific error control 
mechanisms. These link specific mechanisms are expected to be adjusted to economically 
support the aggregate traffic error control requirements and cannot be assumed to be 
adjusted to IPTV specific limits.  
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2 IMPACT OF PACKET LOSS 
The most common adaptation of MPEG Transport Stream Packets for IP carriage is the placement 
of 7 transport stream packets in a single UDP packet (see Figure 1).  The goal is to put as many 
transport stream packets as possible in a single Ethernet frame without exceeding the default 
ethernet MTU size of 1500 bytes.  This minimizes the amount of overhead while ensuring that all 
Ethernet devices will be capable of passing the frames without special consideration. 


 


Ethernet Frame = 1,364 Bytes or 10,912 bits


IP Packet=1,356 Bytes or 10,848 bits


MPEG TS
ISO/IEC 13818-1MPEG TS


ISO/IEC 13818-1MPEG TS
ISO/IEC 13818-1MPEG TS


ISO/IEC 13818-1MPEG TS
ISO/IEC 13818-1MPEG TS


ISO/IEC 13818-1IEEE 802.3
14 octets


MPEG TS
ISO/IEC 13818-1


IETF 0791
(IP) 20 octets


IETF 0768
(UDP) 8 octets


IEEE 802.3
(FCS) 4 octets


Payload = 7 x 188 Bytes = 1,316 Bytes or 10,528 bits


IETF 1889
(RTP) 12 octets


 
Figure 1: Carriage of MPEG Transport Streams In Ethernet Frames 


 
As shown in Figure 1 this results in 10,528 bits of MPEG information being carried in each 
Ethernet frame (this is true regardless of whether the adaptation includes RTP or not).  RFC2250 
provides a mapping for MPEG Transport Streams into RTP packets.    
 
 A single bit error would result in the discard of the entire Ethernet frame. While the MPEG TS 
structures may be synchronized to the IP frame, the MPEG image frames are not synchronized to 
IP packets, and so in general, an MPEG image frame must be assumed to cross multiple IP packets.  
If the lost packet includes the MPEG image frame header information, that entire image frame may 
be lost. 
 
The impact of packet loss the terminal is dependent on is the information carried in that packet. IP 
Packets may carry a variety of traffic related to the IPTV service including: 


♦ Signaling and control; and 
♦ Video Bearer traffic -- e.g., MPEG information. 


  
The MPEG Video information is structured in terms of I-frames, P-frames, and B-frames, where I-
frames are logically complete, but P- and B-frames are interpolated between successive image 
frames.  The MPEG decoder may have some options for error concealment, but in the worst case, 
the loss of a packet may results in the loss of the image until the next complete I-frame is received. 
The MPEG image frames (I, P, or B) contain timestamps – e.g., the Program Clock Reference 
(PCR).  
 
The rate at which I-frames are sent is controllable, and impacts resiliency to packet loss, bandwidth, 
and delay.  Each I-frame can be rendered independently of all previous frames, thus enabling the 
receiver to recover from the effect of any previous packet loss.   However, I-frames are larger than 
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P- frames and B-frames and thus, use more bandwidth.  Sending I-frames at a faster rate therefore 
improves the time to recover from a packet loss and decreases the delay from when a receiver joins 
an ongoing stream and when it can start rendering that stream at the expense of additional 
bandwidth. This tradeoff between error resilience and bandwidth is a subject for further study in this 
report.  
 
Video can be encoded for scalability with multiple layers. MPEG video can also be encoded in fixed 
length (188 byte Transport Streams) and variable length (Program Streams) frame structures. A 
common packetization approach for dedicated transmission channels packs multiple MPEG-2 TS 
PDUs in a single IP packet.  When doing this, the Transport Streams (TS) PDUs do not provide any 
inherent separation between the logical structures of the MPEG stream and the IP packet, so loss of 
a single IP packet may impact TS corresponding to multiple MPEG frames or control. Improved 
packetization structures to minimize the impact of IP packet loss are a potential area for future 
study. 
 
Other types of streaming (for example H.264, AVC, or VC1) directly encapsulated in RTP, rather 
than within an MPEG-2 Transport Streams, are also within scope, and thus the impact of packet 
loss on them is also a potential area for further study.  
 
The impact of packet loss on MPEG Audio information is also an area of concern since the IPTV 
services are expected to include audio, either as a component of an IPTV content stream or as the 
main element -- e.g., Music on Demand service. The impact of packet loss on streaming audio has 
been considered for other services (for example, with internet telephony see [Jiang 2002]); however, 
given the differences in user expectation for the services and the codecs used, etc., it is not clear 
whether those studies are directly applicable for entertainment audio steams.  The impact of packet 
loss on combinations of related streams (e.g., video and audio combined as a single display to the 
end user) is a subject that should be of concern for the development of Quality of Experience 
(QoE) metrics. Such metrics are beyond the scope of this report.    
 
The impact of the loss of signaling and control information is also potentially problematic. While 
some signaling and control information may be periodically refreshed (e.g., program guide tables), 
the impact will really depend on the specific control information lost. This is in many ways more of 
a system design or protocol design robustness issue that a loss of control information. For example, 
the design of the encryption and key exchange mechanisms should be sufficiently robust since 
packet loss events are ultimately recoverable.  
 
DSL Forum Working Text WT-126 defines Triple Play Services Quality of Experience (QoE) Requirements. 
To allow general applicability, PLR guidelines similar to the requirements in WT-126 are presented 
here as plots with variables. These show PLR as a function of bit rate and time between uncorrected 
loss events in Figure 2 for isolated packet loss events, and in Figure 3 for typical DSL burst loss 
events. These figures assume that each IP packet carries 7 MPEG data packets, each 188 bytes long. 
The plots implicitly assume that error statistics are stationary and time invariant. 
 
It should be noted that IPTV quality requirements may often be stated as a “maximum” of 1 error 
event per time period – for example DVB’s requirement of a maximum of 1 visible artifact in an 
hour. This is different from the average time between events used in the plots present here. For 
example, if losses are independent and random then an average time between losses of 4 hours 
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implies that the “maximum one loss in a hour” target will be broken roughly once per day -- i.e., two 
errors are seen within the same hour roughly once per day. Equally, an average time between loss of 
half an hour means that there will very often be more than one loss in any given half hour period. 
 


Packet Loss Ratio (PLR)  for Isolated Loss Events 


1.0E-08


1.0E-07


1.0E-06
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Bit Rate (Mbps)
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1 1/2 Hours between loss events


4 Hours between loss events


 
Figure 2: The PLR, After All Error Correction, Required to Meet Average Time Between Loss 


Events Of ½, 1½, And 4 Hours Assuming Isolated Lost Packets  


 


Packet Loss Ratio (PLR)  for 8 Millisecond Loss Events 
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Figure 3: The PLR, After All Error Correction, Required to Meet Average Time Between Loss 


Events Of ½, 1½, And 4 Hours Assuming Each Event Is An Uncorrectable DSL Error That Loses 8 
Milliseconds Of Contiguous Data 
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3 OPTIONS FOR REDUCING IMPACT OF PACKET LOSS  


3.1 Retransmission options 
One approach is to recover from packet loss is the use of retransmission (ARQ) protocols. A 
number of techniques may be applied to react to packet loss based on some form of feedback from 
receiver(s) to sender. Generally, the target node sends messages to the source node that report 
packet status. The messages are often acknowledgements.  There are a few variants of 
retransmission approaches, but the common thread to all feedback-based techniques is the 
exploitation of the fact that that an IP network is interactive rather than broadcast (one-way). 
 
3.1.1 TCP Retransmission/Congestion Control 
One well-known technique in the case of unicast transmissions is the Transmission Control 
Protocol (TCP), where the target node “client” acknowledges each internet packet. An advantage of 
this protocol is that the subsequent retransmissions correct the packet loss. Since the protocol sends 
acknowledgements, the technique is adaptive. The etiquette of the protocol is to reduce the packet 
transmission rate until acknowledgements indicate the absence of packet loss. The assumption 
behind this approach is that packet loss is due to congestion, which can be mitigated by reducing the 
sending rate. The degree of retransmissions scales with the degree of packet loss.  
 
Given the TCP reliability mechanism against lost packets (retransmission) is coupled with a 
congestion control mechanism (reduce sending rate dramatically when there are lost packets), it 
works quite well for the delivery of smaller amounts of data under loose time/delay constraints.   
Some believe this may not be appropriate for broadcast-grade video delivered over IP, where a 
relatively steady high-rate stream, which is not significantly reduced by congestion control, is 
important to ensure a continual high quality video play-out for the duration of a viewing.   
 
TCP also defines an option for selective acknowledgements. This technique emulates rate control, 
which is advantageous for media streams, and reduces the acknowledgement message traffic, 
however support for this option is not pervasive.  
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RFC Date Status Title Abstract 


2018 10-96 S Transmission Control 
Protocol Selective 
Acknowledgment 


Options 


This document describes a Selective Acknowledgment (SACK) 
mechanism. The target sends back SACK packets to the source 
that describe the data that has been received. The source can then 
retransmit only the missing data segments. 


3042 01-01 S Enhancing Transmission 
Control Protocol's Loss 
Recovery Using Limited 


Transmit 


This document proposes a mechanism to recover lost segments 
when a connection's congestion window is small, or when 
multiple segments are lost in a single transmission window.  The 
algorithm sends data segment in response to each of the first two 
duplicate acknowledgments using the fast retransmit algorithm. 
The mechanism can be used both in conjunction with, and in the 
absence of, the selective acknowledgments. 


3517 04-03  A Conservative Selective 
Acknowledgment (SACK) 
Loss Recovery Algorithm 
for Transmission Control 
Protocol 


 


This document presents a conservative algorithm for the selective 
acknowledgment (SACK) option.  The algorithm presented in this 
document conforms to congestion control specification (RFC 
2581) but allows efficient retransmission when multiple segments 
are lost. 


 
Legend: E = Experimental 
              I = Informational 
              S = Proposed Standard 


 Table 3: TCP Retransmission/Congestion Control Applicable References 


Another retransmission technique applicable to multicast transmissions has been studied in the 
context of reliable multicast bulk data transfer (i.e., file transfer) within the IETF RMT working 
group. The applicable references are: 
 


RFC Date Status Title Abstract 


2887 08-00 I The Reliable Multicast 
Design Space for Bulk 


Data Transfer 


This document provides an overview of the design space (file 
delivery) and application constraints. 


3048 01-01 I Reliable Multicast 
Transport Building 


Blocks for One-to-Many 
Bulk-Data Transfer 


This document describes a framework for the standardization of 
bulk-data reliable multicast transport. 


3269 04-02 I Author Guidelines for 
RMT Building Blocks 


and Protocol 
Instantiation Documents


This document provides general guidelines to assist the authors 
of Reliable Multicast Transport (RMT) building block and 
protocol instantiation definitions. 


3940 11-04 E NACK-Oriented 
Reliable Multicast 
Protocol (NORM) 


This document describes the messages and procedures of the 
negative acknowledgment (NACK) Oriented Reliable Multicast 
(NORM) protocol. 


3941 11-04 E NACK-Oriented 
Reliable Multicast 
(NORM) Building 


Blocks 


This document discusses the creation of negative 
acknowledgment (NACK) oriented reliable multicast (NORM) 
protocols. 


 
Legend: E = Experimental 
              I = Informational 
              S = Proposed Standard 


Table 4: Reliable Multicast Transport (RMT) 
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The references describe a technique, known as NACK-Oriented Reliable Multicast Protocol 
(NORM), for reliable delivery of files over multicast based on negative acknowledgements. In 
contrast to unicast Automatic Repeat reQuest (ARQ) approaches such as TCP, the NORM protocol 
is based on multicast delivery of data packets and negative acknowledgements, making it less 
verbose in that it does not require acknowledgements of each packet.  While there is considerable 
interest in the technique, adoption of negative acknowledgements is less pervasive than full 
acknowledgements of the TCP.   
 
The scope/focus of the IETF RMT work, however, is file transport rather than stream transport. 
While it is plausible that multicast stream transport would benefit from negative acknowledgement 
techniques, the scenario that motivated the above references was file transport. 
 
 
3.1.2 RTP Retransmissions 
RTP retransmission is another packet loss recovery technique for real-time applications. 
Retransmitted RTP packets are sent in a separate stream from the original RTP stream.  Like TCP 
retransmissions, it is assumed that feedback from receivers to senders is available, but RTP/UDP 
does not mandate that congestion control reduce the packet transmission rate, making it potentially 
more appropriate for broadcast grade Video. 
 
The companion protocol to the Real Time Protocol (RTP), the Real Time Control Protocol (RTCP) 
does not acknowledge single internet packets, but does report statistics on packet loss. The source 
node can evaluate the statistics to decide if adaptation is appropriate.  Recently, an extension to the 
RTCP for the Audio-visual Profile (AVP) enables receivers to statistically provide, more immediate 
feedback to senders, allowing for efficient feedback-based repair mechanisms (e.g., retransmission) 
to be implemented.   


More specifically, the RTP Retransmission-related specifications from the IETF uses a simple system 
in which clients request retransmission of specific lost packets by sending negative acknowledgements 
(RTCP NACK) to a feedback target/retransmission source over the RTCP flow of the RTP session. A 
receiver can use a single NACK packet to request transmission for one or multiple lost packets.   


To allow for the RTCP feedback target to be the same or different than the original multicast RTP 
stream source, draft-ietf-avt-rtcpssm specifies how the NACK RTCP packets are correlated to the 
multicast sender for a particular RTP stream.  Then the retransmission source responds with a 
retransmission of the missing packets, over IP unicast or alternatively via IP multicast, as follows: 
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RFC Date Status Title Abstract 


3550 07-03 S Real Time Protocol: A 
Transport Protocol for 
Real-Time Applications 


The Real Time Protocol provides end-to-end network 
transport functions suitable for applications transmitting 
real-time data, such as audio, video or simulation data, 
over multicast or unicast network services. 


3556 07-03 S Session Description 
Protocol (SDP) 


Bandwidth Modifiers for 
RTP Control Protocol 


This document defines an extension to the Session 
Description Protocol (SDP) to specify two additional 
modifiers for the bandwidth attribute.  These modifiers 
describe the bandwidth allowed for Real Time Control 
Protocol (RTCP) packets in a Real-time Transport 
Protocol (RTP) session. 


3605 10-03 S Real Time Control 
Protocol (RTCP) 


Attribute in Session 
Description Protocol 


(SDP) 


When the session crosses a network address translation 
device that also uses port mapping, the ordering of 
ports can be destroyed by the translation.  To handle 
this, the document proposes an extension attribute to 
SDP. 


3611 11-03 S Real Time Protocol 
Control Protocol 
Extended Reports (RTCP 
XR) 
 


This document defines the Extended Report (XR) 
packet type for the Real Time Control Protocol (RTCP) 
and defines how the use of XR packets can be signaled 
by an application if it employs the Session Description 
Protocol (SDP). 


RFC 
Editor 
Que 


8-04 S draft-ietf-avt-rtcp-
feedback-11.txt  


This document defines an extension to the Audio-visual 
Profile (AVP) that enables receivers to provide, 
statistically, more immediate feedback to the senders 
and thus allow for short-term adaptation and efficient 
feedback-based repair mechanisms to be implemented. 


RFC 
Editor 
Que 


9-05 S draft-ietf-avt-rtp-
retransmission-                  
J. Rey/Panasonic  
   12.txt 


This document describes an RTP payload format for 
performing retransmissions.   


RFC 
Editor 
Que 


3-06 S draft-ietf-avt-rtcpssm-
11.txt 


Extension that specifies how unicast NACK RTCP 
packets are correlated to the multicast sender for a 
particular RTP stream. 


 
Legend: E = Experimental 
              I = Informational 
              S = Proposed Standard 


 
Table 5: References for RTP and RTCP 


3.1.3 RMT or RTCP/RTP: Correlated Packet Loss Events & Retransmissions 
The feedback pattern in RMT- or RTCP/RTP- based feedback can suggest the nature of the packet 
loss, and thus dictate the tactics used to recover/repair.   For correlated packet loss events (e.g., 
many packet loss events close to the same point of a multicast tree), there would be multiple 
retransmission requests sent toward the server from multiple clients.   Thus, the retransmitted 
packets may be sent on a multicast instead of just on a unicast basis only, with different impacts on 
the distribution (in both space and time) of the retransmission, and related scalability and bandwidth 
requirements.  
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3.1.4 Forward Error Control/Interleave options 
There are at least two basic types of different FEC that can be applied to IPTV: physical layer FEC 
(generally used to provide error-correction of individual bits/symbols) and application layer FEC –
(generally used to provide erasure recovery of entire IP packets). 
 
3.1.5 Physical layer FEC 
3.1.5.1 DTV 
As a point of comparison, the ATSC standards for terrestrial DTV incorporate a Reed-Solomon 
FEC scheme with interleaving (refer A/54A, section 9.2.11). This scheme is intended to correct for 
error busts of less than 193 microseconds in duration.  
 
3.1.5.2 Satellite 
As another point of comparison, Satellite broadcast of MPEG also provides for an FEC/Interleave 
arrangement. This scheme is intended to correct for error bursts of comparable size to cable 
networks.  
 
3.1.5.3 xDSL 
DSL access networks also incorporate FEC/Interleave schemes as part of the DSL modem 
functionality. These schemes depend on the specific DSL variant, and in some cases, the depth 
of interleave may be adjusted (within a range) by the network service provider.  
 
To improve DSL reach under stationary noise conditions, DSL makes use of Trellis codes (TC) 
and Reed-Solomon (RS) codes. Coding corrects isolated bit/byte errors; however, they have the 
effect of leaving error events consisting of a small burst of bit errors. 
 
Impulsive noise destroys a sequence of consecutive bits much longer than a Trellis Code or RS 
Code is able to correct. To correct against bursts of bit errors, interleaving is used in 
combination with RS coding.  Interleaving disburses a burst of bit errors into multiple code 
words such that the errors per codeword are few enough that they can be effectively corrected.  
However, interleaving has the effect of spreading an uncorrectable burst of errors over a period 
which could be several msec. 
 
In practice, two operational modes are commonly used: fast mode, which does not use 
interleaving and introduces little delay, but is prone to impulse noise; and interleaved mode 
which can correct almost all impulse noise events at the expense of additional interleaving 
delay. 
 
The FEC interleave schemes can only correct error bursts of duration less than their interleave 
depth. The interleave depth imposes a delay on the transmission of the packets.   
 
 
3.1.6 Application Layer/Transport FEC 
Forward Error Correction (FEC) at the Application/Transport layers generally refers to packet 
erasure correction techniques. In these techniques, an amount of data is sent which is in total 
greater than the stream to be communicated, with the property that the stream can be 
reconstructed from any sufficiently large subset of the transmitted data. The stream is thus 
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resilient to a certain amount of loss (at most the difference between the transmitted and the 
original data size). 
 
In general, for streaming applications, there are considerable advantages in using systematic FEC 
codes, in which the original packets of the stream source packets are sent accompanied by a 
certain overhead of “repair” packets. The repair packets can be used to recover source packets 
which have been lost between sender and receiver. 
 
Many possible application/transport FEC schemes for streaming media exist which could be 
applied to IPTV. The following are some of the erasure correction schemes for streaming media 
that have been standardized elsewhere: 
 


♦ IETF RFC2733  
o This defines a simple mechanism for applying short block parity codes to RTP 


streams. The scheme is limited by the small number of packets that can be 
protected as a block (24 packets). This RFC has not been widely implemented 
and will likely soon be obsolete by an update which provides slightly longer 
blocks (48 packets) and the possibility to apply unequal protection to different 
parts of each packet. 


♦ 3GPP TS26.346 Multimedia Broadcast/Multicast: Protocols and Codecs  
o This standard defines a generic framework for application of FEC to media 


streams. The framework is not specific to RTP and operates just above the UDP 
layer. This framework could be used with many FEC codes, however 3GPP 
specify and require support of a single specific code (the Digital Fountain Raptor 
code). 


♦ ETSI EN301 192 Digital Video Broadcasting: DVB Specification for Data Broadcasting 
o This defines how a link layer erasure code is intended to be used with the DVB-


H system for transmission to mobile terminals. This FEC scheme operates below 
the IP layer and is completely independent of applications and is based on a 
large Reed-Solomon erasure code. 


 
The IETF has recently initiated a new working group fecframe to standardize a framework for 
application of FEC to media streams; this is along similar lines defined by 3GPP (Multimedia 
Broadcast/Multicast Service for 3G cellular networks). The framework will not specify a 
particular FEC code but will use an approach similar to that adopted by the IETF RMT working 
group which standardized protocols for reliable file delivery over IP multicast (which, 
incidentally, may also be of interest to the IIF for multicast download -- e.g., content, service 
guides, interactive applications, or software. References for the relevant IETF RMT documents 
are included below. The RMT group defined an FEC Building Block which described how the 
specification of protocols, which use FEC, could be separated from specification of the FEC 
codes themselves. This results in a set of plug & play specifications which can be combined 
according to the needs of a given application. This approach allows the most powerful FEC 
codes to be used for streaming solutions as opposed to RFC 2733, which provides a flexible 
framework that applies to any type of streaming format (e.g., MPEG, MPEG-4, H.264 AVC, 
VC1, H.263) and also provides  FEC protection to bundles of related streams (e.g., both audio 
and video). 
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Finally, DVB has recently completed an evaluation of FEC codes for IPTV applications within 
the IPI working group. As a result of this activity, DVB is progressing an FEC specification for 
IPTV based on a layered approach with a base layer consisting of a simply parity (XOR) code 
taken from SMPTE-2002-1 and an enhancement layer based on the Raptor code as used in the 
3GPP specification mentioned above. 
 


RFC Date Status Title Abstract 


2887 08-00 I The Reliable Multicast 
Design Space for Bulk 


Data Transfer 


This document provides an overview of the design 
space and application constraints. 


3048 01-01 I Reliable Multicast 
Transport Building 
Blocks for One-to-
Many Bulk-Data 


Transfer 


This document describes a framework for the 
standardization of bulk-data reliable multicast 
transport. 


3269 04-02 I Author Guidelines for 
RMT Building Blocks 


and Protocol 
Instantiation 
Documents 


This document provides general guidelines to assist 
the authors of Reliable Multicast Transport (RMT) 
building block and protocol instantiation 
definitions. 


3450 12-02 E Asynchronous 
Layered Coding 


Protocol Instantiation 


This document describes the Asynchronous 
Layered Coding (ALC) protocol, a massively 
scalable reliable content delivery protocol. 


3451 12-02 E Layered Coding 
Transport (LCT) 
Building Block 


Layered Coding Transport (LCT) provides 
transport level support for reliable content delivery 
and stream delivery protocols.  The transport is 
specifically designed to support protocols using IP 
multicast, but also provides support to protocols 
that use unicast. 


3452 12-02 E Forward Error 
Correction Building 


Block 


This document describes how to use Forward Error 
Correction (FEC) codes to efficiently provide 
and/or augment reliability for data transport. 


3453 12-02 I The Use of Forward 
Error Correction in 
Reliable Multicast 


This memo describes the use of Forward Error 
Correction (FEC) codes to efficiently provide one-
to-many reliable data transport. Different classes of 
FEC codes and some of their basic properties are 
described.  


3695 02-04 E Compact Forward 
Error Correction 
(FEC) Schemes 


This document introduces some Forward Error 
Correction (FEC) schemes with a more compact 
FEC payload.  The schemes can deliver blocks of an 
object of indeterminate length. 


3926 10-04 E FLUTE - File Delivery 
over Unidirectional 


Transport 


This document defines a protocol for the 
unidirectional delivery of files that is suited to 
multicast networks.  The specification builds on 
Asynchronous Layered Coding, the base protocol 
for massively scalable multicast. 


 
Table 6: IETF RMT and FECFRAME RFC status (current as of the writing of this report) 
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3.1.7 Packet Loss Concealment and Error Concealment Methods 
There is a third class of techniques to mitigate the effects of packet loss and bit errors on 
television viewers. Packet Loss Concealment (PLC) and Error Concealment (EC) methods do 
not attempt to completely restore the original video frame information or audio waveform. 
Instead, these methods attempt to minimize the effect of lost or corrupted video/audio 
information by replacing it with an estimated version of the original, and thereby reduce the 
total perceived degradation events whenever the concealment method is successful. The 
fraction of degradation events that can be successfully concealed is a function of the extent of 
degradation, the specific information that was corrupted, and the complexity of the 
concealment methods employed. Concealment methods span a wide range of complexities, 
beginning with simple replacement with previous information, all the way to more elaborate 
estimation schemes that may be aided by special re-synchronization markers in the bit stream 
and decoders that can work backward to isolate the corrupted information and minimize the 
degradation that must be concealed. 
 
PLC methods are an important feature in Voice over IP system design, and continue to be a 
critical aspect of successful deployments.  Video PLC and EC have been topics of active research 
for many years. The worst concealment strategy is to do nothing and submit a corrupted media 
stream to the decoder, because the associated distortion is usually perceptible and sometimes 
objectionable.  
 
A key point is that PLC/EC methods can be deployed concurrently with Retransmission 
methods or FEC methods.  Therefore, a low complexity PLC/EC method can and should be 
deployed in the IPTV Architecture (primarily the Set-Top Box) to minimize the visible/audible 
distortion when other methods fail. 
 
The ATSC provides some discussion of the use of MPEG layer processing for error concealment 
purposes in the MPEG-2 based DTV scheme (refer A/54A section 9.5.4). These techniques are 
based on temporal and/or spatial interpolation of missing I-frames. Motion compensation 
information is not included by default in MPEG-2 I-frames, but syntax extensions have been 
developed for this purpose.  
 
Many MPEG-2 processing functions should be applicable to packets missing from an MPEG-4 
video stream, since MPEG-4 part 2 and MPEG-4 part 10/AVC/H.264 both use the same I,P,B-
frame distinction as MPEG2. Also, MPEG-4 part 10/AVC/H.264 specify additional features that 
are useful in reducing the impact of errors or packet loss on the bit stream. 
 
 


4  COMPARATIVE TRADEOFFS, PROS & CONS, TEST RESULTS 
4.1 Introduction 
For the analysis of packet loss protection mechanisms, it is fairly common to start from a simple 
(unicast) model of a client requesting content from a server.  This model may well apply for 
some scenarios, but is not necessarily sufficient for the range of IPTV services under 
consideration. In particular, it should be noted that multicast distribution mechanisms are 
under consideration and error control in such environments may impact the scaling of the 


15 







service.   It should also be noted that the video data stream may also be cached and potentially 
modified at various points between the location where the content is acquired (e.g., a Super 
Head End) and the home network end device that ultimately is responsible for delivering a 
contiguous result to the user’s display. Error control mechanisms should therefore be 
considered in relation to specific locations within the service distribution architecture. It may be 
that a single mechanism is not sufficient for the end-to-end service architecture. 
 


5  RETRANSMISSION VERSUS FORWARD ERROR CORRECTION 
The first observation is that the areas of applicability of retransmission techniques (e.g., TCP or 
other techniques) and FEC techniques are different. The area of applicability of the 
retransmission techniques is restricted to cases in which a bidirectional network connection is 
available between server and client. Retransmissions exploit the fact that the target node can 
report packet loss to the source node. The area of applicability of forward error correction also 
includes broadcast, where it is impossible to report packet loss. In the case of broadcast 
networks, just forward error correction is feasible. In the case of interactive networks, both 
techniques are feasible. 
 
The second observation is that the techniques are not exclusive. The media stream might be 
transported using a reliable transport protocol based on retransmissions (for example, using 
negative acknowledgements,) and additionally a forward error correction stream might also be 
provided. In this approach, the target node negative acknowledges only when the forward error 
correction fails to recover at the packet.  
 
The two techniques both introduce latency relative to the simple RTP-UDP-IP stack. In the case 
of retransmission-based approaches, the delay is at least the time required to send an 
acknowledgement and receive the replacement packet. In cases where acknowledgements may 
also be lost, the delay also includes the time required to detect that an acknowledgement has 
been lost, to retransmit the acknowledgement and receive the response. In practice, playout of 
the media must be delayed by the maximum expected such delay, otherwise playout will need 
to be paused when such events occur. In the case of the FEC-based approaches, the delay at the 
receiver is at least the longest time between sending of any FEC packet and the earliest source 
packet that it protects. The receipt of subsequent packets is then predictable.  
 
The two techniques consume more bandwidth than the simple RTP:UDP:IP stack. In the case of 
retransmission-based approaches, the extra bandwidth is for the acknowledgements and 
retransmissions. The acknowledgement bandwidth consumption is a function of the amount of 
packet loss and the number of clients. Since the packet size for the acknowledgements is small, 
the acknowledgement bandwidth consumption from a single client is modest. When 
retransmissions are sent via multicast, the retransmission bandwidth consumption is a function 
of the amount of packet loss across all clients. When retransmissions are sent via unicast, the 
retransmission bandwidth is a function of the amount of packet loss to each client and the 
number of clients. In the case of the FEC-based approaches, the bandwidth consumption 
depends on the degree of error resilience provided, but is constant independent of the 
experienced packet loss and number of clients.  
 


16 







The two techniques differ in adaptation tactics. In the case of retransmission-based approaches, 
the source node detects the presence of packet loss as soon as a negative acknowledgement is 
received, or when the absence of a positive acknowledgement is detected, and can determine 
the level of the packet loss from the ACK or NACK patterns. In the case of the FEC-based 
approaches, then whether the source node can detect the presence of packet loss depends on 
whether any feedback is provided from clients to server – for example, through the use of 
RTCP, which reports packet receipt experience. In concept the source node could then change 
the degree of Forward Error Correction. 
 
The two techniques both have implications as to whether and where in the network to cache 
media streams. In the case of the  retransmission-based approaches, it is may be necessary to 
cache the media stream near the access network in order , to reduce the chain of nodes through 
which acknowledgements flow and avoid overloading central servers with retransmission 
requests. This reduces the round trip time between source and client at the cost of embedding 
application layer functionality near the access network. FEC-based approaches do not require 
network caching of content at the edge of the network.  
 
5.1 Other Comparative Discussion 
Simple implementations of physical layer FEC affect all data in a link and impact all services 
that use that physical link.  For example, if the DSL FEC interleave were adjusted to impose a 
10ms Interleave depth, that 10ms of delay would be additive for all services crossing that DSL 
link. A 10 ms additional delay would have a detrimental impact to both VoIP services (see 
[Wright]) and TCP throughput. These considerations are especially important to consider in an 
overall analysis, as in most cases triple-play services are the goal, and providing a solution that 
helps one service but negatively impacts another service is not desirable.  For example, for web-
browsing and gaming services, the most important criteria is to minimize the delay for many 
small data exchanges, and in this case low latency is much more important than low packet loss, 
whereas for IPTV services the opposite priorities hold. 
 
More contemporary implementations of physical layer FEC use current DSL technologies that 
support dual latency paths, including ADSL (ITU-T G.992.1), ADSL2 (ITU-T G.992.3), ADSL2+ 
(ITU-T G.992.5), and VDSL2 (ITU-T G.993.2). Dual latency provides two logical data paths 
across the physical channel; one path with high interleaving delay which allows low error rates 
(“interleaved”), and one path with low interleaving delay (“fast path”) that often has higher 
error rates. Fast path may be used for delay-sensitive applications such as voice, and the 
interleaved path may be used for error-sensitive applications such as IPTV. VDSL2 also has an 
optional mechanism to dynamically change the interleaver depth to minimize impact on video 
delivery when voice channels are switched on or off.  
 
A system-wide analysis on the right balance between application layer FEC and physical layer 
FEC and operating points is an item for further study.  For example, the effect of changes in the 
xDSL noise margin could be investigated. 
  
Physical layer FEC and application layer FEC are not independent, and these dependencies 
need to be accounted for when calculating overall output error rates.  Impulsive noise is short 
duration (tens of microseconds) bursts of high-power noise. Impulse noise is mitigated in ADSL 
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and VDSL by using interleaved FEC codes, which require a sufficiently long interleaved code 
length to correct relatively long bursts of errors caused by impulse noise. For ADSL/2/2+ and 
VDSL2, strong impulse noise will usually wipe out an entire  250 microsecond DMT symbol, or 
sometimes even a small number of multiple consecutive DMT symbols. The INP value is the 
number of consecutive DMT symbols which can be reliably corrected. INP increases as delay 
increases and as coding redundancy increases. ADSL has INP = 1, this can be extended to 
INP=2 for ADSL2+, and to as high as INP=16 for VDSL2.” 
 
Transmission delay may have an impact on service quality for live broadcast and interactive 
services. The additional delay may impact other metrics of service quality metrics such as 
channel change times.  The FEC scheme also introduces additional overhead for error 
correction. This additional overhead requires additional bandwidth which may be problematic 
in some service scenarios.  
 


6 RECOMMENDATION(S) 
Given the WAN scale of IPTV services, the number of logical entities involved, and the 
potential geographic distribution of packet loss events, the variety of link technologies, and the 
sharing of those links with other traffic types, it is expected that link layer specific error control 
mechanisms alone will not be sufficient to ensure acceptable user perceptible performance. It is 
therefore recommended that the IPTV services also utilize one or more application layer error 
control mechanisms as appropriate for the specific service instance.  
 
Annexes 2 and 3 provide some simple quantitative analysis of the bandwidth, latency and 
infrastructure implications for retransmission and FEC-based application layer error control. 
Based on these analyses, both retransmissions and Application Layer FEC are applicable in 
certain network scenarios of interest for IPTV.  The implication is that the ATIS IPTV 
architecture shall accommodate both techniques.   
 
6.1  Recommended on Goal/Requirements from Carriers 
As shown in Table 2, in section 1.2, the worst case sequential packet loss burst length occurs 
during link failure with IP layer protection mechanisms [Profile A].  In this case, it is 
recommended that the IPTV architecture must be able to withstand packet loss bursts up to 
250ms in duration.  
 
6.2    Recommendation to Compliment Retransmission or FEC Methods with 
PLC/EC Methods 
A key point made in Section 3.1.5 is that PLC/EC methods can be deployed concurrently with 
Retransmission methods or FEC methods.  Therefore, a low complexity PLC/EC method can 
and should be deployed in the IPTV Architecture (primarily the Set-Top Box or ITF) to 
minimize the visible/audible distortion when other methods fail. 
 
6.3 Recommendation on Application Layer FEC Code Selection 
A detailed evaluation of FEC codes proposed for IPTV applications has been carried out by the 
Digital Video Broadcasting project in their IP Infrastructure working group. As noted in Section 
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3.1.5 their conclusion is to define a new FEC code specifically for IPTV based on a hybrid of a 
simple XOR parity code taken from SMPTE-2002-1 and the Raptor code. It is recommended that 
ATIS IIF consider adopting this DVB-specified code, when complete, for appropriate IPTV 
usage. 
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Annex A  


 
Models for DSL Link Packet Loss 


A.1 INTRODUCTION 
Once a link is set up and communicating successfully, packets are lost primarily either because 
of network congestion, or because of transmission errors. Transmission loss models are 
presented for uncorrectable errors from impulse noise on an ADSL/2/2+ or VDSL2 line. This 
work was previously presented to the DSL Forum [1]. 


A. 2 TRANSMISSION ERRORS: ADSL2+ AND VDSL2 
Copper access links are known to occasionally experience uncorrectable burst errors from 
impulse noise. Impulse noise is short duration (tens of microseconds) bursts of high-power 
noise, often caused by transients on nearby powerlines. For Internet access, TCP/IP retransmits 
correct impulse noise errors, but video service may not have such capability. Random errors 
introduced by stationary noise are usually correctable on metallic lines, and optical lines usually 
have a very low error rate, so these are ignored and only impulse noise is considered here. 
 
Impulse noise is mitigated in ADSL, ADSL2, ADSL2+, VDSL, and VDSL2 by using interleaved, 
Reed-Solomon (RS), forward error correction (FEC) codes. These codes correct the bit errors 
after they occur, and must be sufficiently long to correct relatively long bursts of errors caused 
by impulse noise. Reed-Solomon codes also enhance performance with crosstalk and 
background noise by a few dB. For ADSL/2/2+ and VDSL2, error-causing impulse noise will 
usually wipe out an entire 250 microsecond DMT symbol, or multiple consecutive DMT 
symbols. The INP value is the number of consecutive DMT symbols which can be reliably 
corrected. INP increases as delay increases and as coding redundancy increases. ADSL, ADSL2, 
and ADSL2+, originally only had INP = 1, but this has been extended to INP = 2 as an option for 
ADSL2+. VDSL2 supports INP as high as 16. 
 
The RS code block length is n bytes, the number of data bytes it carries is k, and the number of 
byte errors it can correct is t = (n - k)/2. Typically n = 255, and t = 8. Interleaving is used to 
extend the amount of correctable errors in a burst, with interleaving depth D, a burst error of 
length D*t bytes may be corrected. Relations between coding and interleaving parameters for 
DSL are described in reference [2], and some specific values are in Table 7. Typically the 
resulting delay is no greater than 8 milliseconds, which is about equal to the length of an entire 
interleaved and coded block. Uncorrectable errors generally result in this entire 8 milliseconds 
of data being lost, although many of the bits may still be correct. 
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 ADSL, 
INP = 1 


ADSL2+, 
INP = 2 


Number of correctable DMT symbol errors, 
INP 


1 2 


Total bytes per RS codeword, N 255 79 
Correctable Byte Errors per RS codeword, T 8 5 
Data bytes per codeword, K 239 69 
Net data rate (Mbps) 7.5 24 
Line data rate (Mbps) 8.0 27.48 
Interleaver depth, D 32 352 
Delay (Bytes) 7874 27378 
Delay (millisec) 7.87 7.97 
Span (millisec) 8.16 8.10 
Correctable error burst length (bytes) 256 1760 
Correctable error burst length (microsec) 256 512 
# Codewords per DMT symbol = 1/S 1 11 


Table 7: Some Representative Impulse Noise Error-Correction Parameters for DSL 


 
Models for the length of burst errors caused by impulse noise impulse noise have been 
presented [1][4][5]. A received impulse can cause an error if it is above roughly 1 to 5 milliVolts 
on a line without much excess SNR margin. It was found that the maximum magnitude of an 
impulse on a copper loop is closely modeled by the following hyperbolic distribution. The 
probability that the maximum magnitude of an impulse, H, is greater than h, given that it is 
above some positive threshold, T is: 
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The error burst length B is the time that the impulse is above a certain error-causing threshold, 
T. The following model for burst error lengths caused by impulses was found to be reasonably 
accurate: 
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Models were found using measured impulse noise data with T = Tj =0.947 milliVolts and = 33.6 
microseconds [1]. ADSL, ADSL2, ADSL2+, VDSL, and VDSL2 use discrete multi-tone (DMT) 
modulation and typically transmit a distinct DMT symbol once every 250 microseconds (4 kHz 
rate). If impulse noise causes an uncorrectable error, then typically one entire DMT symbol is 
lost, but occasionally two or sometimes even three DMT symbols may be lost. Looking at 
equation (1), it is seen that = 31.8 is much less than 250 microseconds. So, a good approximation 
for the conditional distribution is that:  
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And, the probability that a burst error length is between N and N DMT symbols, given that it is 
at least length N is:  
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This approximation is shown to be reasonably accurate in Table 8, which also shows great 
inaccuracy in a naïve geometric model such as that used in the Gilbert model of the previous 
section. 
 


Burst error length in 
Number 250 


microsecond DMT 
symbols 


Exact Hyperbolic 
model probability (1) 


Approximate 
Hyperbolic 


probability (2) 


Geometric 
model 


1 0.719 0.750 0.719 
2 0.151 0.139 0.202 
3 0.055 0.049 0.145 
4 0.026 0.023 0.104 


Table 8: DSL Burst Error Length Models 


 
The model estimates that 1.3% of impulses with maximum magnitude greater than 0.947 
milliVolts are at least as long as a 250 microsecond DMT symbol. This agrees with 
measurements [5] reporting that impulses longer than 200 microseconds occurred 1% to 3% of 
the time. 
 
Assuming the burst length model in equation (1), the number of DMT symbols that are wiped 
out by an impulse is estimated. Many variables affect the probability that the DMT symbol is in 
error: loop length, bit rate, impulse energy spectrum, etc. Reference [4] related these all to the 
energy in the impulse. Here, it is assumed that, only the length of the impulse determines how 
many DMT symbols are errored, assuming that at least one DMT symbol is errored.  
 
The length of a DMT symbol is 250 microseconds. It is assumed that a DMT symbol is errored if 
and only if at least 50 microseconds of the impulse occur in the symbol. So, the minimum 
impulse burst length to make two DMT symbols errored is 100 microseconds, and only if 
exactly 50 microseconds of this impulse are in each DMT symbol are they both errored. Given 
that there is an error causing impulse, its arrival time is assumed to be uniformly distributed in 
a DMT symbol. The length of an impulse is modeled as in equation (1), and the arrival time is 
assumed uniformly distributed in a DMT symbol time.  Arrival time and burst length are 
assumed to be independent, so the joint probability density is the product of the two densities. 
The conditional probability of a burst length given that it is greater than 50 microseconds is 
found, and this multiplied by the uniform probability that the burst overlaps more than 50 
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microseconds with each number of DMT symbols, and these are summed for all possible burst 
lengths. The results are shown in Table 9. 
 


#  Errored DMT Symbols, 
N 


Pr(# errored DMT Symbols = 
N | at least one error) 


1 0.848 
2 0.123 
3 0.017 
4 0.006 
5 0.003 


Table 9: Conditional Probability Estimate Of The Number Of Errored DMT Symbols Assuming That 
There Is At Least One Errored DMT Symbol, Before Error Correction 


 
The model is approximate; it represents the aggregate performance of many lines and not that 
of any individual line. It shows that in about 85% of error cases 1 DMT symbol is errored, in 
about 12% of error cases 2 DMT symbols are errored, and in about 3% of error cases 3 or more 
DMT symbols are errored. Recall that only about 2% of impulses cause any errors in the first 
place, on a line with little excess SNR margin. The arrival rate of impulses with maximum 
magnitude of 3 milliVolts or greater was approximated as one every 15 seconds [4], using 
measurements on several lines. So, with INP=1 DMT symbol protected from errors the 
uncorrectable error rate is roughly one every 1.4 hours, and with INP=2 DMT symbols 
protected from errors the uncorrectable error rate is roughly one every 7 hours. However, 
shorter loops often have fewer or no errors. Overall, increasing INP from 1 to 2 decreases the 
uncorrectable impulse noise error rate by about a factor of 5. 
 
The impulses measured here on bare copper lines here may be of shorter duration than some 
additional impulse mechanisms. Intermittent bad connectors on many CPE may generally be 
interpreted as impulse noise when the line starts "jittering."  This can cause the same effects as 
slightly bad splice, looking like an impulse periodically due to minute gyrations of the line with 
temperature, atmospheric pressure, etc. Also, POTS transients such as ring trip may leak 
through a splitter, causing long duration impulse errors. These may call for more frequent use 
of higher values of INP. More extensive field data on impulse burst lengths could be used to 
help hone the mathematical model here. 
 
If there is an unrecoverable error, then an entire interleaved block is assumed lost; typically 
about eight milliseconds of data.  
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Annex B 


 
 FEC Bandwidth Requirements 


This Annex provides (primarily by reference) a detailed description of how FEC can be applied 
for IPTV. It also provides results based on this description showing FEC bandwidth 
requirements and latency trade-offs for certain use-cases 


B.1 FORWARD ERROR CORRECTION 
One approach to Forward Error Correction for streaming multimedia services is described in 
detail 3GPP Technical Specification 26.346. In this approach, packets are grouped into source 
blocks, each block representing a specific period of time within the stream, known as a protection 
period. FEC protection is applied independently to each source block, so that the packets sent 
within each protection period consist of the original source packet plus additional FEC repair 
packets. This is illustrated in the Figure 4 below: 
 


 
Figure 4:  A Generic FEC Approach for Streaming 


 
The protection period is the minimum amount of buffering needed at the receiver for FEC 
purposes. Unless additional channel change acceleration methods are used, the protection 
period adds to the channel change time and thus it is important to minimize this time. On the 
other hand, the greater the buffering period, then the lower the overhead required to achieve 
reliability. 
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B.1.1 FEC BANDWIDTH REQUIREMENTS 
B.1.2 Short Burst Losses 
The following graphs illustrate the FEC overhead required to achieve a target quality of a mean 
time between loss events of 4 hours in the presence of burst losses of 8ms. 
 
“Loss event” in this context is defined as a case in which the FEC code is unable to correct the 
lost packets in a block. In the first set of simulations, the frequency of burst losses is such that 
the packet loss rate before FEC is approximately 5 x 10-3. This may be considered an absolute 
worst case loss rate, so FEC protection at the levels shown in this graph would be sufficient for 
any DSL line that might be considered as suitable for IPTV services. In practice, not all lines 
require FEC protection at this level and so layered sending of FEC may be considered – in this 
approach FEC data is sent on two or more multicast groups, and receivers join additional 
groups if additional protection is required. The overheads shown in Figures 4 and 5 below give 
the total bandwidth of all such multicast FEC layers.  
 
In a second set of simulations, the frequency of burst losses is such that the packet loss rate 
before FEC is approximately 1 x 10-4. These show the bandwidth that would be required for an 
FEC layer used by lines with lower loss rates. 
 
8ms burst losses may be caused by electrical impulse noise on a DSL line: if the bit errors caused 
by an electrical impulse can be corrected by the physical layer, then no packet loss will result, 
but if they cannot then the bit errors are distributed over the interleaving period, causing an 
effective burst outage. In some common DSL configurations, this interleaving period is around 
8ms. 
 
Two FEC codes were simulated: 


♦ An “Ideal” code, which has the property that if a source block contains k packets then 
receipt of any k packets, with any mix of source packets and repair packets for the block, 
allows recovery of the block. 


♦ The Raptor code as specified in 3GPP TS 26.346 
 
Simulations were performed for a 2Mbit/s (i.e. SD) stream and a 6 Mbit/s (i.e., HD) stream with 
simulated time duration of 128 hours. 
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Figure 5: FEC Overhead Requirement for 2Mbit/S Stream In Presence Of 8ms Burst Losses And 
Overall Packet Loss Rate 5 X 10-3


 


 
Figure 6: FEC Overhead Requirement for 2Mbit/S Stream In Presence Of 8ms Burst Losses And 


Overall Packet Loss Rate 1 X 10-4
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Figure 7: FEC Overhead Requirement For 6Mbit/S Stream In Presence Of 8ms Burst Losses And 


Overall Packet Loss Rate 5 X 10-3 


 


 
Figure 8: FEC Overhead Requirement for 6Mbit/S Stream In Presence Of 8ms Burst Losses And 


Overall Packet Loss Rate 1 X 10-4 
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B.1.3 Longer Burst Losses 
 
FEC may also be used to correct longer burst losses such as those caused by protection 
switching events. The minimum overhead required to recover from such losses is given by the 
following formula: 
 


)1(
protection


burst


T
T


Overhead −=  


 
Where: 


Tburst  is the duration of the burst outage 
Tprotection  is the protection period 


 
In practice, a slightly higher overhead than this may be required because FEC protection is 
provided in the form of whole packets only and/or the FEC code itself has some additional 
inherent overhead. These factors can be calculated and the graphs below show the FEC 
overhead required to correct burst losses of 250ms, 200ms, and 50ms on the assumption that 
these are isolated events. 


 


 
Figure 9: FEC Overhead Requirement for 2Mbit/S Stream In Presence Of 250ms Burst Losses  
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Figure 10: FEC Overhead Requirement for 6Mbit/S Stream In Presence Of 250ms Burst Losses  


 
 


 
Figure 11: FEC Overhead Requirement for 2Mbit/S Stream in Presence Of 50ms Burst Losses  
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Figure 12: FEC Overhead Requirement for 6Mbit/S Stream in Presence Of 50ms Burst Losses 


 


 
Figure 13: FEC Overhead Requirement for 2Mbit/S Stream in Presence Of 200ms Burst Losses  
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Figure 14: FEC Overhead Requirement for 6Mbit/S Stream in Presence of 200ms Burst Losses 


 
 


B.1.4 Network Performance Requirements 
 
The simulations provided above illustrate the bandwidth requirements on a network with 
relatively high packet loss rates (for a managed network). On highly engineered networks, 
packet loss rates could be expected to be somewhat lower and burst outages may be bounded 
well below the 250ms considered above. FEC approaches can be used at both extremes of 
network performance. The end systems costs are the same at both extremes, the only difference 
being the bandwidth required. When considering FEC and networking approaches, the costs of 
this additional bandwidth should be carefully traded off against the alternative of the higher 
network engineering costs associated with achieving lower end-to-end packet loss rates. 
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Annex C 


 
 Retransmissions and Multicast 


C.1 INTRODUCTION 


This document provides an analysis of the latency and bandwidth used for real time 
retransmission in concealing errors in an access network. The following assumptions were 
made in the analysis in this document. 


Assumption 1:      Worst case packet loss ratio considered in the analysis == 5*10-3.  


When considering packet loss ratio, the analysis should also consider a 
distribution of loss ratios across subscribers in which the worst case is a 
percentage of the total.  


In order for all subscribers to experience the same worst case Packet Loss 
Ratio, one must assume that the links aggregating many subscribers are in 
extremely bad shape or the access cable plant is universally in bad shape for 
uncorrelated events or that correlated events will impact all the subscribers 
served by a retransmission server.  While one may find a network that meets 
that description (e.g., heavy use of wireless links/access), a large portion of 
the market uses optical core/aggregation and PON or DSL access and, as 
such, is the scenario that should be centrally considered. 
 
Aggregation links, which are typically optical, are engineered to have a low 
BER (typically 10-12 or better), including uplinks on DSLAMs or other access 
concentrators.  For or optical access (e.g. PON), packet losses will be 
generally low and random.  For DSL access, generally the DSLAMs are being 
deployed deeper and deeper in the access (shorter loops) to allow bit rates 
high enough for a competitive video service.   
 
For correlated events, packet loss could be due to a noise source that affects 
many or all of the DSL lines in a binder group or cable.  A binder group has 
25 pairs serving about 10 to 12 homes.  A worse-case may be a protection 
switching event or a lightning strike that causes packet loss to everyone in a 
serving area.  A serving area may be a few hundred homes or perhaps 1000 
IPTV subscribers at most. Using real world typical deployments as a guide.   
An natural or manual (bringing a node down) network outage is the notable 
exception, but is presumed to be only at the heart of the 250 msec burst loss 
number used in the analysis (not in shorter 8 msec burst loss number), which 
is a challenge for both retransmission and FEC mechanisms. 
 
Also, it is not likely that the worst case packet loss ratio of 5*10-3 is caused 
strictly by impairments on the DSL line, since a DSL modem will to retrain 


34 







when the BER during operation exceeds 10**-7 (WT-126 states that 10**-7 is 
worst case).  A BER of 10**-7 has a resulting packet loss ratio of 1*10**-3.  So, 
it should be noted that to obtain five times worse than that, a 5*10-3 PLR, 
then one assumes this is likely because of a poor DSL line combined with an 
impaired home network that the ITF is attached to, or some other unusual 
noise event. 
 
Furthermore, especially as DSLAMs are being deployed deeper and deeper 
in the access to allow for higher bit rates, the shorter loops will allow service 
providers to tune the retraining for a better PLR by increasing the noise 
margin. 


Because of the above considerations, this document considers a distribution 
of PLR across subscribers. The worst case distribution used in the bandwidth 
section of this analysis is a scenario where *all* subscribers are impacted with 
the worst case PLR. The document also considers a different distribution in 
which PLR is distributed between 5*10-03 and 10-04 across subscribers.  


Since there are a number of factors that may cause packet loss in the access 
infrastructure and since these factors are fairly random in nature, we use a 
normal distribution to represent the probability distribution of PLR across 
subscribers. In a normal distribution, the distribution mean is the average 
value of all samples in the distribution. The bandwidth calculations plot 
bandwidth across all values of the PLR mean from 5*10-3, as the worst case, 
on down to 1*10-4. 


Assumption 2:  Mean time between loss events post repair (after FEC/retransmission) should 
be 4 hours or more. 


Assumption 3:      Burst losses in analysis are at lengths of 8 msec and 250 msec. 


Assumption 4:      The video stream rates to be considered in the analysis are 2 Mbps and 6 
Mbps. This leads to the following loss characteristics: 


♦ A 2 Mbps stream results in 1 packet transmitted every 5.5 msec (182 
packets per second,) while a 6 Mbps stream results in 1 packet being 
transmitted every 1.8 msec (556 packets per second).  


♦ An 8 msec burst loss event results in 2 or 3 packets being dropped in a 2 
Mbps stream and 5 packets being dropped in a 6 Mbps stream. 


♦ A 250 msec burst loss results in 46 packets being dropped in a 2 Mbps 
stream and 139 packets being dropped in a 6 Mbps stream. 


Assumption 5:      The burst loss characteristics described in #4 above results in the following 
packet loss rates post repair (after FEC/retransmission): 
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♦ 2 Mbps or 6 Mbps, 8 msec loss == 7.6*10-7  


♦ 2 Mbps or 6 Mbps, 250 msec loss == 1.7*10-5 


Assumption 6:  For real time retransmission, repair packets sent by the retransmission source 
can be burst into the bandwidth allocated for the Internet Access service on 
the access link. The latency/buffering analysis will show the 
latency/buffering requirements for different burst rates based on different 
amounts of bandwidth allocated for an Internet access service on the access 
link. 


The analysis does assume a minimum of 1 Mbps available for the Internet 
Access service when all other services (voice, video) are at their maximum 
guaranteed rate. Assuming that the bandwidth allocated to the voice service 
is negligible compared to that for video, then the minimum amount of 
bandwidth of a DSL based access loop would be 2 Mbps + 1 Mbps = 3 Mbps 
for a triple play service that allocates 2 Mbps for the video service and 6 
Mbps + 1 Mbps = 7 Mbps for a triple play service that allocates 6 Mbps for 
the video service. To provide a worst case assessment of jitter, we also 
assume a lower speed up link on the DSL line. We assume 1 Mbps and 3 
Mbps up links for the 3 Mbps and 7 Mbps link speeds. 


The affect of IPTV retransmission traffic on other services using the Internet 
Access portion of the user’s bandwidth must be considered. Bursts of IPTV 
retransmission traffic will cause additional delay/packet loss for those 
services, triggering transport layer back-off and thereby significantly 
degrading the service. 


For example, if the user is using the remaining bandwidth for a progressive 
download of a video using HTTP, or interacting with other users through a 
real-time interactive game, then this will reduce the available bandwidth for 
the Internet Access Service.  Furthermore, a requirement of the 
retransmission approach is that retransmission traffic must be in a separate 
service class from both the IPTV main stream and the Internet Access traffic, 
to ensure the IPTV service itself is not degraded by the retransmission burst 
and to ensure the retransmission burst is not affected by Internet Access 
traffic. Availability of suitable forwarding classes and per hop behaviors in 
the Access Network and Home Network is therefore essential. 


C.2 RETRANSMISSION APPROACH FOR MULTICAST 


The IETF has been working on a set of specifications that form the basis for performing real 
time retransmission based in the Real Time Transport (RTP) protocol.  See section 3a of WT-009 
for more detail about the IETF specifications. 
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C.2.1 Centralized versus Distributed Retransmission 
One of the requirements of real time retransmission is that the round trip packet latency 
between the retransmission source and the retransmission receiver be as small as possible. With 
RTP based retransmission, a retransmission receiver may detect packet loss by detecting a gap 
in the RTP sequence number space. Once a lost packet is detected, a receiver will send a request 
to the retransmission source using a unicast retransmission request. The retransmission source 
then sends the missing packet(s) to the receiver(s) in one or more unicast or multicast repair 
packets. The retransmitted packet must reach the receiver before that packet’s playout time. 
Buffering at the client is used to delay the playout time for enough to make up for the round 
trip delay. To minimize buffering at the client, it is best to locate the retransmission source close 
to the retransmission receiver. In this analysis, we assume the retransmission source is located 
in either a POP or a central office. 
 
Another property of real time retransmission is that the load on the retransmission source as 
well as the retransmission bandwidth required increases linearly with the number of 
retransmission receivers served by that source. Because of this, the number of retransmission 
receivers served by a retransmission source should be minimized. Section 3.3 provides an 
analysis on the average and worst case latency associated with a retransmission server based on 
a work flow model. 
 
Lastly, since retransmissions are typically unicast from the retransmission source to the 
receiver, the amount of bandwidth used for retransmissions scales linearly with the number of 
subscribers served. To minimize the amount of bandwidth used for retransmissions, the 
retransmission source should be located topologically close to the receivers. 
 
The above requirements mean that in order for real time retransmission to scale, the 
retransmission sources must be distributed. 


C.2.2 Retransmission Server Load/Latency 
A potentially significant amount of latency associated with a real time retransmission algorithm 
is the amount of time it takes for a retransmission server to respond to a negative 
acknowledgement from a client. Standard work flow (queuing theory) analysis can be used to 
model the behavior of a retransmission server to retransmission requests from a population of 
receivers. 
 
The retransmission server can be modeled as a work process serving the retransmission 
requests. Since the retransmission requests may instantaneously exceed the capacity of the 
server, a queue is used to hold the retransmission requests until the server can process them. 
The average and worst case latency associated with this queue can be modeled using queuing 
theory analysis. 
 
The following assumptions are made:  
Assumption 1:   Packets are lost randomly at each client. The result is that distribution of 


retransmission requests is poison. 
Assumption 2:  The amount of time it takes to process retransmission requests is 


exponentially distributed across a mean. This model of processing time is 
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reasonable since a processor based system implemented on a real time 
operating system will have variable interrupt and process latency 
associated with retransmission processing. A case could be made that the 
processing time should be modeled as constant since each packet to be 
retransmitted is the same size. The exponential model provides a wider 
distribution of results and therefore provides a more “worst case” 
analysis. 


Assumption 3: All requests are handled by a single work process on the server. We make 
this assumption to simplify the analysis. 


 
 
The formulas below provide the basis for the analysis. 
 


♦ P{ time spent waiting in the queue <= t } = 1-rho*exp(-(mu-lambda)t), for t>0. 
♦ P{ time spent waiting in the queue = 0 } = 1-rho. 
♦ rho = lambda / mu = utilization = fraction of time the retransmission server is 


busy. 
♦ lambda = average arrival rate of requests (aggregated over all sources) (per 


second). 
♦ 1/mu = average service time of requests (in same time units as lambda, i.e., in 


seconds). 
♦ exp(t) = e^t where e is the base of the natural logarithm. 


  
Based on the requirements of section 0, we assume an average packet loss rate of 5*10-3. For the 
worst case analysis we assume that the average loss rate to each client is 5*10-3, which for a 2 
Mbps client translates into an average of 0.91 packets lost per second, and for a 6 Mbps client 
translates into an average of 2.78 packets lost per second. For the analysis, this means that 
lambda2 = (0.91) * (number of clients) for a population of 2 Mbps clients and lambda6 = (2.78) * 
(number of clients) for a population of 6 Mbps clients. 
 
Also from section 1, we look at a normal distribution of loss across subscribers in which the 
mean of the distribution varies from 5*10-3 to 10-4. Each value of the mean is multiplied by the 
packet transmission rates for a 2 Mbps (182 pps) and 6 Mbps (556 PPS) stream to come up with 
the number of lost packets per second. 
 
To obtain the average service time at the retransmission server, we can take a guess at the 
number of CPU cycles required to service a retransmission request/the speed of the processor. 
We can consider interrupt/process switching overhead as part of this CPU cycle budget since 
variation in interrupt. Process switching will be taken into account through the exponential 
model used for processing time. To provide a complete budget, we can also add the 
serialization delay on the output port. If we assume 300,000 CPU cycles to process a single 
retransmission request and a 3 Ghz processor, the amount of time it would take to process a 
single retransmission request would be 0.1 msec. The serialization delay on a 1 GigE output port 
would add .01 msec, which is an insignificant amount of the processing budget. 
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Now let’s consider the average load (rho) and the resulting latency for a population of 
retransmission clients considering the worst case assumption that each client will experience a 
5*10-3 PLR. Each 2 Mbps client will generate 0.91 retransmission requests per second on average, 
and each 6 Mbps client will generate 2.78 retransmission requests per second on average. Each 
retransmission request will be serviced in .0001 second. To generate an average 50% load on the 
retransmission server, a total of .5/(0.91 * .0001) or approximately 5,500 clients would be needed 
for 2 Mbps clients, and a total of .5/(2.78 * .0001) or approximately 1,800 clients would be 
needed for 6 Mbps clients.  For these assumptions of worst case network conditions support a 
population of 10 million 6 Mbps clients would take approximately 5,000 retransmission servers. 
 
Figure 15 shows a range of scalability numbers based on a normal distribution of loss across 
subscribers in which the mean of the distribution varies from 5*10-3 to 10-4. The low end of the 
scale with an average PLR of 5*10-3 across all subscribers shows the same results as shown 
above. The high end of the scale with an average PLR of 1*10-4 shows ~90,000 subscribers per 
retransmission server for 6 Mbps streams and 275,000 subscribers for 2 Mbps streams. The 
average PLR for a typical network will fall between these 2 extremes. 
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Figure 15: Retransmission Server Scalability Based On Average PLR Across Subscriber Base And 


Independent Random Packet Loss 


 
Retransmission servers must be designed for peaks in the traffic load that occur very rarely, in 
order to ensure reliable service. The 99th percentile latency represents an event which in fact 
occurs very often indeed (about four million packets a day for a retransmission server serving 
1,800 users with 6Mbit/s streams). The 99.9999th percentile represents events which occur 
relatively rarely (about four hundred times a day) and thus it is more reasonable to engineer to 
this case than the very common 99th percentile. 
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Based on the number of clients, the 99.9999% service latency can be determined using the 
following formula: 


t999999 = ln ((1-0.999999) / rho) / (lambda - mu) 
 
The assumptions: 


♦ Rho = .5 (50% server utilization). 
♦ Lambda2 = 5500  *.005 * 182 or approximately 5000 retransmission requests per 


second. 
♦ Lambda6 = 1800  *.005 * 556 or approximately 5000 retransmission requests per 


second. 
♦ 1/mu = .0001 second to process 1 retransmission request; mu = 10000. 


 
♦ T999999 = ln ((1-0.999999) / rho) / (lambda - mu) = ln ((1-0.999999) / .5) / (5000 


– 10000) = 2.6 msec. 
 
Based on this analysis we can make a conclusion that as long as loss to the receivers is random, 
a reasonably sized retransmission server can scale to thousands of clients (in this case 5500 
clients at 2 Mbps or 1800 clients at 6 Mbps) and the maximum service latency of a 
retransmission server will still be insignificant (2.6 msec).    


C.2.3 Retransmission Bandwidth 
Since repair packets are typically unicast from a retransmission server, the average bandwidth 
required for retransmission responses from a retransmission server will scale with the number 
of subscribers served by that server. 


C.2.4 Retransmission Server Bandwidth 
The bandwidth required by a retransmission server to serve a population of subscribers can be 
described in terms of a burst rate and burst size as well as an average bandwidth. The 
maximum burst rate is limited by the processing speed of the retransmission server and so is 
not impacted by the number of subscribers served by that server. The average rate is 
determined by the average frequency of repair packets coming from each client. 
 
Peak bandwidth from a retransmission server can be determined simply by taking the size of a 
repair packet (1316 bytes) and dividing by the time it takes the server to process each repair 
packet. In section 3.2, we provided an example processing time in the server of .0001 seconds. 
This results in a maximum peak bandwidth of 1316 * 8/0.0001 = 105 Mbps or 10% of a 1 GigE 
link.  
 
The average rate can simply be determined by taking by maximum expected retransmission 
request rate at the retransmission server and multiplying by the number of byte generated by 
each transmitted packet. From the worst case server load analysis above, the maximum rate of 
retransmission requests expected for a retransmission server designed to serve around 5,500 
clients at 2 Mbps or 1,800 clients at 6 Mbps each with an average loss rate of  (5*10-3) is around 
5000/second. When this is multiplied by the size of a retransmitted packet (1316 bytes), the 
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average rate from the retransmission server is 50 Mbps or 5% of a 1 GigE link. A reasonably 
sized server appliance located in a POP location could easily serve this amount of bandwidth, 
although as noted above the system needs to be engineered for peaks in load, not for the 
average. 
 
While the bandwidth from a retransmission server scales linearly with the number of 
subscribers it serves, it is illustrative to consider the amount of network bandwidth allocated for 
retransmission as a fraction of the bandwidth allocated for other unicast services such as 
Internet Access. For example, given a worst case (5*10-3) PLR across all subscribers, the average 
amount of network bandwidth that must be allocated for retransmissions per subscriber is 
around 10 Kbits/second for a 2 Mbps subscriber and around 30 Kbits/second for a 6 Mbps 
subscriber. To determine the amount of network bandwidth that must be allocated for an 
Internet Access service, we can look at the service rate offered a subscriber/the over 
subscription rate applied by the network. If we assume a minimum 1 Mbps service rate offered 
for Internet Access and a 50 to 1 bandwidth over subscription in the network, the amount of 
network bandwidth that needs to be allocated for each Internet Access subscriber is around 20 
kbps. So, the amount of network bandwidth that must be allocated for retransmissions for 2 
Mbps subscribers is around 50% of the bandwidth that must be minimally allocated for an 
Internet Access service and for 6 Mbps subscribers is around 150% of the bandwidth that must 
be minimally allocated for an Internet Access service. 
Figure 16 shows a range of retransmission bandwidth compared to Internet Access based on a 
normal distribution of loss across subscribers in which the mean of the distribution varies from 
5*10-3 to 10-4. The low end of the scale with an average PLR of 5*10-3 across all subscribers shows 
the same results as shown above. The high end of the scale with an average PLR of 10-4 shows 
3% additional bandwidth for retransmission as compared to a 1 Mbps Internet Access service 
for 6 Mbps streams and 1% for 2 Mbps streams. The average PLR for a typical network will fall 
between these 2 extremes. 
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Figure 16: Relative Retransmission Bandwidth Based on Average PLR Across Subscribers 


 
Since retransmission bandwidth scales linearly with the number of subscribers, it is less efficient 
than FEC in portions of the network where many subscribers are aggregated.  However, since 
the amount of bandwidth allocated to retransmission is quite significant compared to the 
amount of bandwidth allocated for other unicast services such as Internet Access, the cost 
differential of this bandwidth may be viewed as quite significant when compared to the cost of 
bandwidth in a DSL access network. 


C.2.5 Access Link Bandwidth 
Typically, the most bandwidth constrained part of a carriers transport infrastructure is the 
access link between the customer premises and the central office. For a DSL access network, 
each copper loop serves a single customer premises. When the overhead associated with 
retransmission is compared to FEC in this environment, the bandwidth overhead associated 
with FEC for a single broadcast channel may be directly compared to the bandwidth overhead 
for retransmission for a single subscriber. In the case of FEC, the bandwidth overhead is 
constant – the average and peak bandwidth are equal. In the case of retransmissions, the 
average may be very much lower than the peak  
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Retransmission can have significant average bandwidth advantages over FEC in this 
environment. The inherent properties of retransmission that make it more bandwidth-efficient 
in terms of average bandwidth than FEC over a link serving a single subscriber are: 


♦ Retransmission algorithms can be implemented to require no additional overhead above 
the actual lost packets to each individual client in the down stream direction. FEC 
algorithms have no means of determining actual loss pattern, so additional overhead at 
least equal to the worst case loss rate must be allocated in the down stream direction. 


♦ In DSL environments, loss can be caused by factors such as Repetitive Electrical Impulse 
Noise (REIN) which makes loss behaviors unpredictable. The impact of this on a 
retransmission service is FFS.  The impact of this on an FEC repair service has been 
studied in some detail in the DVB IPI group and detailed results for this case are 
included in another Digital Fountain paper (IIF-ARCH-498R2). 


♦ Unlike FEC, the total bandwidth overhead of retransmission algorithms (upstream + 
downstream bandwidth) can decrease slightly as burst length increases, due to 
aggregating multiple NACK requests into a single RTCP packet. 


 
Each of these points is examined in detail below. 
 


C.2.5.1 Down Stream Overhead for Retransmission 
Retransmission algorithms can be implemented to send retransmission requests only when 
packet loss is detected. An example implementation would be a retransmission client that sends 
a retransmission request when it detects a sequence number gap. If we assume that a 
probability of packet reordering is small, then this algorithm will result in packets being 
retransmitted only when loss is detected. In these cases, retransmission requires no additional 
overhead above the actual lost packets in the down stream direction. 
 
However, it must be noted that a retransmission service sends lost packets via unicast 
individually to each client, whereas for FEC the same repair packet is sent in the multicast 
stream and used by all clients independent of which packets they actually lose, so the 
downstream bandwidth on all parts of the network where traffic for multiple users is 
aggregated (i.e., everywhere except the final access link) used by FEC is orders of magnitude 
less than that used by a retransmission service. 
  


C.2.5.2 FEC vs. Retransmission with REIN 
The statistical nature of the network impairments has a clear impact on the total bandwidth 
consumed in overcoming those impairments. Given a non-real-world constant packet loss rate 
with a fixed distribution of drops, one could design an FEC scheme to exactly match to drop 
rate. One could set the protection period and FEC weight to exactly cover the fixed loss rate. 
This methodology clearly does not work as well if you use white noise or REIN (Repetitive 
Electrical Impulse Noise) models.  
 
When using random white noise, the FEC algorithm needs to be designed to cover a 
representative sample of error distributions. When using a REIN model, the FEC must be 
designed to cover the clusters of errors associated with real-world impulse noise. As an 
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example, if you design an FEC to cover an average Packet Loss Rate of 1 packet per minute, you 
would be tempted to use a 500ms protection period covering 1 dropped packet. However, a 
REIN noise model would indicate that the errors cluster. Rather than getting an error every 
minute, you would tend to get 10 clean minutes, then get a burst error event that drops 10 
packets. Also note that typical loss patterns on DSL networks occur when the link layer Reed 
Solomon protection is overcome by burst noise, causing an 8ms+ outage rather than “dribble” 
errors.  
 
In fact, no one would recommend attempting to engineer FEC for average losses only, as 
suggested above. Error control techniques in general need to be engineered for the worst case 
errors -- or, more accurately, so that events which cannot be recovered happen with negligible 
frequency. Even when engineering for independent random losses it is necessary to engineer for 
statistically unlikely events since given the bit-rates and quality targets considered, even such 
unlikely events happen sufficiently often to be of concern. 
 
The net effect is that an error correction scheme needs to be designed around correcting the 
burst rate rather than correcting the average rate. Let the average packet loss rate be D per hour 
and the cluster factor be C (i.e., when you get a noise event it takes out C packets). The ratio of 
C/D provides the average time period (in hours) over which one cluster of packets will be 
dropped. For example, if the average packet loss rate is 1 packet per second and the number of 
packets lost in a cluster is 3, then on average one cluster of packets will be dropped every 3 
seconds. For a retransmission scheme, C packets will need to be retransmitted in this time 
period. To match this efficiency with an FEC scheme, the period over which the FEC overhead 
is calculated would need to be equal to the average rate at which a cluster of packets was 
dropped (3 seconds). Since the period over which FEC overhead is calculated turns into 
constant delay as well as channel change latency at the receiver, a much shorter period must be 
chosen for FEC. We will call this period T. A typical value for T might be 500 msec. The FEC 
would have to send C correction packets every period T to be able to correct for the burst error 
that may appear in any time T. 
 
If we compare the amount of time it takes to send C packets in both retransmission and FEC, we 
can get the relative bandwidth efficiency for each scheme. This ratio is C/(D * T). To provide an 
example of the result of this formula, we can plug in the values from the example illustrated 
above. 
 


D = 1 packets per second 
C = 3 packets per burst loss 
T = 500 msec  
 
C / (D * T) = 6 


 
This ratio is the bandwidth ratio of FEC to retransmission bandwidth for links carrying traffic 
for a single subscribed -- e.g., the access link.  Note that for links in the multicast tree shared by 
multiple subscribers, the overhead bandwidth for retransmissions on this link is much higher 
(equal to the product of the number of subscribers times the bandwidth per subscriber, whether 
or not the packet loss is correlated among different subscribers). For example, the ratio of the 


44 







bandwidth overheads on a link shared by 5500 subscribers (the number servable by a single 
retransmission server) is 6/5500 -- i.e., the FEC bandwidth overhead on such a shared link is 
only around 0.11% of the retransmission bandwidth overhead, or alternatively the 
retransmission server sends over 900 times as much retransmission bandwidth over this link as 
the FEC overhead bandwidth.   
 
So, for the particular example above, FEC bandwidth overhead is around 6 times higher than 
the average retransmission overhead bandwidth on non-shared links. Note for this example the 
relative FEC bandwidth overhead as a percentage of the streaming rates for a 2 Mbps stream is 
3/91 = 3.2%, so even though the FEC bandwidth overhead is 6 times the retransmission 
overhead bandwidth, it is still quite modest.  
 
On the other hand, the retransmission bandwidth overhead is over 900 times higher than the 
FEC bandwidth overhead on links shared by all 5500 subscribers.  In this example, this means 
that the retransmission bandwidth overhead is around 2750% that of the original stream on the 
link shared by all subscribers, compared to an FEC bandwidth overhead of 3.2%.  Thus, for 
example, the bandwidth out of the retransmission server that serves 5500 clients for a single 2 
Mbps stream is around 55 Mbps, compared to 2.064Mbit/s for the FEC case. 
 


NOTE: In the FEC evaluation for IPTV in DVB IPI, a REIN model was considered and simulations were done 
for the REIN model in the spirit of what is described in this section. This simulation model was agreed to be 
realistic by a number of companies.  It seems that results based on this REIN model would be a good 
source of information to look towards for actual FEC performance. 


 


C.2.5.2.1 Correlated Losses 
As noted above, an analysis based on burst losses produces somewhat different results from an 
analysis based on purely random losses. This section considers a further issue which is the 
effect of correlations between losses between different subscribers. 
 
Clearly, for FEC, the packet recovery process at each subscriber is a local process independent 
of other subscribers. Therefore correlations in losses have no effect on the operation of FEC. 
 
For retransmission-based approaches, the required retransmission server capacity increases if 
there are correlations in packet loss to different subscribers.  For example, packet loss just below 
a retransmission server in the multicast tree results in the same packet loss by all subscribers 
serviced by that retransmission server.  Thus, if 5500 subscribers are serviced by such a 
retransmission server, if it takes 0.1 ms to service each retransmission request, then there is at 
least a 550 ms service time delay for some of the subscribers.  If a retransmission of such a 
packet is again lost for a client, then this introduces additional delays. Note that 550 ms does not 
include network transmission times between the subscribers and retransmission server, so the 
overall channel zapping delay is likely to be much larger.   Note also that the service time delay 
in this example grows linearly with product of the number of subscribers and the number of 
lost packets over a short interval of time (e.g., if instead of losing just 1 packet, every other 
packet is lost for 5 packets total), then the service delay time is at least 2750 ms for the first 
retransmission for at least some of the 5500 subscribers.  Thus, with this type of correlated 
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packet loss, a retransmission server servicing 5500 subscribers provides a quality of service that 
is clearly inadequate. 
 
The analysis here shows that the range of subscribers per retransmission server considered 
earlier based on independent random packet loss is an overestimate for a correlated packet loss 
model -- i.e. the retransmission server described above could in fact service many fewer 
subscribers than the figures calculated using the assumption of random loss. Thus, supporting 
correlated loss models either requires many more retransmission servers or the buffer size at the 
clients must be increased. In either case, the difference is an order of magnitude.   
 
However, the likelihood of isolated loss correlated across many subscribers is mitigated in 
common network deployments by the fact that the aggregation links from which highly 
correlated loss may occur are typically optical links. Since BER on optical links is typically 
engineered to 10-12 or better, random packet loss associated with optical links is very low.  
Therefore, isolated packet losses are typically more dominated by the access network and the 
home network. By contrast, burst outages caused by protection switching events could be 
expected to impact many subscribers simultaneously 
 
For access lines, there will be an uncorrelated contribution and a correlated contribution to 
overall packet loss on DSL.  If in-house wiring is used, then most of the noise will be from 
sources in the home (e.g., light dimmers, blow dryer, etc.) so they will be uncorrelated with 
other homes.  Other packet losses could be due to noise sources that affect many or all of the 
DSL lines in a binder group, or in a cable.  A binder group has 25 pairs serving about 10-12 
homes or about 2 to 6 IPTV subscribers on average.  A possible example may be a lightning 
strike that causes packet loss to everyone in a serving area.  A serving area will be more likely a 
few hundred homes or perhaps 1000 IPTV subscribers at most. 
 


C.2.5.3 Total NACK Bandwidth Overhead for Retransmission 
The total bandwidth overhead associated with retransmission requests (i.e., NACKs) can be 
determined by taking the ratio of bandwidth associated with retransmission requests over the 
bandwidth of the lost/retransmitted packets. For RTP based retransmission method, the size of 
a retransmission request packet is around 60 bytes while the size of a retransmitted packet is 
around 1316 bytes. If a separate NACK packet is sent for every retransmitted packet, the total 
NACK bandwidth overhead as a function of the retransmission bandwidth overhead is around 
4.5% per subscriber. 
 
Retransmission request overhead can decrease with burst loss. With RTP based retransmission, 
a single NACK packet can be used to request more than one lost packet. Additional lost packets 
can be specified in a NACK using a bit map, so the additional overhead for specifying multiple 
lost packets is negligible. This means that total retransmission overhead can decrease in direct 
proportion to the burst size. In return, aggregation of retransmission requests in this way 
requires the client to postpone sending of retransmission requests for the earlier lost packets 
and therefore increases the size of the buffer (overall latency/channel change) required at the 
client. 
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From section 1, a total of 2 burst loss periods (8 msec and 250 msec) and 2 stream rates are 
examined as part of this analysis. The combination results in burst sizes of 3, 5, 46, and 139 
packets. We assume a client retransmission algorithm in which the client sends a retransmission 
request when it detects a sequence number gap. These burst sizes result in the following total 
retransmission request bandwidth overhead values per subscriber: 1.5%, 0.9%, 0.09%, and 
0.03%. 


C.2.6 Client Buffering Requirements 


IP Set Tops already include a fixed jitter buffer that must be sized based on the worst case 
expected network jitter for video. The major contributor to network jitter for video is scheduling 
latencies induced when packets from other traffic classes (i.e., voice packets) are scheduled 
ahead of video packets. This type of jitter increases linearly with the number of hops the video 
takes through the network. When a distributed architecture is used for retransmission sources, 
the number of hops between the retransmission source and the STB is much smaller than the 
number of hops between the video encoder and the STB. In addition, since retransmission 
traffic has a very low average rate and a relative high burst rate, retransmission packets are 
typically scheduled in a separate scheduling class from the video flow itself. Because of this, the 
network jitter associated with retransmissions will typically be much smaller than for the video 
stream itself. 


Receiver implementations of RTP based retransmission typically use the jitter buffer as the 
retransmission receiver buffer as well. Since the network jitter associated with retransmissions 
is much smaller than the jitter associated with the video stream, the buffering specifically 
associated with retransmission may be reduced by the size required for the jitter buffer to 
compensate for network jitter of the video stream. Commonly, the fixed jitter buffer in an IP Set 
Top is between 50 and 100 msec. 


With RTP retransmission, a retransmission receiver may detect packet loss by detecting a gap in 
the RTP sequence number space. This means that the retransmission request will not be sent at 
least until the first packet after the loss sequence is received by the receiver. In this analysis, we 
consider loss periods of 8 msec and 250 msec. 


C.2.6.1 Round Trip Latency Calculation 


The amount of time it takes for the retransmitted packet to come back to the client depends on 
the round trip delay from the client to the server, the amount of time for the retransmission 
server to respond to the retransmission request, and network jitter in the path from the client to 
the server. 


The round trip delay from the client to the server consists of speed of light delays and 
serialization delays as packets are transmitted in physical links. 


If the retransmission source was located in a central office, the distance between the 
retransmission source and the STB would typically be < 20 miles or .2 msec for the RTT 
transmission delay. If the retransmission source was located in a POP, the distance between the 
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retransmission source and the STB would typically be < 80 miles or 1 msec for the RTT 
transmission delay.  


Since the lowest speed link in the network path is typically the access link, it can be used as the 
basis for determining constant delay due to serialization as well as jitter. Serialization delay for 
the RTCP NACK packet on the access link should be negligible since the packet is fairly small. 
Serialization delay for the repair packet can be determined by the size of the repair packet (1316 
bytes) divided by the access link speed. From section 1, we can assume worst case access link 
speeds of 3 Mbps and 7 Mpbs for serialization delay. For a 3 Mbps link, serialization delay is 3.5 
msec while for a 7 Mbps link the serialization delay is 1.5 msec. 


Typically, DSL links used for IPTV have Reed Soloman forward error correction and 
interleaving enabled. An 8 msec interleaver block is often used.  With framing/processing 
delays in the DSL transceivers, one would expect about a 10 msec RTT for the DSL link with an 8 
msec interleave factor.  Another common interleave is a 16 msec interleave, which results in an 18 
msec RTT for the DSL link. For this analysis, we will consider a value of 14 msec RTT on the DSL 
link due to interleaving, which is half way between 10 and 18 msec.  


Jitter for the NACK and repair packets can be minimized by putting each of these types of 
packets into a link scheduling class on the DSL line that minimizes jitter. Both NACK and repair 
packets could be put into a signaling scheduling class on the DSL line that uses the bandwidth of 
the Internet Access service to minimize jitter and maximize throughput for repair packets. This 
scheduling class could be shared by other classes of signaling such as SIP signaling for voice 
services. Jitter for both NACK and repair packets can also be minimized on the DSL line if ATM 
cell encapsulation is used and separate ATM SARs are used per ATM traffic class. The ATM 
SAR when combined with an ATM scheduler minimizes jitter due to packets from the Internet 
Access service to 1 cell or 53 bytes. 


With an ATM based scheduler, the main source of jitter for both NACK and repair packets is 
packets carried in either the same or a higher priority scheduling class. For NACK packets, this 
may be incurred from voice and/or voice signaling packets being transmitted at the same time 
as the NACK packet. If we assume a worst case voice signaling packet of 600 bytes and worst 
case up link speeds of 1 Mbps and 3 Mbps, the NACK packet could experience worst case jitter 
of 4.8 msec and 1.6 msec respectively. The main source of jitter for the repair packet is a video 
packet being sent at the same time as the repair packet. This results in a worst case jitter of 3.5 
msec for a 3 Mbps link and 1.5 msec for a 7 Mbps link. 


The worst case server latency from section 3.2, based on independent random packet loss, is 2.6 
msec. 


Adding up all the worst case latencies for a retransmission request / response, we end up with: 


Propagation Delay (Speed of light) = 1 msec 


Serialization Delay = 3.5 msec (3 Mbps link); 1.5 msec (7 Mbps link) 


DSL Interleave Delay = 14 msec 
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Jitter = 4.8 msec (up link) + 3.5 msec (3 Mbps down link); 


1.6 msec (up link) + 1.5 msec (7 Mbps down link) 


Server Latency = 2.6 msec 


Worst case retransmission round trip time = 29 msec (3 Mbps link); 


20.4 msec (7 Mbps link) 


The above calculation assumes that there is no contribution to round trip time from queuing 
delays at intermediate nodes. This assumes that link speeds in the access network are 
sufficiently high that serialization delays are insignificant and that there is little or no cross 
traffic that could cause queuing delays. This may be true, for example, if the video traffic 
originates from a small number of locations. Jitter will be significant on these links only if there 
is a large amount of cross traffic. An example of cross traffic is when traffic of the same class 
(video) comes in on different ingress interfaces and out on the same egress interface. 


C.2.7 Lost Retransmissions 


If a retransmission receiver does not send a NACK until loss is observed using sequence 
numbers, it is impossible for either a NACK or retransmission packet to be dropped due to an 
initial burst loss event. This means that for a NACK or retransmitted packet to be lost, second 
loss event must occur almost immediately after the initial loss event. If we assume that loss 
events are randomly distributed the probability of a loss event occurring almost immediately 
after the initial loss event is (loss event probability) squared. 


From section 1, we assume a worst case loss probability of 5*10-3 and an effective loss rate of 
7.6*10-7 after retransmission. Given that 7.6*10-7 is less than the square of 5*10-3, the 
retransmission algorithm must take into account lost retransmitted packets. 


A retransmission receiver may take lost retransmission packets into account by waiting for the 
worst case round trip latency before sending another retransmission request This leads to worst 
case latency behavior of 2*RTT. This amounts of 58 msec for a 3 Mbps link and 41 msec for a 7 
Mps link given the worst case round trip latency analysis of section 3.4.1. 


C.2.8 Latency for Burst Loss 


The final factor to consider when determining latency at the client is low long it takes to 
transmit the packets that are lost. From section 3.4.1, we assume that repair packets are 
scheduled over the DSL link using a separate scheduling class from the video stream itself. 
Since the average rate of repair packets is extremely low, this scheduling class could take 
bandwidth from the Internet Access service without significantly impacting that service. 


Please note that this needs to be demonstrated. Other services seem likely to be affected by 
peaks in the retransmission traffic 
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This means that the scheduling class for retransmitted packets can guarantee bandwidth at the 
rate of the Internet Access service.   


Please note that assumes that all the Internet Access service bandwidth is temporarily fully used 
for retransmitted packets when there are retransmissions. This would seem almost certainly to 
cause back-off for other services, which is a fairly significant impact. 


From section 1, we assume the minimum bandwidth allocated to the Internet Access service is 1 
Mbps, video stream rates of 2 Mbps and 6 Mbps, and burst loss periods of 8 msec and 250 msec. 
The following table provides transmission latency for the burst loss periods and video stream 
rate specified in this analysis for different Internet Access rates. 


 


 8 msec loss  250 msec loss  


Internet Access Rate 2 Mbps 6 Mbps 2 Mbps 6 Mbps Stream 


1 Mbps 16 msec 48 msec 500 msec 1.5 sec 


2 Mbps 8 msec 24 msec 250 msec 750 msec 


4 Mbps 4 msec 12 msec 125 msec 375 msec 


6 Mbps 2.6 msec 8 msec 83 msec 250 msec 


8 Mbps 2 msec 6 msec 63 msec 188 msec 


Table 10:  Latency Associated With Burst Loss Greatly Depends On the Amount of Bandwidth 
Allocated To the Internet Access Service 


C.2.9 Total Latency 


The total worst case latency for retransmission can be determined by adding the loss period, the 
worst case round trip latency from section 3.4.2, and the latency for burst loss from section 3.4.3. 
The table below provides total worst case latency for the burst loss periods and video stream 
rate specified in this analysis for different Internet Access rates. 


 


 8 msec loss  250 msec loss 
 


 


Internet Access Rate 2 Mbps 6 Mbps 2 Mbps 6 Mbps Stream 


1 Mbps 82 msec 97 msec 808 msec 1.8 sec 
 


2 Mbps 74 msec 73 msec 558 msec 1 sec 


4 Mbps 70 msec 61 msec 433 msec 666 msec 


6 Mbps 68.6 msec 57 msec 391 msec 541 msec 


8 Mbps 68 msec 55 msec 371 msec 479 msec 
 


Table 11: Internet Access Rate 
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C.3.1 Other Considerations 


Other things that need to be considered in a full analysis of a retransmission-based repair 
service include: 


♦ Like the many other servers involved in modern IPTV and VoD service, the 
retransmission servers are vulnerable to denial of service (DoS) attacks.  Many of same 
mechanisms used to protect those servers are applicable to the retransmission servers.   
 
Authentication and authorization of retransmission requests may be required 
depending on whether or not other mechanisms such as IP address authorization are in 
place before an ITF is allowed to use the service -- e.g., during network attachment. In 
general, the IPTV and VoD systems are vulnerable to attack to the extent that malware 
can be injected into ITFs, or the extent to which any nodes participating in the service are 
not subject to other authorization checks. Depending on the trust model applied in 
general to the IPTV service (e.g., securing the signaling plane, securing the IP network 
itself, etc.), authorization machinery specific to retransmission may or may not be 
needed. 


♦ In the case where something specific to retransmission servers is required, and as long as 
standard RTCP mechanisms are used to request retransmissions, SRTP may be deployed 
to provide the necessary protections. If per-request cryptographic authorization (i.e., 
SRTP) is needed, those functions do need to be accounted for in determining the 
scalability and capacity of the servers. 


♦ Note that most attacks using RTCP feedback storms can be prevented by simply 
enforcing a maximum rate at which RTCP feedback packets (including NACK packets) 
will be processed by the retransmission source from any retransmission receiver. This 
can be implemented using a policer per retransmission receiver. This function could 
either be implemented in the retransmission receiver or in a network element that is 
downstream or co-located with the RTCP feedback receiver. Since policing is a fairly low 
overhead function compared to authentication, it is probably a more pragmatic 
approach to dealing with RTCP based attacks. 


♦ Note that attacks may be mounted from any application or transport protocol where the 
ITF generates either feedback or protocol requests for service. For example HTTP, RTSP, 
and SIP are examples of other protocols that may be used by an ITF to generate 
application requests to servers within the network. Authentication and key management 
systems will be required to prevent attacks from these protocols as well as, so it is 
unlikely a system will be put in place for RTCP alone.  


♦ Also, RTCP- and RTCP-based feedback can be -- and likely will be -- used for more than 
just NACK-based retransmission. One of the most basic functions of RTCP feedback 
packets is to provide quality of reception feedback from ITF to an RTP source node. Any 
provider wishing to leverage RTCP based feedback for quality monitoring purposes will 
need to deal with issue of securing RTCP independent of NACK-based feedback.  From 
an evaluation point of view, we assert that using RTCP based feedback for 
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retransmission will not likely add any fundamentally new DoS prevention mechanisms 
not already in consideration. 


♦ If authentication and authorization of retransmission requests is required, this will add 
to the processing time per request and further reduce server capacity. Key management 
for the authentication and authorization scheme (i.e., establishing whether the 
retransmission request is valid) also adds complexity.  


 


C.4 OTHER CONSIDERATIONS 


♦ Clearly, FEC and retransmissions operate in somewhat different ways. When comparing 
bandwidth, it is not a simple matter of comparing a single figure for each method: both 
average and burst bandwidth must be considered, and the comparison is different 
depending on where in the network you compare. In particular: 


o On the link to an individual user, retransmissions require a much lower average 
bandwidth than FEC. However, the peak bandwidth is much higher and may be 
taken from bandwidth allocated to other services, likely impacting the operation 
of those services. In contrast, FEC bandwidth on the user’s link is constant and a 
modest fraction of the overall stream bandwidth. 


o Since retransmission based systems use real time feedback to determine when to 
send packets, they can optimally adapt to any loss pattern from a client. As 
shown in section 3.3.2, this property of retransmission makes it more efficient (in 
terms of overall bandwidth consumption) than FEC over non shared access links 
such as DSL access links. 


o On links carrying traffic for many users, average retransmission bandwidth is 
multiplied by the number of users such that it may consume many times as 
much bandwidth as the stream itself. In contract, FEC bandwidth remains a 
constant small fraction of the stream bandwidth independent of the number of 
users. 


♦ Retransmission bandwidth and server capacity requirements are highly dependent on 
the level of correlation of packet losses across users. For example, if packets are lost just 
downstream of the retransmission server (affecting all users of that server), then this can 
affect capacity by an order of magnitude. 


♦ Since in real networks, all users do not experience the same worst case packet loss 
behavior, the amount of bandwidth allocated for retransmission can be based on 
statistical packet loss behavior across a large population of subscribers.  


♦ As the calculations above illustrate, engineering of retransmissions server and network 
capacity is affected by many factors, including loss rate, correlation of losses, capacity 
and placement of retransmission servers, availability of “best-effort” bandwidth to use 
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for retransmissions (which may vary from user to user). These factors may change as the 
network scales requiring constant re-engineering of the retransmissions system. In 
contrast, the amount of FEC bandwidth required depends only on the worst cases losses 
expected for a single user and the protection period chosen – constant re-engineering is 
not required. 
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A Framework for QoS Metrics and Measurements 
Supporting IPTV Services 
 


1   INTRODUCTION 
1.1   Overview/background 
This document provides an initial industry consensus view of scope, definitions, and tools to 
support the creation of IPTV Quality of Service (QoS) metrics and measurements within ATIS IIF.  


Chapter 2 provides a conceptual framework, including definitions of Quality of Experience (QoE), 
scope of the ATIS IIF Quality of Service Metrics (QoSM) Task Force (TF), types of metrics and 
measurements, and some examples. Chapter 3 provides a QoS metric measurement model, a 
discussion on protocol stack views, and use cases, which can be used for the creation of metrics and 
measurements.  


Appendix A describes standards work that is relevant for IPTV metrics and measurements. 
Appendix B provides background information on Quality of Service in the industry. Appendix C 
provides a summarized view of the activities in DSL Forum WT-126. Appendix D describes video 
quality impairments. Appendix E describes perceptual video quality. Appendix F includes an 
informative example of two IPTV services, linear/broadcast TV and VoD, analyzed using concepts 
introduced in this framework WT. 


1.2 Goal 
The Framework document will serve as a basis for definitions of Quality of Service (QoS)/Quality 
of Experience (QoE) related to different segments of the network, different service instances or 
invocations, network architectures/technologies utilized, and modes of service.  In that regard, the 
Framework document will provide a basic overview and concepts related to: 
 
♦ Measurement model and measurement points. 
♦ Quality layers, protocol stack view, and use cases. 
♦ Metrics -- types, characteristics, definitions.  
♦ QoS/QoE Model. 
♦ Measurement practices and methodologies. 
♦ Time and Frequency synchronization requirements for ensuring QoS/QoE and enabling 


metrics measurement. 
 
The goal of the Framework document is to provide concepts and definitions that will be agnostic to 
architecture, network topology, network technology, systems, devices, and business model 
variations. However, the concepts and definitions described could be adapted to any of these 
variations in an effective manner and for a universal definition of QoE/QoS experienced by the end 
user.  It is also the intent of the Framework document to utilize available definitions and content 
from other standards bodies as applicable. 
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1.3 Purpose 
The Framework document provides concepts, models, and definitions that are used as the 
foundation content for further definitions and descriptions of IPTV QoS/QoE metrics, models, 
tools, and techniques for measurements of QoS/QoE for IPTV services. 
 
The Framework document also relies on models, definitions, and service descriptions documented 
in the ATIS-0800002, IIF Architecture Requirements document, and ATIS-0800001, IIF Digital Rights 
Management (DRM) Requirements document.  
 
1.4 Scope 
The scope of the framework is to set out a common conceptual framework and definitions that can 
be applied to all network types, service types, and service instances as defined in other IIF 
documents.  
 
IPTV services are defined in ATIS-0800002 as follows: 
 


IPTV is defined as a managed service providing the secure and reliable delivery to customers of 
entertainment video and related services. 


 
This document specifies the general QoS framework upon which the definition of quality metrics 
and measurement methods are based. This is accomplished by use of a Measurement Model and a 
multi-layer measurement concept describing the IPTV service delivery framework from a logical 
perspective.  This document identifies reference points and defines metric concepts that may be 
used to measure the quality of the video applications and other aspects of service delivery.   
 
The framework document also recognizes that multiple service providers may be involved in the 
service delivery and interprovider or interdomain in QoS measurement will be considered within the 
scope. The model used for this working text applies to the end-to-end IPTV service and network 
delivery chain including content provider, service provider, network provider, and customer 
domains.  The four communicating domains as described in the ATIS 0800002, IPTV Architecture 
Requirements, are shown in the following figure: 
 


 
Figure 1: IPTV Logical Domains1


 
Specific measurement points may be specified within and at the boundary of each of these domains. 
Metrics may also describe the performance of any layer of the protocol stack that affect the end-to-
end video application performance.   
 


                                            
1 IPTV Architecture Requirements, ATIS 0800002, Figure 2 
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1.5 Interoperability 
Interoperability reduces the complexity of service design and enables a service provider to deliver a 
universal service regardless of the infrastructure utilized. The interoperability sphere is bounded by 
the consideration that all elements requiring interoperability with each other must support IPTV 
service as defined in ATIS-0800002, and is defined within the framework of the QoSM TF to have 
the following three characteristics: consistency, data collection, and reportability. 


1.5.1 Consistency  
Interoperability in the context of the QoSM TF is focused upon consistency of measurement -- i.e., 
the measurement of a given metric will yield consistent results regardless of the type of measurement 
instrumentation chosen. Further, the measurement of a given metric across multiple domains and 
service provider networks must be consistent in terms of metric definition, measurement 
methodology, and accuracy. A metric's definition should be consistent throughout. Furthermore, 
when comparing metric data over a time period or across different measurement points, the same 
measurement methodology must be used for measurement. The accuracy of a particular 
measurement must meet the minimum guidelines defined in the Working Texts (WT), including 
such definitions to be compliant.   


1.5.2 Data collection 
The measurement point and the system involved must support the instrumentation required to 
perform the measurement of a metric. Such instrumentation may support communication 
messages/measurement commands that may be sent from a different equipment to initiate and 
report data collection. 


1.5.3 Reportability  
Reportability of metrics data collected must be supported by the measurement equipment, 
measurement points, tools, and mechanisms. Metrics defined at various test points must be 
reportable -- i.e., the instrumentation must support the communication of the data collected to 
another system that may process it further. The format of such collected data is not within the scope 
of the QoSM TF.  


1.5.4 Interoperability and Other Standards 
A principal method for formulation of definitions and specifications by the QoSM TF is to rely on 
accepted standards or emerging standards from other standards bodies. This is intended to ensure 
that there is consistency, and reduces the complexity of delivering IPTV services. Interoperability as 
it may apply to the QoSM TF will be defined with the help of such generally accepted or developing 
standards. 
  
In the definition of all aspects of QoS/E metrics, special attention/emphasis will be placed on 
ensuring that the QoS/QoE characterizations are universal and applicable across a diverse set of 
implementations that may be employed to provide the same function. Also, any metrics, 
mechanisms, models, tools, and methodologies that are specified operate consistently across the 
network. 
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1.6 Terminology 


1.6.1 Glossary 
Active Measurements Active measurements use dedicated test traffic, to collect performance info that is 


representative of customer's traffic. They are usually taken at two or more reference points. 
Active measurements use dedicated test "signals" and may use either test stimuli or 
synthetic traffic 


Passive Measurements Passive measurements always use live customer traffic, and fall into two categories: single-
point passive measurements and two-point passive measurements 


Single-point Passive Measurements Measurements collected from network elements, such as link utilization or packet discards. 


Two-point Passive Measurements Measurements that match data at two points such as packets observed at two different 
points in the network. Data collected similar to active measurements, but using live traffic 
instead of injecting test signals. 


Use Case A use case is an external view of a system that represents an action or sequence of actions 
the user might perform in order to complete a task. 


Measurement Instrumentation Measurement instrumentation refers to the ability of a device to support appropriate 
measurements. This device or equipment may be a dedicated measurement system or a 
device or equipment that is involved in the end-to-end IPTV service delivery, such as an 
Interactive Terminal Function (ITF). 


Quality of Experience (QoE) Describe the user’s experience. QoE can be broadly grouped: i.e., picture QoE, transaction 
QoE, audio QoE, and multimedia QoE. QoE may be calculated or estimated numerically 
using sets of QoE indicators and/or QoS metrics. 


Quality of Experience (QoE) 
Indicators  
 


Individual performance indicators that can be experienced by a user. Include video 
indicators such as picture error blocks, transaction indicators such as channel change delay, 
audio indicators, and multimedia indicators. 


Quality of Service (QoS) Metrics  
 


Measures of technical performance. Includes network QoS metrics, such as packet loss, 
and application QoS metrics, such as VoD server errors. 


 


1.6.2 Acronyms  
ACS Auto-Configuration Server 


CPE Customer Premise Equipment 


DNG Delivery Network Gateway 


DRM Digital Rights Management 


DSL Digital Subscriber Line 


DVB Digital Video Broadcasting (Project) 


FEC Forward Error Control 


HNED Home Network End Device 


IETF Internet Engineering Task Force 


IGMP Internet Group Management Protocol 


IIF IPTV Interoperability Forum 


IPG Interactive Program Guide 


IPPM IETF – IP Performance Metrics – Working Group 


IPTV Internet Protocol Tele-Vision 


ITF Interactive Terminal Function 


ITU-T International Telecommunication Union – Telecommunication Standardization Sector 


KBPS kilobits per second 


MPEG Motion Picture Experts Group 


OSI Open Systems Interconnect 


PIP Picture In Picture 
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PON Passive Optical Networks 


PPV Pay Per View 


PQoS Payload Quality of Service 


PSD Power Spectral Density 


QoE Quality of Experience 


QoS Quality of Service 


QoSM Quality of Service Metrics 


RPC Remote Procedure Call 


RTCP Real-Time Control Protocol 


RTP Real-Time Protocol 


RTSP Real-Time Streaming Protocol 


SA Service Assurance 


SLA Service Level Agreement 


SNMP Simple Network Management Protocol 


SP Service Provider 


STB Set Top Box 


VHE Video Head End 


VHO Video Hub Office 


VQEG Video Quality Experts Group 


VSO Video Serving Office 


VOD Video On Demand 


UDP User Datagram Protocol 


XML eXtended Markup Language 


 
1.7 References  


1.7.1 Normative References  
The following standards contain provisions that, through reference in this text, constitute provisions 
of this report.  At the time of publication, the editions indicated were valid.  All standards are subject 
to revision, and parties to agreements based on this standard are encouraged to investigate the 
possibility of applying the most recent editions of the standards indicated below. 
 


1.7.1.1 ATIS: 


 


[1] T1.801.02-1996, Digital Transport of Video Teleconferencing/Video Telephony Signals – Performance 
Terms, Definitions and Examples. 


 
[2] ATIS-0800002, IPTV Architecture Requirements, ATIS-IIF, May 16, 2006. 


[3] ATIS Next Generation Network (NGN) Framework Part I: NGN Definitions, Requirements, and 
Architecture, Issue 1.0. 


[4] ATIS Next Generation Network (NGN) Framework Part II: NGN Roadmap 2005. 
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[5] ATIS Next Generation Network (NGN) Framework, Part III: Standards Gap Analysis, May 
2006. 


1.7.1.2 ITU: 


[6] ITU-T Recommendation G.997.1, Series G: Transmission Systems and Media, Digital Systems and 
Networks, Physical Layer Management for Digital Subscriber Line (DSL) Transceivers, May 2005.  


[7] ITU-T Recommendation G.1010, Series G: Transmission Systems And Media, Digital Systems 
And Networks, Quality Of Service And Performance, End-User Multimedia QoS Categories, May 2005. 


[8] ITU-T Recommendation J.241, Series J: Cable Networks And Transmission Of Television, Sound 
Program And Other  Multimedia Signal,, Measurement Of The Quality Of Service, Quality Of Service 
Ranking And Measurement Methods For Digital Video Services Delivered Over Broadband IP Networks, 
April 2005. 


[9] ITU-T Recommendation Y.1540, Series Y: Global Information Infrastructure And Internet Protocol 
Aspects: Internet Protocol Data Communication Service, IP Packet Transfer And Availability Performance 
Parameters, December 2002. 


[10] ITU-T Recommendation Y.1541, Series Y: Global Information Infrastructure And Internet Protocol 
Aspects: Internet Protocol Data Communication Service, Network Performance Objectives For IP-Based 
Services, May 2002. 


[11] ITU-T, ITU Technical Report of Performance Measurement and Management (TR-PMM, Annex A) 
TR-PMM. 


 
[12] ITU-R Recommendation BT.500-11, Methodology For The Subjective Assessment Of The Quality Of 


Television Pictures, 2002. 


[13] ITU-T Recommendation E.800, Series E: Overall Network Operation, Telephone Service, Service 
Operation, and Human Factors, Terms and Definitions Related to Quality of Service and Network 
Performance Including Dependability, August 1994.   


[14] ITU-T Recommendation J.144, Series J: Cable Networks And Transmission Of Television, Sound 
Program And Other Multimedia Signals, Objective Perceptual Video Quality Measurement Techniques For 
Digital Cable Television In The Presence Of A Full Reference, March 2004.  


[15] ITU-T Recommendation X.902 (1995 E), Information Technology - Open Distributed Processing - 
Reference Model: Foundations. 


 
[16] ITU-T Recommendation H.222, (2000 E), Information Technology - Generic Coding Of Moving 


Pictures And Associated Audio Information: Systems. 
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1.7.1.3 ETSI: 
 
[17] ETSI TR 101 290 v1.2.1, Digital Video Broadcast (DVB); Measurement Guidelines for DVB 


Systems. 


1.7.1.4 DSL Forum:  
 
[18] DSL Forum TR-069, CPE WAN Management Protocol, May 2004. 


[19] DSL Forum WT-126, Triple-play Service Quality of Experience (QoE) Requirements, version 0.7, 
May 2, 2006. 


 


1.7.1.5 IETF: 
 
[20] IETF IPPM WG A. Morton and S. Van den Berghe, Framework for Metric Composition, internet 


draft: draft-ietf-ippm-framework-compagg-01, June 24, 2006. 


[21] IETF RFC 2679G. Almes, et al., A One-way Delay Metric for IPPM, September 1999. 


[22] IETF RFC 2680G. Almes, et al., A One-way Packet Loss Metric for IPPM, September 1999.  


1.7.1.6 Other: 
 
[23] B. Yu, et al., Network Tomography: Recent Developments, University of California, Berkeley, 


March 7, 2003. 


 


2      IPTV QOS SCOPE 
2.1 Assumptions 
This document and its structure are based on certain assumptions outlined below. 
 
Assumption 1:  It is assumed that payload analysis will generally not be possible in the 


network because the video content or payload in the typical distribution 
network is encrypted. Payload analysis requires measurement instruments to 
be both media aware, as well as capable of decrypting the flow for analysis. 
In general, it is the expectation that such capability will not be available in the 
network. Thus, payload analysis will not be possible in most of the reference 
points in the measurement model after the first server (Acquisition server) 
where encryption first takes place.  Reference point 8, on Figures 9 and 10, 
after the decoder would be the first place where analysis of an un-encrypted 
flow could take place. This would typically be within the ITF and would 
require such capability in the ITF.  For the purpose of defining QoE, it is 
assumed that eventually such capability will be available in the ITF.  


Assumption 2: Content quality is monitored and controlled in the Head End (HE) for 
broadcast video and the original source input for Video on Demand (VoD) 
media data.  The QoSM TF focuses on those metrics, which deal with the 
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impacts or potential impacts of the distribution network on content quality 
delivered to the user. Since in many cases payload analysis will not be 
possible in the network, the potential impact of the network on content 
quality may be an indirect derivation based on metrics that can be measured 
in the network. Network measurements will help: 1) determine events that 
would impact the user QoE; and 2) sectionalize the source of the problem 
for proper resolution.   


Assumption 3: While it is instructive to analyze physical layer performance at any test point 
to understand the health of the network, this analysis is not generally within 
the scope of the framework WT.  However, there are certain test points, like 
point E, where the performance of the access network at the physical layer -- 
such as a DSL link -- can be easily seen, and can be a weak point.  In these 
cases, references may be made to physical layer issues in order to point to the 
source of potential problems.  However, the focus for QoS metrics is on the 
four quality layers outlined herein.   


2.2 QoS Measurement Applications 
IPTV service providers require mechanisms to assess the performance of a consumer’s service 
before they role out the service and during the operation. Service providers must be able to provide 
a consistent and expected level of performance. The quality of the IPTV service depends upon 
appropriate metrics from the beginning to compete successfully with other types of service delivery 
systems. Metrics measurement is an integral part of a business process commonly referred to as 
Service Assurance (SA). Some of the responsibilities of SA include: 


♦ Proactive and reactive maintenance to ensure that services provided to customers are 
continuously available and performing to Service Level Agreements (SLA), if applicable, or 
QoS performance levels.  


♦ Continuous resource status and performance monitoring to proactively detect possible 
failures.  


♦ Collection of performance data.  
♦ Analysis of performance data to identify potential problems and resolve them without 


impact to the customer.  
♦ If applicable, manages SLAs and reports service performance to the customer.  
♦ Receive trouble reports from the customer, informs the customer of the trouble status, and 


ensures restoration and repair, as well as ensuring a satisfied customer. 
 
In other words, SA supports the following applications:  


♦ Network planning and engineering;  
♦ Service installation and provisioning; and  
♦ Management of the customer’s service by supporting fault and accounting management 


processes. 
 
The QoSM TF will study these performance management areas in relation to ATIS IIF IPTV 
services and design metrics and measurements -- as found appropriate -- supporting these 
management areas. 
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2.3 Metrics Definition and Taxonomy 
A metric is a measurement of one or more parameters of a model that represents some aspect of the 
performance of a service. The following describes the key elements of a metric definition and a 
taxonomy of various metric types under consideration. 
 
The task of performance metric specification in the QoSM TF includes: 


1. A definition of a metric and what it measures, and what it is used for; 
2. The scenarios or the context that is relevant to measurement; 
3. Methods of Measurement; and 
4. The desired value or range (e.g., numerical objectives). 
 


The table below describes what a typical metric definition may look like (not all elements may be 
applicable): 
 


Element Description 


Metric Definition Name and description and unit of measurement. 


Metric Justification Description of what is measured and the practical utility or usefulness. 


Scope  The scope can be spatial (between network segments) and/or Temporal applying to time periods and/or 
equipment/device. The scope also includes points in the network and service levels. 


Composition Function Composition function defines the basis for aggregation and derivation from a combination of direct metrics.


Current Thresholds Current range of values considered normal for the metric. 


Target Value Best possible value of the metric. 


Measurement 
Frequency How often is the measurement taken (wherever applicable). 


Measurement 
Procedure How is the metric measured (wherever applicable) e.g., active versus passive methods. 


Conditions of False 
Positive Examples of how incorrect measurement or interpretation could lead to errors. 


Assumptions about the 
parameter For example, what assumptions are made about the statistical distribution of a given parameter. 


Table 1:  Metric Definition 
 
The metrics that are used to define or measure QoS or QoE can be of the following types: 


2.3.1 Objective Metrics 
A metric is objective if its measurement depends only on the object or parameter being measured, e.g., 
packet loss. 


2.3.2 Subjective Metrics  
A metric is subjective when the measurement not only relies on the object or parameter being 
measured but also includes the end user viewpoint or perception of the resulting measurement. e.g., 
impact of packet loss on user perception of video quality. 
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2.3.3 Direct Metrics  
A metric is considered direct if its value is derived from a measurement of a parameter.  


2.3.4 Derived Metrics  
A metric is derived when its value is inferred from measurement of other metric(s).  


2.3.5 Unicast and Multiparty Metrics 
A Unicast metric is a metric that is associated with a unicast service measured between a single Source 
(Src) and a single Destination (Dst).  A Unicast metric may be a direct measurement between the 
source and the destination or an aggregation of measurements taken at multiple points in the path. 
 
 


Src Dst H1 H2


End-to-end Metric MA  
 


Figure 2: End-to-End Measurement Between Source and Destination 
 
Between the Source and Destination, there may be multiple non-destination measurement points 
designated by hops; H1, H2.  An example of a hop could be an inter-provider network interface. 
  


Src Dst H1 H2


Metric MA1 Metric MA2 Metric MA3  
 


Figure 3: One or More Non-Dst Measurement Points Along the Path 
 
Multi-party metrics involve a single source packet and multiple “points of interest.” Multi-party 
metrics are of particular interest for the broadcast mode of IPTV as the same video flow is delivered 
to multiple end-points. While the network route and number or types of network segments may vary 
for destination points, the end-to-end metric has a universal value. This is particularly useful when 
the last mile segments may have different bandwidths and different properties (e.g., fiber versus 
Digital Subscriber Line - DSL). 
 


Src 
Dst1


H1 H2


Dst2


Dst3
H3
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Figure 4: Multiple Destination Measurement Points 
 
Some examples of Multi-party metrics that may be useful for IPTV multicast flows are: 


♦ Delay range across Destinations; 
♦ Variation among Delay means at Destinations; and 
♦ Loss ratio over all Destinations. 


2.3.6 Composed or Composite Metrics 
A composed metric is a metric that is derived from two or more primary metrics. The derivation may be 
simple aggregation in time or space or a combination of these to form some additional metric. An 
example of spatial aggregation to derive an end-to-end metric MA is shown below. 
 


Src H1 H2 Dst


Metric MA1 + Metric MA2 + Metric MA3 = MAe-t-e 
 


 
Figure 5: Derivation of An End-To-End (E-T-E) Metric Through Spatial Aggregation 


 
Of course, metric MA, when measured between the source and the destination is a direct metric as 
shown in Figure 5. In this example, aggregation of metrics is useful when direct measurement 
between a source and destination is not feasible, as in multicast flows (multiple destinations) or 
when the flow crosses the domains of multiple service providers. The Internet Engineering Task 
Force (IETF) IP Performance Metrics (IPPM) Working Group and ITU-T have conducted some 
studies in this area. 
 
The scope of composed metrics should be limited to the definitions of metrics that are composed 
from primary metrics using a defined relationship. Key information about each metric, such as its 
assumptions under which the relationship holds, and possible sources of error/circumstances where 
the composition may fail, will need to be defined.  
 
Composed metrics are particularly useful in indicating the overall performance with regard to an 
end-to-end service delivery. Composed metrics are also a useful tool in building measurement or 
planning models. These can also provide useful information for trend analysis or for ensuring Inter-
domain QoS or SLAs between different service providers.  
 


2.3.7 One-way Metrics 
IPTV QoS/QoE places particular emphasis on measurements that deal with flows which occur in 
one direction. For example, in the broadcast video scenario,  the media content flows from a Head 
End across a distribution network to an end point (Interactive Terminal Function – ITF, for 
example) -- where it is consumed. A one-way measurement is defined as a measurement between a set of 
points associated with the one-way flow or at any single point in any given direction. If the 
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measurement is between two points and has a temporal aspect, then the clocks in the measurement 
devices at the two measurement points need to be synchronized.  
 
This distinction is drawn for a number of reasons. A conventional practice is to derive the metric in 
any given direction from an average of the round trip measurements. This practice is valid only if the 
application is symmetric in both directions and there are no path asymmetries. Such is not the case 
in many flows associated with IPTV service.  
 


2.3.8 Two-way Metrics 
Two-way metrics are useful in the context of IPTV service for measurements related to the completion 
of a round trip event where a flow may be initiated in one direction which results in a flow in the 
opposite direction as a response. These flows may not necessarily be symmetric, e.g., the initiation of 
a channel change request from an end-user represents a signaling flow, and the presentation of video at 
the end user terminal in response to the signaling flow is a media flow. The two - way metric may or 
may not have a temporal aspect. For example, a channel change latency measurement may include a 
signaling protocol event series followed by an associated response event, triggering a video flow 
towards the consumer.  In this case, Internet Group Management Protocol (IGMP) Latency is the 
elapsed time between the sequence from IGMP Join message transmit to the receipt of (end of the 
first packet) the first video packet of the desired channel content. An example of a metric that may 
not have a temporal component is a metric related to the arrival of a DRM certificate at the 
initiation of a DRM request. 
 
Temporal in this context means time relative to two or more events which may or may not have a 
time component in themselves.  For example, inter-packet arrival variation at a given test point, 
usually referred to as jitter, is based upon a time metric, like packet arrival events over a second.  
However, the distribution of those one second jitter events spread over longer time intervals is the 
temporal element.  The temporal component is analyzing like events, however they may be 
measured, over time.  This might become very important where the distribution of the individual 
events is also critical.  This may be especially true when mapping objective QoS metrics to QoE 
subjective items.  For example, packet loss events that are clumped together with no similar events 
occurring for an extended time period is subjectively viewed as better than the same number of 
events spread across the same extended time period. 
2.4 QoS and QoE 
Quality of Experience (QoE) and Quality of Service (QoS) terminology is often used interchangeably but 
are actually two separate concepts.  Various standards bodies (e.g., ITU-T, ETSI TISPAN, ISO, and 
DSL Forum) are involved in defining QoE and its relation to QoS.  Appendix B provides more 
background information.  


Based on the discussion in Appendix B, the QoSM TF adopts the terms Network QoS, Application 
QoS and QoE. In addition, in order to provide QoE analysis, the QoSM TF proposes a QoE 
model. This is described in the following sections. 


2.4.1   IIF QoSM TF Quality of Experience 
Quality of Experience (QoE) is the term describing users’ subjective perception of a system, application, 
event, or service relative to their expectations. QoE measurement involves human analysis.  
However where human analysis is not possible one can estimate QoE using metrics which capture 
and quantify objective characteristics of a service or application that affect human perception. This 
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type of QoE estimation can be subsequently translated into target requirements for the given 
service/application. 


2.4.2   Factors Impacting QoS and QoE 
QoE encompasses many factors and the research on the topic is in its infancy. The QoSM TF 
adopts a sub-set of forces affecting the user experience.  
 
A provider determines the QoS by managing resources and factors in its control. Regardless of what 
kind of service a provider may deliver, there are factors that a user is contributing to the assessment 
of QoE. Thus, QoE may be considered to be influenced by Provider Controllable Factors and User 
Controllable Factors. A provider could be any of the three entities:  content provider, network 
provider, and provider as per definitions in ATIS-0800002, IIF Architecture Requirements, also see 
Figure 1.  
 
  


User Controllable Factors  


Network QoSApplication QoS 


 
 


Objective 
Factors 


 
 


Subjective 
Factors 


Provider Controllable Factors


Dynamic factors Static factors


IPTV QoS 


Objective QoE Assessment Subjective QoE Assessment 


 
 


Figure 6: Factors Impacting QoE and QoS 
 
The QoSM TF will consider those aspects of IPTV QoS that are provider controlled and are 
typically dynamic in nature.
 
2.4.2.1  Provider Controllable Factors 
The provider-controllable factors that contribute to QoS or QoE are those that are under provider 
control or influence. This means that either the service provider has contractual responsibility or 
obligation to operate those factors that determine the performance, format, schedule, etc., of the 
service.  Further, the provider has the ability to specify the devices, configuration, performance, and 
utilization of the devices or equipment not provided by provider, which interfaces with the provider 
equipment and network. Therefore, all aspects of QoS are considered provider-controllable factors. 
Provider-controllable factors can be of two types: dynamic or static.  
 
2.4.2.2   Provider Controllable Dynamic Factors 
Here the term dynamic is used to convey the set of equipment, devices, software, and hardware that 
interacts with and directly involved in the delivery of the service on a real-time basis and which 
performance can be variable on a per user basis.  
 
2.4.2.3  Provider Controllable Static Factors 
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These are design factors such as user interface, EPG, task, help, etc. These factors have an 
important impact on QoS, but do not change on a day-to-day basis.  
 
Availability and reliability aspects are partly dynamic (network performance related) and partly static 
(network design related), but are still under provider control. It is assumed that some of the overall 
service availability objectives for IPTV service are comparable to the availability/reliability metrics 
for telecommunication services in general, while others are unique to IPTV services. The security 
and privacy aspects of IPTV service are vital to IPTV services and are unique to the IPTV service 
environment. Reliability and availability and security/privacy related quality metrics specific to IPTV 
service are for further study. 
 
2.4.2.4  User Controllable Factors  
User determined or user influenced factors that impact the determination of QoE are considered 
User Controllable Factors. These may fall into the following two categories: user subjective factors and 
user objective factors. 


 
2.4.2.4.1 User Subjective Factors 
User subjective factors cover those aspects that are user dependent, vary from user to user and may 
also vary for a particular user depending on context.  However some general assumptions can be 
made about user expectations. Expectation can impact upon almost any part of the user experience. 
A few examples are provided. 


i) Content: Depending on often-nebulous user criteria, users can apply variable standards and 
performance levels determining acceptable experience. For example, the content properties 
will to a large degree influence experience. If a user is viewing what they know is old 
television content, they will accept lower quality. This is particularly true if the user is a 
devotee of the content. Similarly, breaking news events often incorporate reports gathered 
under difficult conditions, where high quality recording is not possible. Users appear quite 
prepared to accept this poor sound and vision quality to get ‘on the spot’ reporting.  


ii) Personal Experience: If users have, through personal experience, built a clear and unambiguous 
model of how something behaves, then deviations from that model are unsettling and can 
have negative consequences. When delivering television over a new medium it is important 
to realize that to the end user it is television and models of how traditional television 
behaves are likely to be applied. 


iii) Critics Choice: Critics, professional or amateur, set our expectations of services and content. 
Whether a friend or professional expert advises on the goodness (or badness) of a device or 
service or particular show/series/film, users can utilize such information as the basis for 
determining their response.  


 
2.4.2.4.2 User Objective Factors  
There are many factors in the user environment or equipment that can impact both QoS/QoE and 
are out of scope for the QoSM TF. These include: 


1. Equipment in the home that can impact QoS, but is not controllable by the provider (e.g., 
TV, remote control device).  


2. Environmental aspects in the user-viewing environment that may impact QoE.  
2.5 Relationships Between QoE and QoS 
The following figure presents the relationship between the types of QoS (application and network), 
IPTV quality layers, QoS parameters, and QoE indicators.  
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Figure 7: Classifying Quality Layers, QoS Parameters and QoE Indicators 
 
Quality of Service metrics monitoring measurement and analysis can be categorized in the following 
quality process: 


1. Definition of QoE indicators. 
2. Definition of QoS parameters. 
3. Definition of QoE indicators relationship to QoS parameters. 
4. Definition of mechanism and methods to monitor and report QoS metrics. 
5. Definition of computational models to estimate overall QoE score from QoS metrics.  


 


2.5.1 Network QoS and Application QoS 
The QoSM TF differentiates between the following two types of QoS: 
 


♦ Network QoS: Network QoS is a broad term used to refer to performance of the transport 
network (generally IP), and a given network may provide multiple network QoS classes for 
differing traffic types.  Network QoS parameters may be defined as inputs to a bandwidth 
reservation system or may be measured and reported as performance metrics.  Network QoS 
is affected by router behavior, network congestion, the speed of links interconnecting 
routers and switches, transmission errors, and other characteristics.  Network QoS metrics 
relate to the performance of this layer (generally IP) and to the underlying impairments that 
affect it, and do not relate to the performance of higher layers.  In some circumstances, 
however, some interpretation of high layer protocols can facilitate the measurement of 
network QoS parameters. Example network QoS metrics include packet delay, packet jitter, 
RTP delay, RTP jitter, and TCP re-transmissions.  


 
IPTV transport networks can be based on IPv4, IPv6, and dual stack or other combinations 
of these two (i.e., tunneled). IPTV transport metrics may be needed for these environments. 
For example, multicast transport metrics in IPv4 are most likely based on Internet Group 
Management Protocol (IGMP), whereas the same type of metrics would be based on the 
Multicast Listener Discovery (MLD) mechanism in IPv6. The QoSM TF will study these 
transport metrics where applicable.  
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♦ Application QoS: The term Application QoS is used in this document to mean the 
performance of an application that may or may not be interacting with a literal user. 
Example metrics include PCR jitter, PSI Data Table (error), IGMP latency, RTSP latency, 
and VoD server error. 


 
The Protocol Stack View Model discussed in section 3.2 addresses measurement to support both 
network and application QoS. 


2.5.2 Quality Layers 
Quality layers identify various perspectives of the service in which quality can be measured by means 
of appropriate metrics. These metrics may measure QoS and/or QoE.  
 
The notion of quality layers is important from several perspectives: 


1. All the equipment and devices involved in end-to-end service delivery do not necessarily 
have the ability to decode all the layers of IP Protocol stack. Therefore, some nodes will be 
simply traffic aware, whereas other nodes and equipment will be aware of the IPTV 
application, signaling, and media delivery. What this means is that in a measurement model it 
would be useful to indicate which metric may be measured where. 


2. Secondly, in a service environment where an intermediate provider is simply responsible for 
proving the carriage of video flows, only a certain aspect of Quality would be relevant from a 
measurement perspective. Therefore, from an SLA assurance perspective, between domains 
such delineation of the Quality layer is very necessary. 


 
The following quality metric layers are identified: Content, Video Stream, Transmission, and 
Transaction. 


2.5.3 Content Quality 
In general, IPTV content includes video and audio flows encoded to MPEG standards. In this 
model, this is collectively referred to as the Content. The content streams may have additional 
information such as sub-titling, interactive applications, Service Information (SI), etc. The quality of 
these streams is called the Content Quality. Content Quality is the only layer where quality metrics are 
affected by the IPTV ITF or head end encoding system.  


2.5.4 Media Stream Quality 
The content elements described above may be encapsulated within a MPEG-2 Transport Stream 
and/or RTP stream. The quality of this transport stream is called the Media Stream Quality.  


2.5.5 Transmission Quality 
The IP stream is delivered over the IPTV network using a stack of IP protocols such as UDP/IP or 
TCP/IP. The quality of these IP streams is collectively called the Transmission Quality.  
 
For IPTV services, the main focus of Transmission Quality is IP layer metrics. However, in parts of 
the network where physical layer performance can cause substantial degradation of transport 
performance, in particular in the last mile in DSL and home networks, it is recommended that IP 
layer measurements be correlated with physical layer measurements to facilitate problem resolution. 
Ability to address this correlation in the IPTV measurement function could potentially expedite 
problem resolution. The QoSM TF points to standards that deal with specific physical layer 
technologies such as G.997 standard for DSL physical layer measurements. 
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2.5.6 Transaction Quality 
The QoSM TF adds another aspect of measurement that is user interaction with the service. In 
addition to the quality of the content stream delivered to the customer, customer experience is 
impacted by the control transactions required for selecting, purchasing, and controlling the delivery 
of the content stream. The term Transaction Quality refers to the user experience when an action or 
signaling may be initiated by an end user for request of a service, and a service response 
corresponding to the user action that is experienced by the user. The user may also initiate this 
response during a session while a media stream is being delivered -- such as to tear down the session, 
to exercise controls while a VoD or linear broadcast stream is being delivered, or respond to 
interactive controls in more advanced versions of the service.  
 
These quality layers are closely related, and understanding their relationships is useful for quality 
assurance. For example, if underlying transmission quality is inadequate, it has the potential to cause 
impairments in content presentation (such as video impairments) as well as service response to user 
actions (e.g., channel change delay). If degradation is observed in the transmission quality and if 
network has limitations, then characteristics of video stream encoding may be adjusted to mitigate 
the impact of quality degradation in transmission layer.  


2.5.7 QoS Parameters 
Parameters are quantities that define certain characteristics of systems or functions. They can be 
measured or assigned. Metrics provide quantitative and periodic assessment of QoS parameters. 
Definitions of metrics can be found in section 2.3 Metrics, Definition, and Taxonomy. Specific QoS 
metrics will be identified for each of the four quality layers. These metrics will vary according to 
specific service offerings (i.e., broadcast, VoD). Detailed identification and definitions will be subject 
of the QoSM TF future WTs. 


2.5.8 QoE Indicators 
A number of QoE indicators are of interest (e.g., block distortion, edge noise, etc.; see Appendix D 
for a complete set including their definitions). These QoE indicators determine the overall QoE. 
Thus, the overall QoE score is related to the QoE indicators and is a function of the QoS 
performance metrics.   
 
QoE indicators describe audible or visible impairments or transactional responses that are a 
consequence of the network performance. QoE indicators can be organized as follows: 


♦ Video QoE Indicators, which relate to the viewing experience of the user. Appendix D defines 
several standardized indicators. 


♦ Audio QoE Indicators, which relate to the listening experience of the user. 
♦ Multimedia QoE Indicators, which relate to the overall user experience associated with viewing 


and listening quality, and audio-video synchronization. 
♦ Transaction QoE Indicator, which relates to the experience of the user with service transactions 


such as channel change.  


2.5.9 Relationships 
A QoE/QoS relationship model can be utilized as a mechanism for service planning and network 
engineering, and to provide a predictive quality analysis by assigning pre-engineered threshold values 
to QoS parameters for different classes of network and content delivery environments.  This 
approach can be used to facilitate root cause analysis. The objective is to ensure that if all parameters 
are within normal operating ranges, then the overall QoE should be acceptable, and that if any 
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parameter is outside its normal operating range, then the QoE has degraded.  Hence, it is possible to 
correlate a threshold violation with a QoE problem.  
 
The following figure is a graphical representation of the relationships between QoE indicators -- 
here generically referred to as video impairment and the conditions which contribute to the QoE.  
These conditions include QoS parameters that can be measured, as well as factors related to faults, 
compression, and display-related factors that are outside the scope of this document.  This 
conceptual representation is provided for the purpose of illustration and does not denote true 
hierarchical relationships or structure in the figure presented below.  
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Figure 8: Example of QoE – QoS Relationships 


 
 
The top-down view of the tree structure is useful for root cause analysis when a QoE problem is 
reported either by a measurement system or by a consumer. Since there could be many reasons for 
degradation of QoE, the tree structure can be used to perform trace and analysis to determine the 
cause of the problem.  
 
The bottom-up view of the tree structure enables a service provider to engineer its network such 
that QoE objectives are met. This is also useful for monitoring, predictive analysis, and alarm 
conditioning. If the QoS metrics at the lower layer that determine the QoE are found to meet the 
required values, then it is likely that the QoE objective is being met. Furthermore, if a QoS metric at 
the lower layer starts degrading, then one could infer how QoE may be affected by this degradation.  
 
QoE models relate measured parameter values to the estimated subjective or perceptual metrics that 
reflect the user experience. These models may be used for measurement or for planning. A 
QoS/QoE model of the IIF QoSM TF considers those factors for a model determination that meet 
the following minimum criteria: 


1. Clearly identified inputs and outputs. 
2. Be consistently applied across providers and users regardless of technology or systems used. 
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2.6 Estimating QoE through Models  
Developing QoE Models that relate measured performance metrics to user opinion, the definition 
of metrics that define user opinion and identifying reference points at which they may be measured 
is an important work item of the QoSM TF.  
 
The QoSM TF considers subjective assessment of IPTV QoE to be an important component of 
service design and periodic assessments of the service. However, such assessment is not practical or 
viable in real-time monitoring and assessment of the service on a per user basis on an ongoing basis. 
True assessment of QoE can only be obtained from involvement of actual users; however, it is 
generally not viable to determine such impacts on a per user basis. Techniques and models that can 
help a service provider obtain an approximate assessment of QoE that is helpful in day-to-day 
operation and real-time monitoring of the network on a per user basis are still much needed. The 
QoSM TF will address the task of obtaining approximations/estimations of true QoE by utilizing 
objective techniques and refer to this as objective assessment of QoE. Today, subjective and 
objective measurement techniques exist only for picture quality and not for other aspects of IPTV 
service. These are described in Appendix E. 
  
Within the context of the IIF QoSM TF, focus is given to computational models based on zero 
reference algorithms, which could potentially be implemented at various measurement points (e.g., 
CPE, DSLAM).  The QoSM TF plans to produce models that estimate scores (e.g., MOS, PSNR) 
for video, audio, and multimedia (video and audio). Some of these techniques are already 
implemented in video decoders.  
 
2.7 QoS mechanisms 
The IPTV transport network can be constructed on top of different physical transport technologies; 
for instance, SONET, DWDM, Gigabit Ethernet, DSL, and PON.  
 
At different layers or domains, many QoS treatments can be utilized to archive/implement the 
targeted service quality. There are several standardized approaches for Network QoS treatments as 
defined in the IETF task force and IEEE, for instance: 
♦ Differentiated services using DSCP packet marking. 
♦ Layer 2 VLAN and Q in Q services. 
♦ Label switching using multi-protocol label switching. 


 
In order support video traffic, the network should provide consistent end-to-end QoS across the 
network.  
 
For the purpose of defining QoS metrics, it is assumed that one or more QoS mechanism(s) are in 
place in different parts/layers of the network. Both the choice of QoS mechanisms and the 
implementation of an enforcement solution are network architectural decisions. It is recommended 
that a set of management functions be designed to support the enforcement of the QoS 
mechanisms. The end objective of these mechanisms is to ensure that the network enables a 
provider to achieve the required QoS and ultimately the preferred QoE.  
  
Certain other mitigating mechanisms may be in place, such as application-layer Forward Error 
Control (FEC), or Automatic Repeat reQuests (ARQs), and perhaps error concealment methods in 
audio and video decoders. It is of interest to a provider to understand the capabilities/limits of such 
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mechanisms. More discussion on such mechanisms can be found in the IIF Architecture Packet 
Loss document, IIF-WT-009. 
 
While the goal of the QoSM TF is not to design specific metrics for each possible QoS mechanism, 
it is acknowledged that the use of such mechanisms may impact the value and measurement of some 
QoS metrics. This is for further study. 
 


3       TOOLS  
3.1 High Level QoS Measurement Model: Domains 
A model for the measurement of the quality of content delivery is required to provide an abstraction 
from the network detail that will differ between IPTV service providers. The figures in this section 
represent the content flow within an IPTV system. It identifies the key functional blocks through 
which content passes and within which the content, or its encapsulation, could change. This is a 
generic model; implementation within specific IPTV systems and networks might change the flow, 
but is not expected to introduce additional functional steps. Functional blocks can introduce 
undesirable changes to the content or its transport; however, they can be null functions. 
 


NOTE: DRM is a requirement of most IPTV systems; however, this is not currently shown in the diagrams.   
 
In this section, IPTV service delivery is broadly separated into Content, Service, Network, and 
Customer domains, as also referenced in Figure 1, Section 1.4.  
 


♦ Content Domain: The entity that owns or is licensed to sell content or content assets. 


♦ Service Domain: The entity that provides the IPTV service to the customer. 


♦ Network Domain: The entity connecting customers and service domains. The delivery system 
usually is composed of access networks and core or backbone networks, using a variety of 
network technologies. 


♦ Customer Domain: The domain where the IPTV services are consumed. 
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 Domain Content Service Domain Network Domain


High Level QoS Measurement Model 
Figure 9: Solid Lines are Streamed; Dashed Lines are Transactional, File Transfer, or Physical 


 


3.1.1  Content Domain  
In general the Content domain will make IPTV content available as either streams, e.g., off-air, or as 
“files”.  


♦ Off-Air: The acquisition from “linear” broadcast streams, such as satellite distribution. 


♦ Off-Line: The acquisition from stored media, such a digiBeta tape. 


The quality of these sources will be the input to the Service Domains IPTV systems, Points 0  


3.1.2  Service Domain  
There are a number of key-functional components within the Service domain that are used for the 
delivery of video content. 


♦ Content Ingestion: The processes for the preparation of off-line content. This includes video 
encoding, capture, digitalization, re-purposing, editing, resizing, etc. The input 0  is the 
quality of the ingested content and the output 1  is also the source quality for content 
encoding. 


♦ Content Encoding: The conversion of the file-based video content into the required coding 
standard and transport rate for delivery over the IPTV system, it is also 2  the source quality 
for the VoD payload (Video & Audio). 
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♦ Content Acquisition: The processes for the reception for off-air content. 


♦ Content Trans-coding: The conversion of the stream-based video content into the required 
coding standard and transport rate for delivery over the IPTV system. The output  is the 
origin of the video stream for Broadcast IPTV; it is also 2  the source quality for the payload 
(Video & Audio). 


♦ Content Distribution: The functionality required to take the prepared content and deliver it to 
the video server for playout. For streamed video, this could be a null function, for file based 
video this usually involves file transfer to the video server(s). [Note: Only shown in the 
detailed diagrams below.] 


♦ Content Playout: The video servers for On Demand services and possibly the conversion from 
unicast to multicast for broadcast services. The output  is the origin of the video stream 
for VoD. Content may be played out into each of the network sub-domains. 


♦ Content Insertion: The ability to substitute “payload” within an acquired or distributed stream. 
[Note: Only shown in the detailed diagrams below.] 


♦ Transaction Server: This represents the application servers, etc., that support the navigation, 
selection, and purchase of IPTV content. The measurement point  represents the server 
end for the timing of client-server transactions. 


3.1.3  Network Domain 
This domain covers all the network components required to transport the video from stream source 
(in the case of VoD, the video playout servers), to its destination (the customer home network). 


♦ Video Head End [Core]: Covers the network infrastructure providing the connectivity for 
central playout site to a regional Video Hub Office (VHO). This typically receives the 
content transport streams from the service domain A . 


♦ Video Hub Office: Covers the network infrastructure providing the connectivity between 
VHOs and Video Serving Offices (VSO). This receives the content transport streams from 
the Video Head End (VHE) B  or from local sources. 


♦ Video Serving Office [Metro]: Covers the network infrastructure providing the connectivity to 
the local offices. This receives the content transport streams from the VHO C  or from local 
sources. 


♦ Access Network: Covers the network from the central office to the customer premises. 
Different access technologies, such as DSL, Fiber, may be used. This receives the content 
from the VSOs D  or from local sources. 


 
Not all networks will include all sub-domains; at a minimum, there will be an Access Network and a 
Serving Office. 


3.1.4  Customer Domain 
This domain covers all the equipment and functions located within the customer’s premises. 


♦ Residential gateway & Home Network: Receiving device e.g., ITF, and TV. This receives 
the IP stream from the access network E  


♦ ITF:  A typical receiving device for the IPTV service, it contains two functional 
components that can have an impact of video quality: 
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♦ Network Stack: F The software functions for receiving the video transport stream  and 
delivering these to the video decoder. This is the point were Forward Error Correction 
(FEC) could be recovered. 


♦ Video decoder: The functional component for the decoding of the video stream into its 
final analogue or digital format 8 . This component has to receive the video stream  in 
the exact format as produced by the video encoder in a timely, error free, manner.  


♦ Display: The conversion of the analogue or digital output of the Video Decoder into a 
visible form 9 . 
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3.1.5  Full QoS Measurement Model: Domains and Quality Metric Layers 
 


 
 


Figure 10: Full QoS Measurement Model 
 


 
The full model in Figure 10 shows that the content processing and playout functions are often 
geographically distributed across the network and that the elements of a transport stream can be 
changed by Content Insertion between their sources; for example, at the VHE and the Access 
network. 
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Due to the way the content payload is encapsulated, and the nature of the changes that can be 
introduced by the function components, it is not practical to measure, payload, transport or network 
quality at every point within the model. The recommended points are included in the diagram as 
listed below. 
 


3.1.6  Content Quality Layer 
Table 2 lists the key points in the QoS model for the measurement of Content Quality. 
 


Ref. 
Point Description Example Format Some Potential degradation Example Measurement 


0
 Source Content Quality 


DVD, Digi-Beta, ASI 
Streams Original Quality Picture quality 


1
 Output of Ingestion Files and ASI Streams Standards conversion, downscaling MPEG stream quality 


2
 Output of Encoding Files and ASI Streams Coding artifacts Content quality 


7
 Input to Video Decoder Internal Data buffer Lost payload 


Frame loss, buffer under-
run 


8
 Output of ITF Analogue, HDMI Decoder not implementing features Content quality 


 Output of Display Visual Filtering, Colour distortion Customer Satisfaction 
 


Table 2: Measurement Points for Content Quality 
 
The points represent the key steps in the end to end delivery of the payload from its sources to the 
consumer, as shown in Figure 11. 
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Figure 11: Content Quality Impacts 


 
 


3.1.7  Media Stream Quality 
Table 3 lists the key points in the QoS model for the measurement of the Media Stream Quality. 
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Ref. 


Point Description Format Potential degradation Example Measurement 


 Source Content Quality Off-air stream quality Original source 
Frame check sequence, 
signal strength 


 Output of Playout File transfer Transcoding process PCR jitter 


 Output of Delivery Video Streaming Transcoding process PCR jitter 


 Output of Content Insertion Packetized video Local content insertion PCR jitter 


 Input to ITF network stack Packetized video Jitter, Packet loss Packet loss, jitter 


 Input to Video Decoder Packetized video Frame loss, buffer under-run  Packet loss, jitter 
 


Table 3: Measurement Points for Media Stream Quality 
 


The points represent the key steps in the end to end delivery of the media stream from its sources to 
the consumer, as shown in Figure 12. 
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Figure 12: Media Stream Quality Impacts 
 


3.1.8  Transmission Quality Layer 
Table 4 lists the key point in the QoS model for the measurement of Transmission Quality.  
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Ref. 
Point Description 


 
Location Potential degradation Example Measurement 


A
 Video Head End Ingress 


Core 
Original Packet Loss, jitter 


A1


 Video Head End Egress 
Core 


Jitter, Delay, loss 
Packet Loss, jitter 


B
 Video Hub Office Ingress 


Core 
Jitter, Delay, loss 


Packet Loss, jitter 


B1


 Video Hub Office Egress 
Metro 


Jitter, Delay, loss 
Packet Loss, jitter 


C
 Video Serving Office Ingress 


Metro 
Jitter, Delay, loss 


Packet Loss, jitter 


C1


 Video Serving Office Egress 
Access 


Jitter, Delay, loss 
Packet Loss, jitter 


D
 Access Network Ingress 


Access 
Jitter, Delay, loss 


Packet Loss, jitter 


E
 Home Network Ingress 


Home 
Jitter, Delay, loss 


Packet Loss, jitter 


 Received Stream Quality 
Home 


Jitter, Delay, loss 
Packet Loss, jitter 


 
Table 4: Measurement points for Transmission Quality Layer 


 
The points represent the key steps in the Transmission stream from its sources to the consumer, as 
shown in Figure 13.  
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Figure 13: Transmission Quality Impacts 


3.1.9  Transaction Quality Layer 
The operation of an IPTV system requires many transactions to occur between different 
components of the overall system. Therefore the model does not try to represent all the points 
where transactional quality (performance) would be measured. Table 5 shows the point where an 
end-user effecting transaction, for example, might be instrumented. In general transaction quality is 
concerned with round trip events, i.e., the measurement between the generation of a request and the 
reception of the response. 
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Ref. 


Point Description Format Potential degradation Example Measurement 


 Transaction Server Request to response Performance of computing systems Time 


 Output of Playout Request to response Delays in network Time 


 Output of Delivery Request to response Delays in display device (ITF) Time 
 


Table 5: Measurement Points for Transaction Quality 
 
The points represent the key steps in an end-to-end transaction between the ITF and a transaction 
server, as shown in Figure 14. 


 
Figure 14: Transaction Quality Impacts 


 
3.2  Stack view  
IPTV QoS requires measurement at all logical layers of the IP network from application to physical 
media and includes all network elements, equipment, and devices end-to-end. The protocols stack 
view is a useful concept for differentiation and measurement of Network and Application QoS. 
Measurements at IP layers essentially constitute Network QoS. Measurement of metrics at other 
logical layers above the IP layer is a component of Application QoS Measurement.  
 
An important aspect of metrics definition is that measurement must be feasible. If measurement is 
not feasible, then a metric is not relevant. In order for measurement to be feasible, the 
instrumentation needed to perform measurements as a prerequisite also needs to be defined.   
 
The Protocol Stack View of QoS Metrics provides definitions that help determine the capabilities of 
different types of nodes in terms of measurement, and certain basic requirements of instrumentation 
at a measurement point for measurement to be feasible and usable.  Definition and measurement of 
metrics requires instrumentation capable of detection at various layers in the protocols stack, as well 
as instrumentation at multiple points in the network distribution chain. The view differentiates 
between nodes that are media aware and are transport aware in terms of the traffic flows that 
originate, terminate, or pass through these nodes. The transport aware nodes recognize flows at the 
IP layer and associated service classes of these flows, and are therefore capable of generating 
Internet Packet metrics. The media aware nodes can examine traffic flows at the IP layer or at a 
protocol layer above the IP layer. This could include awareness of flows with their associated 
protocols, such as UDP, RTP, Real-Time Streaming Protocol (RTSP), and also the underlying media 
such as video frames. These nodes can therefore collect a variety of metrics as shown in Figure 15. 
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A key prerequisite of instrumentation in addition to protocol awareness is the awareness of network 
time and clock references used to synchronize media streams. 


 
 


Figure 15: Example Protocol Stack 
 


The Protocol Stack Concepts is structured around the notion that some nodes in the network would 
be service aware while others may not be. It also identifies the prerequisites for measurement at the 
network layer versus at the service layer. 
 
This conceptualization is also intended to help make determinations with regard to instrumentation 
and measurement capabilities in different parts of the network. As an example, the segments of the 
network that are simply responsible for transport of IPTV service flows may not need   
measurements at the media layer. 
3.3 Use cases  
In order to establish metrics and measurements, it is necessary to understand the type of network 
traffic that flows between IPTV architecture components. Use cases facilitate the identification of 
metrics and measurements by determining all possible initiated network traffic scenarios. Network traffic 
scenarios may or may not be triggered by use cases. Network traffic scenarios not triggered by use 
cases are for further study. The network traffic scenarios are described in terms of traffic flows (i.e., 
control data, media data) between functional IPTV architecture end-points (e.g., ITF or video 
server) and allow abstraction from actual protocols (e.g., IP, RTP, RTSP). There are quite a number 
of architectural decisions to be made with respect to the roll out of an IPTV service, and use cases 
allow modeling any of these. The QoSM TF will support use cases that trigger network traffic. 
 
There may be parts of the IPTV service(s) where the SPs would like to measure quality of the 
service which do not involve any network data traffic. These scenarios are not in scope for the IPTV 
QoSM TF. Examples include first-time ordering of IPTV (service activation) and service 
termination. Any of the IPTV services has the following stages: 


♦ Service Planning 
♦ Service Activation 
♦ Service Trouble 
♦ Service Termination 
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Metrics and measurements supporting service consumption and service trouble stages of the IPTV 
services will need to be identified by the IPTV QoSM TF. 
 
Each IPTV service has a distinct set of possible events. The complete list of IPTV services as 
specified by the IIF Architecture Requirements [2] includes: 


♦ Entertainment services: Linear/broadcast TV, Linear broadcast with Trick Modes, Pay Per 
View (PPV), VoD, Interactive TV, Download-based Video, Content Distribution Services 
(Push VoD), Consumer originated Video (e.g., home security), Audio (e.g., music), Games, 
Pictures. 


♦ Regulatory Information: Emergency Information, Closed Captioning, Content Advisories, 
Educational, Distance Learning. 


♦ Advertising: Traditional broadband advertising, Targeted advertising, Directory advertising, 
Direct mail. 


♦ Communication Messaging. 
♦ Service Information: Interactive Program Guide (IPG), Parental control, Notification 


services. 
♦ Hybrid services. 
♦ 3rd party Content Services. 


 
The QoSM TF will design metrics and measurements, as appropriate, for the IPTV services defined 
in [2]. 
 
As examples, two IPTV entertainment services are described in more detail. For the 
linear/broadcast IPTV service, the following use case scenarios can be identified: 
 
Broadcast: 


1. A consumer turns on the TV.  
2. A consumer uses the IPG. 
3. A consumer selects an IPTV stream/channel. 
4. A consumer watches an IPTV stream/channel.  
5. A consumer chooses a different channel (channel change).  
6. A consumer turns off the TV or switches to VOD.* 


 
For the VoD service, the following use case scenarios can be identified: 
 
VOD: 


1. A consumer turns on the TV.  
2. A consumer uses the IPG.  
3. A consumer selects a VOD program. 
4. A consumer completes a billing transaction for pull and push VOD. 
5. A consumer activates “trick” features (pause/play). 
6. A consumer completes viewing experience. 
7. A consumer turns off the TV or switches for broadcast.* 
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* NOTE: The consumer may switch to another service, but these other services, including PPV, are for 
further study. At present, [2] (sections 5.4, 5.4.2, and 5.9.3) has identified the need for Picture In Picture 
(PIP). It is expected that this will also be supported at a later time. At that time, IIF QoSM TF will evaluate 
requirements for metrics and measurements in support of PIP. The QoSM TF may support use cases 
identifying metrics and measurements for switching between IPTV services. 


 
In each of these use case scenarios network traffic may be generated. Some of these use case 
scenarios are common among different IPTV services. The QoSM TF will support use cases 
identifying metrics for all IPTV services per the IIF Architecture Requirements as described in [2]. 
 
While use cases are useful in identifying metrics and measurements, the IPTV architecture may need 
metrics in areas that cannot be identified by use cases. The QoSM TF will not preclude other 
methods of identifying QoS metrics and measurements than those identified by use cases. 
 
At certain measurement points, looking below the transport layer to the physical layer may be useful 
in sectionalizing problems. Recommended metrics at certain reference test points may include such 
items. This is for further study.  


 
3.4  Instrumentation  


3.4.1 Encrypted Content 
It may be difficult or impossible to analyze many performance statistics of encrypted or content 
protected video streams. Encryption may be performed at different layers in the protocol stack and 
may interfere with the process of gathering even simple network statistics.   The table below shows 
how the location of encryption within the protocol stack affects the ability to obtain performance 
metrics, under the assumption that the test function is not a party to the encryption algorithm and 
key.  Measurement functions located within ITFs will generally have access to the unencrypted 
content. 
 
Location of 
encryption layer 


Loss 
metrics 


PDV 
metrics 


MPEG TS 
metrics 


I,B,P 
frame 
counts 


Loss 
impact on 
image 


Decoded 
A-V Delay 


Perceptual 
quality 
metric 


Within MPEG 
Picture 


Yes Yes Yes Yes No No Yes 


Payload of MPEG  
Transport Packets 


Yes Yes Yes Possible in 
some cases.


No No Yes 


Payload of RTP 
packet 


Yes Yes No Possible in 
some cases.


No No Yes 


UDP payload No No No No No No No 


IP payload No No No No No No No 


 
Table 6: Impact of Encryption 


 
Service providers should be aware that the location of the encryption layer can have a material 
impact on the ability of test, measurement and management functions to provide performance and 
diagnostic data.  The use of IPSEC security, which is located below the RTP/MPEG Transport 
layer, can prevent even simple transport metrics from being obtained and may therefore affect the 
manageability of the service. 
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3.4.2 Passive Measurements 
Passive measurements are those made at the test point by a test function which do not affect the data 
flow under analysis and thus are made passively. The flow being analyzed is monitored, data is 
collected, and specific metrics are determined from this passive data measurement collection activity. 
The analysis made may involve live customer traffic or test traffic specifically injected at another 
point in the network to be analyzed passively at the point in the network under test. 
 
Passive measurement test functions could take several forms, but might include: network elements 
capable of gathering metrics, fixed probes specifically designed for such capture and analysis activity, 
or portable devices which are temporarily placed at a test access point.  In all cases, the 
measurements are made unobtrusively regarding the traffic being analyzed. For a more exhaustive 
overview of passive measurements, see [17]. 


3.4.3 Active Measurements 
An active measurement/test is defined as a test in which a synthetic or test signal or stream is injected 
into the network and measurements made of this signal or stream at other points/downstream 
points within the network. 
 
An example might be measuring channel change times (sometimes called channel zapping).  The 
measuring device initiates the change (sending an IGMP join message), and measures the elapsed 
time until receipt of the first video data packet for the requested channel program.  Sending a test 
stream would be an active test event, but the measurement by a separate device which needs no 
relationship or connection to or communication with stream initiating device is still passive in 
nature.   


3.4.4 Active Measurements with Test Stimuli 
Packet pairs, sampling, or other constructed test sequences are examples of active measurement with test 
stimuli. Most of the methods to assess available bandwidth with just a few packets would fit in the 
"test stimuli" category. These methods draw on what can be inferred from observations, and there is 
no claim that they approximate any real traffic pattern (nor is it necessary; inference bridges the gap). 
 
Active testing includes the concept of test stream generation and subsequent analysis.  Use cases 
might include: 


♦ Network design validation and pre-deployment readiness analysis; 
♦ Service assurance and monitoring; 
♦ Service turn-up and provisioning; 
♦ Service trouble-shooting. 


 
Test streams enable a known stream configuration to be injected into a network, and the effect of 
the network upon the test stream measured at a test point downstream of the injection point.  Test 
streams can be used in many ways, but one is to provide a known “good” format and payload 
injected to determine how a network affects the stream at various test points.  Using an un-
encrypted payload, additional analysis can be conducted which is not possible with encrypted 
payloads used in live traffic.  A second concept is to use the test stream to “stress” the network by 
manipulating various parameters in order to determine if network elements and software are 
performing to specification.  A third use might be to control the generation of a test stream from a 
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Network Operations Control Center (NOC), causing it to be injected in a certain portion of the 
network toward a specific customer location to facilitate trouble-shooting activities. 
 
Specific test stream formats and content are unlimited, but some specific metrics which might be 
manipulated include: 


♦ Bandwidth; 
♦ Packet jitter; 
♦ Packet loss (or drop), duplication or out of sequence; 
♦ PCR jitter; 
♦ PSI Data presence rates; 
♦ Programmed sequences for packet loss period and distance (RFC3357);  
♦ Packet format as in RFC2330; 
♦ Payload compression schemes; for example, MPEG-2, MPEG-4 AVC, VC-1; 
♦ Encapsulation schemes; for example: 


♦ Ethernet/IP/UDP/MPEG-2 TS; 
♦ Ethernet/IP/UDP/RTP/MPEG-2 TS; 
♦ Ethernet/VLAN/UDP/RTP/MPEG-2 TS; 
♦ Ethernet/MPLS/IP/UDP/RTP/MPEG-2 TS. 


 
Many other items like packet length could also be manipulated, but in the context of this framework, 
the use of typical packet formats used in IP Video networks would be more beneficial.  The idea is 
to emulate actual streams found in a network as much as practical, while providing the capability to 
perform repeatable active tests to evaluate the metrics listed above. 


3.4.5 Network Tomography 
Network tomography sometimes also called inferential network monitoring, is an active area of research that 
originated from challenging tasks such as dynamic routing, optimized service provisioning, service 
level verification, and detection of anomalous/malicious behavior. These tasks depend on logic in 
individual servers and routers to aid in the collection of network traffic measurements. Analogous 
efforts were found in areas of signal processing and tomographic image reconstruction, which 
appeared to have similarities to the problems in data networking. 
 
Network tomography includes the estimation of a potentially very large number of spatially 
distributed parameters, which complicates the estimation process significantly. As a result, network 
tomography involves defining simple statistical models with acceptable low estimation errors 
allowing inference of performance characteristics. The statistical models support the measurement 
process and the temporal and spatial dependence of measurements should be assessed. 
Measurements may be passive or active.  
 
Network tomography may be useful for isolating fault locations in IPTV networks. IPTV network 
providers may have systems that gather and store network topology and performance data that 
could obviate or complement estimations from network tomography. Network tomography may be 
of interest to the QoSM TF and is for further study. 
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3.4.6 Measurement Protocol Examples 
In order to collect performance data remotely, protocols are required. Two examples of such 
protocols are described below. 
 
3.4.6.1 TR-069 
DSL Forum TR-069 describes the Customer Premise Equipment (CPE) WAN Management 
Protocol, intended for communication between a CPE and an Auto-Configuration Server (ACS).  
The CPE WAN Management Protocol defines a mechanism that encompasses secure auto-
configuration of a CPE, and also incorporates other CPE management functions into a common 
framework.  The scope of the CPE management protocol is shown below. 
 
 


Scope of


 
 


Figure 16: TR-69 CPE WAN Protocol 
 


TR-069 was approved in May 2004.  Since that time, several other DSL Forum Technical 
Requirements have been approved and several more WTs are in progress.  The following figure 
identifies most of them.  WT-143 is a new document not shown specifically addressing using TR-
069 to collect diagnostic information for testing purposes. 
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IP ITF 


 
 


Figure 17: DSL Forum CPE Management Specifications 
 
These documents are not exclusively directed at DSL networks.  For instance the DSL Forum is 
now applying TR-069 for the remote configuration and management of IP based services for 
Passive Optical Network (PON) access (WT-142).  TR-069 and associated documents are getting 
serious attention outside for the DSL Forum as well.  For instance, in April 2006, ITU-T SG16 Q21 
agreed to adopt TR-069.  DVB is currently evaluating TR-069 and associated working text for the 
Remote Management System. 
 
TR-069 can be used for:  


♦ Auto-configuration and dynamic service provisioning; 
♦ Initial CPE configuration; 
♦ Re-provisioning at any subsequent time; 
♦ Allow vendor-specific parameter configuration; 


♦ Software/firmware image management; 
♦ Version identification; 
♦ File download initiation; 
♦ Notification of the success or failure of a file download; 


♦ Status and performance monitoring; 
♦ Log file, and dynamic notification; 
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♦ Diagnostics; 
♦ Connectivity and service issues. 


 
In TR-069, parameters are arranged in an object model. The object model is built up as a tree like 
structure.  TR-069 uses eXtensible Markup Language (XML), which is an open standard, is human 
readable, and supports easy to share information with other applications.  Under a root object (a 
CPE), different service objects can be grouped.  A service object can contain basic parameters, an 
object, or multiple instances of an object.  These are building blocks that can be used to create a full 
object model for a complex device with different services. 
 
TR-069 and the associated DSL Forum documents can be used for the configuration and retrieval 
of QoS metric information.  TR-069 provides the SetParameterValues Remote Procedure Call 
(RPC), the AddObject and DeleteObject RPCs, and the GetParameterValues RPC for data retrieval. 
This method provides the means to retrieve a parameter but also an object, a sub-tree, or all 
instances of a table, by providing a partial path.  
 
The TR-069 also provides an eventing mechanism based on providing active or passive notification 
on parameter changes.  This could be used for notification of changing QoS conditions. 
 
3.4.6.2 RTCP-XR 
Real Time Control Protocol – eXtended Reports (RTCP-XR) is described in RFC3611. In RTCP 
XR - IP Video Metrics Report Blocks: draft-clark-avt-rtcpxr-video-02, it has been further adapted to 
include the reporting of transmission, video, audio, multimedia, and control plane (transaction), and 
reports the observed performance from each instrumented location in the network. More 
information about RTCP can be found in Appendix C. 
3.5 IPTV Metrics and Measurements in NGNs 
Most SPs are expected to support IPTV and other services enabling a variety of voice, video, data, 
and mobility applications. While the choice of NGN [3,4,5] functions into an end-to-end IPTV 
network architecture is out of scope for the QoSM TF, their presence once determined in the IIF 
Architecture (ARCH) TF is important such that metrics and measurements can be designed with 
these functions in place. Several subsystems in the service stratum are under consideration, including 
IMS. While a transparent approach towards particular implementations is considered, the eventual 
selection of these functions and their relationship with respect to the design of metrics and 
measurement is for further study. Examples that are of interest to the QoSM TF include the use of 
particular NGN transport stratum functions, including end-to-end QoS signaling and Resource and 
Admission Control Functions (RACF) functions.  


3.6 Timing and Synchronization for IPTV  
Synchronization is important for aspects of IPTV service. Timing, time stamps, time of day, and 
time synchronization are a component of some QoS metrics for IPTV. Examples follow.  
 
Accurate determination of one-way delay is only possible with accurate time stamps and time 
synchronization. 
 
Network and service utilization, and resulting QoS problems, varies with time of day; and can vary 
relatively rapidly during events such as massive channel change events. 
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Some DRM streams and content streams need to arrive at times which are within delay restrictions. 
DRM functions such as time-based viewing controls and non-repudiation rely on the time being 
accurate in the ITF, and these functions need mechanisms to support secure and accurate time on 
the IPTV Receiving Device. 
 
The mechanisms for achieving the MPEG timing model need examination in view of the interactive 
nature of IPTV and the delivery of video over a network that is not a constant delay network. The 
MPEG system utilizes a timing model that requires virtually constant delay at the MPEG layer. 
Timely decoding of video depends on this timing model and therefore impacts video quality and 
User Experience. The ITU-T Recommendation H.222.0 recognized the challenges posed by a 
variable delay network and the impact of network jitter, and has suggested its mitigation in ensuring 
this timing model. Jitter smoothing of lower layers, usually implemented with buffers, needs to 
achieve MPEG synchronization requirements before presentation to the MPEG layer. These 
synchronization functions need to be supported by the ITF. 
 
Similar timing considerations apply to media carried in RTP. 
 
Multiple related streams within a given program need synchronization. Synchronization of audio and 
video is an important QoE Indicator, often referred to as “lip synch.”  
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APPENDIX A – STANDARDS AND STANDARDS ACTIVITIES 
The specifications and references listed below are called out for attention as important references. 
Although quite exhaustive, it is not meant to be an exhaustive list of all references related to the 
QoSM framework. 
 
A.1 Subjective Video Quality Measurement 
ITU-R Recommendation BT.500-11 Methodology For The Subjective Assessment Of The Quality Of 
Television Pictures, 2002. 


Describes various approaches for subjective assessment of video quality, including both Double Stimulus (DS) and Single 
Stimulus (SS) approaches. 


 
ITU-T Recommendation J.241 Quality Of Service Ranking And Measurement Methods For Digital Video 
Services Delivered Over Broadband IP Networks, April 2005. 


Describes basic metrics for IP based video streaming services, for example video frame rate, buffer under/overflow events, 
packet loss rate, latency, jitter and throughput. 


 
EBU BPN 056 SAMVIQ, Subjective Assessment Methodology for Video Quality May 2003. 


Describes a subjective evaluation methodology intended for use with video codecs for use over the Internet. 
 
 
A.2 Objective Video Quality Measurement 
ITU Contribution COM 9-80, June 2000, Final Report from the Video Quality Experts Group on the 
Validation of Objective Models of Video Quality. 


Presents results of Video Quality Experts Group (VQEG) study of a number of full reference video quality tools. 
 
ITU-T Recommendation J.144, Objective Perceptual Video Quality Measurement Techniques For Digital 
Cable Television In The Presence Of A Full Reference, March 2004. 


Provides guidelines on the selection of full reference objective video quality tools, and recommends four tools that were 
validated by VQEG (see ref 2.1). 
 


ITU-T SG9, Questions 2 and 14 address objective measurement and in-service monitoring, 
coordinated with VQEG. 
 
ITU-T SG12, Question 9 addresses evaluation of objective models, coordinated with VQEG.  
Question 13 addresses the development of a Video E Model. 
 
ITU-T Joint Rapporteurs Group on Multi-Media Quality Assessment is a joint SG9/ SG12 group 
that typically meets in conjunction with VQEG. 
 
ITU-T FG IPTV - Working Group 2 addresses QoE and Performance Monitoring. 
 
ITU-R Recommendation BT.1683, Objective Perceptual Video Quality Measurement Techniques For Standard 
Definition Digital Broadcast Television In The Presence Of A Full Reference. 
 
ITU-R SG6 Questions 44, 48, 99, 109 - address in service quality assessment for broadcast systems. 
Questions 55, 62 and 122 address measurement of sound quality. 
 
VQEG - Video Quality Experts Group - is an informal group that operates in conjunction with 
ITU-T SG 9 and 12. 
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The VQEG offers the FR/RR/NR model for objective assessment of the quality of video itself. However, this assessment 
does not cover other user interaction aspects of service such as channel change, request for content and the background 
functions related to a user response such as delivery of correct DRM keys, access to service etc. 


 
T1 801.03-2003, Digital Transport of One Way Video Signals - Parameters for Objective Performance 
Assessment. 
 
T1 801.04-1997, Multimedia Communications Delay, Synchronization and Frame Rate Measurement. 


T1.TR.72-2003, Methodological Framework for Specifying Accuracy and Cross-Calibration of Video Quality 
Metrics. 


T1.TR.73-2001, Video Normalization Methods Applicable to Objective Video Quality Metrics Utilizing a Full 
Reference Technique. 


T1.TR.74-2001, Objective Video Quality Measurement Using a Peak-Signal-to-Noise-Ratio (PSNR) Full 
Reference Technique. 


T1.TR.75-2001, Objective Perceptual Video Quality Measurement Using a JND-Based Full Reference Technique. 


T1.TR.77-2002, Data and Sample Program Code to be used with the Method Specified in Technical Report 
T1.TR. 72-2001 for the Calculation of Resolving Power of the Video Quality Metrics in Technical Reports T1.TR. 
74-2001 and T1.TR. 75-2001. 


A.3 Video System Performance Planning and Measurement 
ETSI TR 101 290, Digital Video Broadcasting; Measurement Guidelines For DVB Systems, May 2001. 


Describes a broad range of measurements related to overall video system performance, including some related to MPEG 
transport (e.g., PCR jitter and drift) and many metrics related to RF performance.  Does not have any specific metrics 
related to video quality.  


 
ATSC IS-191, Relative Timing of Sound and Vision for Broadcast Operations, June 2003 


A US recommendation for Digital TV applications that defines acceptable lead-lag times for audio with respect to video 
(Preferred in the US over ITU-R BT1359.1). 


 
DSL Forum WT 126, Triple-play Services Quality of Experience (QoE) Requirements, July 2006 


This document describes QoE requirements and targets for linear/broadcast TV and VoD in IP networks (as well as VoIP 
and BE Internet Access). Other IP-based TV applications (e.g., gaming, etc,) are for further study. Except for P transport 
metrics, this document does not identify service level metrics nor does it indicate how to measure those metrics. However, 
the WT identifies the areas where metrics may be created including measurements as it pertains to the scope of the ATIS 
IIF QoSM TF. 


 
Video Services Forum Ad-hoc Group on Test and Measurements Report, Recommended Video over IP 
Metrics v3.1. 


This document identifies and describes metrics required to accurately characterize packet-based network performance for 
streaming video transport over IP.  This report includes metrics to assist with requirements for monitoring, 
troubleshooting, equipment performance compliance to specifications, measuring service statistics, and equipment analysis 
and debug from design through production life cycle phases.  Metrics are provided with a description of why the metric is 
included, its application to a video over IP transport system, and the location or application for the use of the metric. 


 
RFC4445, A Proposed Media Delivery Index (MDI), April 2006. 


MDI measurements can be used as diagnostic tool or a quality indicator for monitoring the network intended to deliver 
applications such as streaming media, VoIP, MPEG video, or other information sensitive to arrival time and packet loss. 
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A.4 Reporting video quality from IP endpoints 
IETF Audio/Video Transport (AVT) is developing an RTCP XR Video Metrics draft suitable for 
reporting IPTV performance metrics from IP set top boxes mid-stream. 
 This draft describes a set of metrics related to video quality, and a lightweight "push" protocol for reporting these metrics 


from an IP endpoint.   The metrics defined include both RTP and MPEG-2 Transport performance measures using a 
layered model, IP metrics from before and after the application of FEC and perceptual quality metrics for video, audio 
and multimedia.  The draft also describes performance metrics for TCP based video streams [Described in draft-clark-
avt-rtcpxr-video-02.txt (IETF)]. 


 
The following mechanism is intended to be access network agnostic and its application is being 
extended from DSL networks to other types of access networks.  Standards being proposed in other 
forums are for further study.   
 
DSL Forum TR-069:  


TR-069 describes the CPE WAN Management Protocol, intended for communication between a CPE and an Auto-
Configuration Server (ACS).  The CPE WAN Management Protocol defines a mechanism that encompasses secure auto-
configuration of a CPE, and also incorporates other CPE management functions into a common framework.  This 
mechanism can be used to obtain information regarding the performance of both access and home networks.  The data 
model for IP Gateways and other CPE devices is quite comprehensive and extensible, should additional data objects be 
required for IPTV QoS metrics.  The mechanism is access network agnostic and its application is in no way restricted to 
DSL networks.   TR-069 should be considered as a mechanism for reporting IIF QoS metrics from the Delivery Network 
Gateway (DNG), ITF, or other CPE device. 


A.5 IP performance 
ITU-T Recommendation G.1050, Network model for evaluating multimedia transmission performance over IP.  


Defines a time series based IP network impairment model and a range of profiles associated with different network types, 
characteristics and congestion levels.  The model may be used as a means to generate realistic IP impairments for 
equipment testing or may be used to develop a measure of network coverage in order to assess the robustness of equipment 
over a broad range of conditions 


 
IETF IP Performance Metrics (IPPM) Working Group 


The IETF IP Performance Metrics (IPPM) Working Group is developing a set of standard metrics that standardize the 
quality, performance, and reliability of Internet delivery services. A listing of IPPM documents follows: 
 
IPPM Internet-Drafts: 


Packet Reordering Metric for IPPM  
Defining Network Capacity  
A Two-way Active Measurement Protocol (TWAMP)   
IP Performance Metrics (IPPM) for spatial and multicast  
Spatial Composition of Metrics  
Framework for Metric Composition  
Reporting IP Performance Metrics to Users  
Traceroute Measurements Information Model and XML Data Model 


 
IPPM Request For Comments: 


Framework for IP Performance Metrics (RFC 2330)  
IPPM Metrics for Measuring Connectivity (RFC 2678)  
A One-way Delay Metric for IPPM (RFC 2679)  
A One-way Packet Loss Metric for IPPM (RFC 2680))  
A Round-trip Delay Metric for IPPM (RFC 2681)  
A Framework for Defining Empirical Bulk Transfer Capacity Metrics (RFC 3148)  
One-way Loss Pattern Sample Metrics (RFC 3357)  
IP Packet Delay Variation Metric for IPPM (RFC 3393)  
Network performance measurement for periodic streams (RFC 3432)  
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A One-way Active Measurement Protocol Requirements (RFC 3763)  
IP Performance Metrics (IPPM) metrics registry (RFC 4148)  
A One-way Active Measurement Protocol (OWAMP) (RFC 4656)


 
ITU-T Recommendation Y.1540, Internet Protocol Aspects – Quality Of Service And Network Performance. 


Defines parameters that may be used in specifying and assessing the performance of speed, accuracy, dependability, and 
availability of IP packet transfer of international Internet Protocol (IP) data communication service. The defined parameters 
apply to end-to-end, point-to-point IP service and to the network portions that provide, or contribute to the provision of, 
such IP service with connectionless transport. Packet transfer mechanisms, availability, and packet delay variation are 
described in detail. 
 


ITU-T Recommendation Y.1541, Network Performance Objectives For IP-Based Services. 
Defines classes of network Quality of Service (QoS) with objectives for Internet Protocol (IP) network performance 
parameters. Two of the classes contain provisional performance objectives. These classes are intended to be the basis for 
agreements among network providers, and between end users and their network providers. Appendices describe IP 
performance details, relationships, references, FEC, digital video and other issues. Y.1541 was updated on 02/2006 and 
now includes classes that can apply to IPTV. 


 
ITU-T Recommendation G.1010, End-user Multimedia QoS Categories, identifies that user QoS is 


mostly influenced by delay, delay variation, and loss.   
The recommendation identifies several different applications and maps them to eight end-user Quality of Services 
categories each with their own performance objectives.  With respect to IPTV, several categories are of interest, including 
streaming voice/video, and others.  Each category is identified to allow a certain amount of one-way IP packet delay, and 
IP packet loss.  The QoSM TF may relate to G.1010 for any newly defined metrics, and if applicable, expand to other 
categories.   


 
A.6 Other related standards 
The following mechanisms are intended to be access network agnostic and their application is being 
extended from DSL networks to other types of access networks.  Standards being proposed in other 
forums are for further study.   
 
DSL Forum WT-107, Internet Gateway Device Data Model, May 2006. 


This working text defines the data model for configuration and management of an Internet Gateway Device by an Auto-
Configuration Server using the mechanism defined in TR-069.  The data model identifies some of the information that may 
be available from a DNG.  The data model is extensible should additional data objects be required for QoSM.  WT-107 
should be considered when defining the data model for the DNG. 


 
DSL Forum WT-135, Data Model For A TR-069 Enabled ITF, April 2006.  


This working text defines the data model for provisioning of Digital Television (broadcast or IPTV) functionality on a set-
top-box CPE device by an Auto-Configuration Server using the mechanism defined in TR-069.  The data model identifies 
some of the information that may be available from a Home Network End Device (HNED).  The data model is extensible 
should additional data objects be required for QoSM.  WT-135 should be considered when defining the data model for the 
ITF. 


 
The following recommendation is for cases with DSL performance. 
 
ITU-T Recommendation G.997, Physical Layer Management for Digital Subscriber Line (DSL) Transceivers, 
May 2005. 


ITU-T Recommendation G.997, “Physical layer management for digital subscriber line (DSL) transceivers,” (also called 
G.PLOAM) defines DSL-layer control and diagnostics messages. G.997 is rapidly gaining acceptance by the industry. DSL 
line QoS metrics may be retrieved using G.997 commands including aggregate performance numbers such as bit rate, noise 
margin and error counts; as well as spectral data such as loop response and noise Power Spectral Density (PSD). CO-end 
and CPE/modem-end data are both available. Simple Network Management Protocol (SNMP) command structure is 
defined in G.997. 
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APPENDIX B – OVERVIEW ON QUALITY OF SERVICE 
B.1 Discussion of QoS and QoE in Various Standards 


The ITU-T Recommendation E.800 [13] one of the few standardized definitions for Quality of 
Service is a good reference for QoS and a starting point to approaching the definition of QoS/QoE 
of any new service such as IPTV. 


E.800 defines QoS as: 


“the collective effect of service performance which determine the degree of satisfaction of a user of the 
service. 
NOTES: 


1. The quality of service is characterized by the combined aspects of service support 
performance, service operability performance, serveability performance, service security 
performance, and other factors specific to each service. 


2  The term “quality of service” is not used to express a degree of excellence in a comparative 
sense, nor is it used in a quantitative sense for technical evaluations. In these cases a 
qualifying adjective (modifier) should be used.”2


 
This definition is fairly widely accepted. This definition is exceptionally broad as may be observed in 
the notes. The E.800 definition is intended to include the performance effects of all elements 
(terminals, LANs, access networks, core networks, gateways etc.) in an end-to-end path between 
human users or application programs, and all types of communicated media (e.g., voice, data, video).


Related to QoS is the term Quality of Experience (QoE). A proposal is under consideration with ITU 
Study Group 12 to expand the E.800 definition of QoS to include other effects, such as context, 
environmental effects, etc.  This broadened notion of the user experience is under consideration and 
called QoE as proposed below:  
 


“Quality of Experience is the overall acceptability of an application or service, as perceived subjectively by the 
end-user. 


 
This definition notes that the: 


1.  Quality of Experience includes the complete end-to-end system effects (client, 
terminal, network, services infrastructure, etc). 


2. Overall acceptability may be influenced by user expectations and context.” 
 
 
ETSI TISPAN ETSI TR 102 479 defines QoS and QoE as follows: 


 
“QoS: the collective effect of service performance, which determine the degree of satisfaction of a user of the 
service. 
 


Note 1: The quality of service is characterized by the combined aspects of service support 
performance, service operability performance, serveability performance, service security 
performance, and other factors specific to each service. 
 


                                            
2 E.800 Series E: Overall Network Operation, Telephone Service, Service Operation, and Human Factors, Terms and 
Definitions Related to Quality of Service and Network Performance Including Dependability, August 1994.  Reproduced 
with the kind permission of ITU 
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Note 2: The term “quality of service” is not used to express a degree of excellence in a comparative 
sense nor is it used in quantitative sense for technical evaluations. In these cases a qualifying 
adjective (modifier) should be used. 
 
Note 3: The definition above including notes 1 and 2 is from ITU-T Recommendation E.800 [2]. 
ITU-T Recommendation G.1000 [3] expands the definitions of QoS given in ITU-T recommendation 
E.800 [2].3


 
QoE: User perceived experience of what is being presented by a communication service or application user 
interface.” 


 
The ITU-T Recommendation X.902 (1995 E) definition of QoS is a "set of quality requirements on 
the collective behavior of one or more objects.”4  We choose to use quantifiable attribute in place of 
quality as we believe that the term quality as used by ITU-T could refer to aesthetic or other non-
measurable aspects. 
 
A recent new effort from the DSL Forum has created a Working Text, WT 126 titled Triple-play 
Services Quality of Experience (QoE) Requirements which in its introduction statement also makes 
reference to new work in ITU-T Study Group 12, Question 13 on the definition of Quality of 
Experience.   
 
The DSL Forum provides further elaboration on the Study Group 12 definition.  QoE is the overall 
performance of a system from the point of view of a user. QoE is a measure of end-to-end 
performance at the services level from the user perspective and an indication of how the system 
meets the user’s needs. See Appendix C for more information.
 
B.2 On The Use Of The Term QoS 
IPTV is a composite service, i.e., it has components which depend on the quality delivered by other 
services.  It is normal practice within the industry to use the term QoS with regard to these various 
component services.  For example, a video stream is delivered over IP it is normal and customary 
practice to refer to the service quality delivered by IP as QoS and to make generalized statements 
such as “in order to deliver a sufficient level of [application, voice, video…] QoS it is essential that 
the IP network meets its QoS objectives.” 
 
The idea that the QoS of one application or layer may be dependent on the QoS of other 
applications or layers is entirely within the spirit and usage of the term.  The user or consumer of a 
service may be a person, an application, an organization or another service -- and hence this usage of 
QoS is entirely consistent with the ISO and ITU definitions of the term.   


 
It is definitely good practice to define what the term QoS is being applied to for example Application 
QoS, Network QoS, or IPTV Service QoS.    
 


                                            
3 © European Telecommunications Standards Institute 2006. Further use, modification, redistribution is strictly 
prohibited. ETSI standards are available from http://pda.etsi.org/pda/ and 
http://www.etsi.org/services_products/freestandard/home.htm.  
4 ITU-T Recommendation X.902 (1995 E) ITU-T Recommendation X.902 (1995 E), Information Technology - Open 
Distributed Processing - Reference Model: Foundations. Reproduced with the kind permission of ITU. 
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APPENDIX C – OTHER QUALITY DEFINITIONS 
C.1 DSL Forum WT-126  
The DSL Forum offers a more extensive view of QoE as summarized below. 
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Table 7: DSL Forum QoE Map 
 
 
The DSL Forum discusses 3 types of objective assessment techniques, again only for video quality:  
 


1. Based on model of human video perception. 
2. Based on video signal parameters.  
3. Based on network impairment parameters. 


 
For more information, refer to WT-126. 
 
 
C.2 IETF RTCP-XR 
RTCP-XR defines the following types of quality: 
 
VSTQ - Video Service Transmission Quality: The video service transmission quality expressed as a score 
in the range 0.0 to 50.0.  This is a codec independent measure of the ability of the bearer channel to 
support reliable video. 
 
VSPQ - Video Service Picture Quality: The video service picture quality expressed as a score in the 
range 0.0 to 50.0.  This is a codec dependent measure that is related to the subjective quality of the 
decoded video stream. 
 
VSAQ - Video Service Audio Quality: The video service audio quality expressed as a score in the range 
0.0 to 50.0.  This is an audio codec dependent measure that is related to the subjective quality of the 
decoded audio stream(s). 
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VSMQ - Video Service Multimedia Quality: The video service multimedia quality expressed as a score in 
the range 0.0 to 50.0. This is a composite audio/video measure that is related to the overall 
subjective user experience and considers picture quality, audio quality and audio/video 
synchronization. 
 
VSCQ - Video Service Control Plane Quality: Video service control (trick play) quality is expressed as a 
score in the range 0.0 to 50.0.  This is a measure that is related to the performance of the video 
stream control channel. 
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APPENDIX D – VIDEO QUALITY IMPAIRMENTS/INDICATOR DEFINITIONS 
The QoE indicators may be defined by the following parameters, as documented by T1.801.02-1996: 
 


1. Block Distortion: Distortion of the image characterized by the appearance of an 
underlying block encoding structure. Also is called tiling. 


2. Blurring: A global distortion over the entire image, characterized by reduced sharpness of 
edges and spatial detail. 


3. Color Errors: Distortion of all or a portion of the final image characterized by the 
appearance of unnatural or unexpected hues or saturation levels. These hues or saturation 
levels were not present in the original image. 


4. Edge Busyness: Distortion concentrated at or near the edge of objects, and further 
categorized by its temporal and spatial characteristics. 


5. Temporal Edge Noise: A form of edge busyness characterized by time-varying sharpness 
(shimmering) to edges of objects. 


6. Spatial Edge Noise: A form of edge busyness characterized by spatially varying distortion 
in close proximity to the edges of objects. 


7. Mosquito Noise: A form of edge busyness distortion sometimes associated with 
movement. Characterized by moving artifacts around edges and/or blotchy noise 
patterns superimposed over the objects (resembling a mosquito flying around a person's 
head and shoulders). 


8. Error Blocks: A form of block distortion where one or more blocks in the image bear no 
resemblance to the current or previous scene and often contrast greatly with adjacent 
blocks. 


9. Jerkiness: Motion that was originally smooth and continuous is perceived as a series of 
distinct 'snapshots'. 


10. Motion-Related Artifacts: Distortion of motion video potentially observable by the 
viewer. In some instances, the distortion becomes more observable with increased 
motion. The distortion may appear as smearing, block distortion, jerkiness, or other 
impairments. 


11. Motion Response Degradation: The deterioration of motion video such that the video 
imagery has suffered a loss of spatio-temporal resolution. 


12. Object Persistence: Distortion where the object(s) that appeared in a previous video 
frame (and should no longer appear) remain(s) in current and subsequent video frames 
as an outline or faded image. 


13. Object Retention: Distortion where a fragment of an object that appeared in a previous 
video frame (and should no longer appear) remains in the current and subsequent video 
frames. 


14. Scene cut response: The perceived impairments associated with a scene cut. For example, a 
slow build-up of a video image, instead of an instantaneous change of images. 


15. Smearing: A localized distortion over a sub-region of the received image, characterized 
by reduced sharpness of edges and spatial detail. For example, the portrayal of a fast 
moving object may exhibit smearing. 
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APPENDIX E – PERCEPTUAL VIDEO QUALITY 


E.1 Introduction 
An important aspect of QoE is Perceptual Video Quality, which relates to the user’s experience of 
the video and audio stream. Two methods exist for measuring the perceptual quality of a service: 
objective methods and subjective methods. Objective measurement depends only on the object or parameter 
being measured -- e.g., packet loss.  Subjective Measurement relies not only on the object or 
parameter being measured but also includes the end user viewpoint or perception of the resulting 
measurement -- e.g., impact of packet loss on user perception of video quality. 
 
Subjective methods (reference P.800, BS.1116, BT.500, P.910, P.911, P.920) exist for performing 
controlled experiments directed towards understanding the perceptual quality of speech, audio, 
video, and multimedia. Subjective methods are useful for performance testing in the laboratory and 
for training and testing objective perceptual quality methods. Subjective methods are not appropriate 
for in-service monitoring, but are essential in determining the usefulness of objective methods. 
 
Objective quality methods offer automated means of estimating the subjective or perceptual quality 
of a service. Objective measures are computational in nature and may incorporate (e.g., J.144) 
models of psycho-visual effects (for example frequency response, contrast sensitivity, temporal 
masking, color representation).  ITU-T Rec. J.144 was not tested under conditions of packet loss or 
other transport impairments, and hence it may have limited applicability to measuring picture quality 
for IPTV service. 
 
Tests conducted within VQEG and ITU demonstrated that full reference algorithms incorporating 
psycho-visual models achieved better correlation with subjective test data than algorithms such as 
PSNR that did not incorporate such models. There are various methods available to perform 
perceptual quality measurement. Full reference methods have access to both the original signal and 
its processed counterpart. Full reference methods may analyze the components of both signals 
independently as well as comparatively. Reduced reference methods have access to the processed 
signal, but have limited knowledge of the original signal. Reduced reference methods can perform 
independent and comparative analysis of the signals, but their performance is affected by the quality 
and quantity of information derived from the original signal. No reference methods have access to 
the processed signal only. For real-time, in-service quality monitoring, either reduced reference or no 
reference perceptual quality methods may be deployed. Full reference methods may be useful to 
measure the quality of service prior to transmission (e.g., at the head-end). 
 


E.2 Video Picture Quality Metrics (VQM) 
 
E.2.1 Subjective VQM 


Video Mean Opinion Score (MOS) is evaluated averaging the subjective ratings made by a panel of 
viewers of one or more video clips. Viewers typically rate the picture on a scale of 1 to 5 as shown in 
the following Table 8. Subjective MOS rating is not possible for day-to-day network test, although 
briefly viewing video on a monitor is often practical. 
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Scale Subjective Video 
Quality 


5 Excellent 
4 Good 
3 Fair 
2 Poor 
1 Bad 


 
Table 8: Subjective Evaluation Scale 


 
Audio quality has a pronounced effect on perceived video quality. A frequent problem with digital 
video is for audio to arrive out of synchronization with video, called lip synch. 
 


E.2.1.1 Objective VQM 


An Objective Video Quality Metric (VQM) algorithmically estimates received video MOS. Objective 
VQM may be done many ways, ranging from relatively simple approximations based on one or a 
few impairment values (i.e., packet loss rate), up to exhaustively comparing every pixel of a reference 
of the source material with a decoded output.. 
Analog picture quality is often measured by the carrier-to-noise ratio (CNR), with CNR above about 
43 dB necessary to ensure a good picture. The CNR is only useful with good quality source video. 
The next three sections discuss three types of objective VQM, with full, partial, and no reference. 
 
E.2.1.1.1 Objective VQM with Full Reference 
With a full reference, the test device receives both the video stream under test and a pristine, 
uncorrupted, reference version of the same stream. An objective assessment of the video stream 
under test is made by comparing to the reference stream. Often the two pictures need to be scaled 
and aligned before their pixels may be directly compared. Mean Square Error (MSE) quality 
assessment metrics are relatively easy to compute. The Peak Signal-to-Noise ratio (PSNR) is the 
ratio of the peak signal to the root mean square (RMS) noise, where the noise here is the difference 
between the received video under test and a reference copy of the same video signal. PSNR 
objectively measures degradation primarily of the luminance signal. Acceptable PSNR figures vary 
between 20 dB (maybe just acceptable) and 40 dB (excellent). There are a number of more complex 
full reference video quality metric algorithms that arguably can achieve greater accuracy than PSNR. 
 
Much work on objective VQM was originally designed for measuring encoder quality and not video 
quality after network transmission. Comparing to a full reference stream may be accomplished 
several ways across a network. The comparison may be made between two streams from two 
different sources in the service provider or network provider domains. Dedicated hardware, such as 
network probes or wideband test heads, can be deployed at various points in the network to inject 
video test streams at one point and calculate objective VQM at another point. A device in the 
customer domain could loop-back the video stream under test to the service provider or network 
provider domain where it is then compared to the reference stream. Or, a device in the customer 
domain could possibly store a particular reference video clip which is compared to a received test 
stream. 
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E.2.1.1.2 Objective VQM with Partial Reference 
A comparison to a partial reference can also be made. Here, key features such as spatial and temporal 
detail are extracted from the reference video stream, and these features are transmitted to the system 
testing the video. The reduced reference signal may be transmitted over a different channel, which is 
ideally error-free. The reduced reference signal should use significantly less bandwidth than a full 
reference signal. 
 


E.2.1.1.3 Objective VQM with No Reference 
In the no reference VQM case, the picture quality is estimated using only the received picture. While 
this is easy to do subjectively by simply looking at the picture, objectively measuring the overall 
video quality with no reference may be computationally complex. Algorithms can look at encoded 
pictures, individual pixels, edges, etc., and estimate encoded picture quality. The Video Quality 
Experts Group (VQEG) is studying such algorithms. 
 
Another no reference approach is to assume that good video encoders and decoders are used, and 
then the video quality is inferred from knowledge of transmission impairments. A primary 
transmission impairment impinging picture quality is the end-to-end Packet Loss Rate (PLR) after 
error correction and retransmission. Packet jitter and delay are also important, but their effect varies 
with the type of encoding and the size of decoder buffers. The type of picture information that is 
lost, the time series nature of loss (burstiness), error propagation, decoder concealment strategies, 
etc., may all be accounted for when estimating the impact of network errors on video quality. The 
quality of the source video may need to be known in order to estimate received picture quality from 
transmission impairments. Or encoded video picture quality may be estimated by examining some 
encoding parameters. Video encoding parameters -- such as source video resolution, quantization 
levels, encoded bit rate, etc., -- may be analyzed to indirectly estimate the video encoding quality. 
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APPENDIX F – INFORMATIVE IPTV SERVICE EXAMPLES 
This section provides examples of the process of defining metrics and measurements for two IPTV 
services -- linear/broadcast, and VoD -- as highlighted in ATIS document ATIS-0800002. For the 
purposes of this effort, these examples are not intended to be entirely complete; they are intended to 
bring together a model as described in the above document and use the definitions, tools, and 
mechanisms introduced in this framework document. Future working texts will complete these 
examples. 
 
In these examples the content provider is also the service provider and are thus shown as one. 
 
 
F.1 IPTV Linear/Broadcast Service 
The following figure shows an example logical architecture, using the QoS Model, of the IPTV 
Linear broadcast service. The foundation model for these services can be found in Figure 6 of the 
ATIS document ATIS-0800002.  
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Figure 18: Example Service Architecture of IPTV Video Service 


 
This figure shows the overall view of IPTV Video service architecture end to end from content 
aggregation at VHE to the customer premises and set-top box delivery to TV. The following 
describes a conceptual implementation example of this architecture.  
At the national level, Video Head Ends serves as the central point of national content aggregation. 
All content is encoded into MPEG streams and transported over the network and terminated at a 
VHO. The VHO serves as the local point of aggregation. It is here that off-air local, public, 
education, and government channels are aggregated and combined with the national broadcast video 
coming from the VHE. Local Advertisement Insertion, Emergency Alert system switching, VOD 
content and IPG are processed and served at VHO. Video content and broadcast are converted to 
Single Program Transport Streams (SPTS) and encapsulated into IP multicast packets.  The IP 
encapsulated video is then sent to the VSO via Point to Multipoint IP transport. At the VSO, the IP 
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multicast streams are presented to the Gateway Routers, where they are integrated with the other 
service flows for transport to the customer.  
 
 
F.2 Transaction Quality 
The service consumer would use the IPTV Broadcast service as follows, identified by use cases: 


1. A consumer turns on the TV.  
2. A consumer uses the IPG. 
3. A consumer selects an IPTV stream/channel. 
4. A consumer watches an IPTV stream/channel.  
5. A consumer chooses a different channel (channel change).  
6. A consumer turns off the TV or switches to VOD. 
 


 


 
 


Figure 19: Example of IGMP Service Architecture of IPTV Video Service 
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Figure 20: Example Of IGMP Call Flow For Selecting Channel 2 And Change To Channel 3 


 
Figure 20 shows the channel change and multicast signaling flows. The ITF initiates a channel 
request by one of the following methods: 


♦ Random selecting channel by entering channel number using remote control. 
♦ Channel Up/Down button using remote control. 
♦ Channel Up/Down button using ITF front panel. 
♦ Selecting a channel on IPG application menu. 
♦ Powering on ITF/TV and tuning to initial channel assigned by ITF or IPG application. 
 


Channel Change Time/Delay as a QoE indicator can be defined as: 
 Time measured from the time the user has completed entering selection of a new broadcast channel 
to when customer successfully sees delivery of that new channel on the consumer's rendering device 
(i.e., ITF). Major factors that contribute to this delay are: 


♦ Processing time by IPG or ITF application to read customers input, verify if the selected 
channel is a valid subscribed channel, and send join message to BHR. 


♦ BHR delay to process the request and send the message to Gateway router. 
♦ The time it takes for the IGMP protocol to locate the requested channel and to send it to the 


ITF. 
♦ IGMP leave generated for previous channel when requesting a new broadcast. 
♦ ITF buffering. 
♦ ITF awaiting I-frame, and other MPEG headers/tables. 
♦ ITF decoding time. 
♦ Key distribution (if applicable). 
 


 
A channel request or a join message is triggered by the user selection of a channel which is mapped by ITF 
to a multicast group address carried in the IGMP message. The ITF IGMP message is sent to the BHR. The 
BHR acting as an IGMP proxy will process the IGMP message and sends an IGMP request towards the 
Gateway Router. 
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The ONT and OLT will monitor the transaction by IGMP snooping and manage that forward traffic sent 
to these multicast groups and to be delivered to valid subscribers. 
 
When a customer changes a channel, an IGMP leave message will be sent by ITF followed by an IGMP join 
message. The ITF should confirm that the channel requested is a valid requested and verify that customer is 
subscribed to that channel otherwise an error message must be displayed to the user.  


 
In the initial stage of IPTV service offerings, the customer’s expectation of the transaction quality will be 
similar to response time as traditional analog or digital cable service without realizing the complexity of 
protocols and network time delays associated with each transaction. To achieve better IPTV response time 
in case of “channel change time delay”, various mechanisms are being developed to improve customer 
perception of visible delays.  The following example describes additional features that can be introduced to 
utilize the potential capability of ITF and possible bandwidth available between ITF and the Video service 
office. 
 


1. During customer interaction with ITF that normally is triggered by customer touching the remote 
control or selecting a channel, ITF will allocate four active streams between ITF and Gateway router 
that will include: 


♦ Current selected channel. 
♦ Previous selected channel or channel defined in channel map when the customer 


used channel up or channel down. 
♦ Next channel defined in channel map if the customer uses channel up or channel 


down. 
♦ Predicted channel based on history and customer behavior. 


Utilizing this approach each time customer select a channel, ITF will first check if the selected stream is 
available at the ITF and assign that channel and then allocate next possible stream using the above logic 
for next selection. 
 
2. During customer interaction with ITF that normally is triggered by customer touching the remote 


control or selecting a channel, ITF will assign the channel request utilizing a single cast stream rather 
than IGMP method. When customer moves to silent mode (inactive) followed by a timeout, ITF 
will switch from single-cast mode to multicast. This method can also be combined with the previous 
one by allocating one additional single-cast continues stream to ITF. 


 
Channel Change Time/Delay as a QOE indicator can be defined as: “Time measured from the time the user 
has completed entering selection of a new broadcast channel to when customer successfully sees delivery of 
that new channel on the consumer's rendering device (ITF)”. Major factors that contribute to this delay are: 


♦ Processing time by IPG or ITF application to read customer’s input, verify if the selected 
channel is a valid subscribed channel and send join message to BHR. 


♦ BHR delay to process the request and send the message to Gateway router. 
♦ The time it takes for the IGMP protocol to locate the requested channel and to send it to the 


ITF. 
♦ IGMP leave generated for previous channel when requesting a new broadcast. 
♦ ITF buffering. 
♦ ITF awaiting I-frame, and other MPEG headers/tables. 
♦ ITF decoding time. 
♦ Key distribution (if applicable). 
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F.3 IPTV Video on Demand (VoD) Service 
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Figure 21: Example Service Architecture of IPTV Video on Demand Service 


 
 
Figure 21 shows an example logical architecture, using the QoS Model, of the IPTV Video on 
Demand service. The foundation model for these services can be found in Figure 8 of the ATIS 
document ATIS-0800002. 
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VOD services require program content to be stored and accessible from servers specifically designed 
for such service.  A signaling protocol, typically RTSP, is used in conjunction with software 
generically called “middleware” to enable the service.  The middleware provides the billing and 
access control necessary for on-demand services.  Typically, the middleware resides on a VOD 
application server separate from the content servers. 
 
The service consumer would use the IPTV Video on Demand service as follows, identified by use 
cases: 


1. A consumer turns on the TV.  
2. A consumer uses the IPG.  
3. A consumer selects a VOD program. 
4. A consumer completes a billing transaction for pull and push VOD. 
5. A consumer activates “trick” features (pause/play). 
6. A consumer completes viewing experience. 
7. A consumer turns off the TV or switches for broadcast. 
 


The use case that is worked out as part of this example is the “trick features” use case.  The other 
use cases are examples and together with the trick features use case will be discussed in future WTs 
both in completeness and detail.  
 
In identifying metrics, we can look at the network data that supports the trick features use case. 
Trick features involve network signaling data characterized by transaction quality per the QoS 
Model. 
 
F.3.1 Transaction Quality 
Transaction quality in VOD service is very different from broadcast video service.  As the use case 
shows, using the EPG is included, but due to the extreme variability of EPG designs and operation, 
the EPG is not considered in this example. Negotiating a billing and authorization function is also 
part of the use case, but in a similar manner to the EPG operation is not considered in this example.  
These are for further study and positioned for future WTs. 
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Figure 22: Example of RTSP for Trick Features 
 


Given this trick features message flow, the following are examples of metrics that could support the 
Trick features Use Case. 
 
Trick Latency: QoE metrics for VoD transaction quality are expressed by the following indicators: 


♦ Video selection process delay: “Timing period from the time when the subject is selected to 
the time when content is displayed.” 


♦ Play Delay: “Timing period from the time when the Play entry was selected to the time 
the content is displayed.” 


♦ Stop Delay: “Timing period from the time when the Stop play video entry was selected to 
the time the content is stopped playing as indicated by video content display.” 


♦ Rewind Delay: “Timing period from the time when the Rewind video entry was selected to 
the time the rewind action is executed as indicated on display device.” 


♦ Pause Delay: “Timing period from the time when the Pause video entry was selected to 
the time the pause action is executed as indicated on display device.” 


♦ FFW Delay: “Timing period from the time when the Fast Forward video entry was 
selected to the time the FFW action is executed as indicated on display device.” 
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ITF hardware and VoD client application complexity related to video buffering, storage capacity, 
and advance content download will have a major impact on transaction quality metrics elements and 
QoE results. 
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