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STANDARDS FOR IPTV MULTIMEDIA APPLICATION PLATFORMS
1
Scope
This document identifies and describes the relevant standards for interoperability and harmonization among IPTV multimedia application platforms. 
2
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The reference to a document within this document does not give it, as a stand-alone document, the status of a Recommendation.
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Abbreviations and Acronyms
This document uses the following abbreviations and acronyms.
ABNT
Associação Brasileira de Normas Técnicas

ACAP
Advanced Common Application Platform 
API
Application Programming Interface

ARIB
Association of Radio Industries and Businesses (Japan)
BIFS
Binary Format for Scene
BIFS-Anim
BIFS Animation

BML
Broadcast Markup Language
CE
Consumer Electronics

CSS
Contents Scramble System 

DASE
Digital television Application Software Environment 
DDE-T
Declarative Data Essence-Transitional
DOM
Document Object Model

ECMA
European Computer Manufacturers Association

EE
Execution Engine
FBA
Face and Body Animation

GEM
Globally Executable MHP
ISDB-T
Integrated Services Digital Broadcasting-Terrestrial
LASeR
Lightweight Application Scene Representation

MHEG
Multimedia and Hypermedia information coding Experts Group

MHP
Multimedia Home Platform

M3W 
MPEG Multimedia Middleware

NCL 
Nested Context Language
OCAP
Open Cable Application Platform 
PE
Presentation Engine
SAF
Simple Aggregation Format 
SBTVD-T
Sistema Brasileiro de TV Digital – Terrestre 
SMIL
Synchronized Multimedia Integration Language

SMPTE
Society of Motion Picture Television Engineers

S&N
Synthetic and Natural
SVG
Scalable Vector Graphics

UI
User Interface

VCR
Video Cassette Recorder

VM
Virtual Machine

XHTML
Extensible HyperText Markup Language 

XML 
eXtensible Mark-up Language
5 Requirements for IPTV Multimedia Application Platform

The following requirements are duplicates of those identified in IPTV services requirements [FG IPTV -DOC-0147] and should not be modified in any way without consultation with the group (i.e. study group question) which owns [FG IPTV -DOC-0147]. In the case of a discrepancy between the text in this document and that of [FG IPTV -DOC-0147], then the latter text should take precedence.

5.1 Architecture

· The IPTV architecture is required to support the end-user ability to see the associated information (e.g. by pressing a specific remote control key) and to act upon it (e.g. to follow the link, to make a choice, to bet, to return). (6.5.1.8)
· The IPTV architecture is required to support the ability to search for available content [ATIS-0800002]. (6.6.1)
· The IPTV architecture is required to have the capability to support information about the content available to the end user [ATIS-0800002]. (6.6.1)
· The IPTV architecture is recommended to facilitate the acquisition of content -- e.g., VOD, Advertising [ATIS-0800002]. (6.6.1)
· The IPTV architecture is not recommended to preclude supporting the requirements related to the retransmission of the existing terrestrial, satellite and cable broadcast such as regional and regulatory. (6.6.1)
· The IPTV architecture is recommended to support middleware transparency aiming to decouple business functionality from middleware-specific functionality which allows developers to change middleware application elements without significantly modifying business functionality for IPTV services. (6.6.2.1)
· The IPTV architecture is recommended to support mechanisms for the end-user to log advertisement information of interest [ATIS-0800002]. (6.6.2.1)
· The IPTV architecture is recommended to support the APIs to manage the resources for applications [ATIS-0800002]. (6.6.2.2)
5.2 Middleware

· The IPTV middleware is required to support terminal device start-up and initialization function. (6.6.2.1)
· The IPTV middleware is required to support server-side device start-up and initialization function. (6.6.2.1)
· The IPTV middleware is required to provide an API for stopping and starting the presentation of video and audio. (6.6.2.2)
· The IPTV middleware is required to provide an API to communicate with IPTV services providers to implement media transmission and media control function. (6.6.2.2)
· The IPTV middleware is required to provide the API to access metadata information. (6.6.2.2)
· The IPTV terminal device is recommended to support remote management. (6.5.2.11)
· The IPTV terminal device is recommended to support log management. (6.5.2.11)
· The IPTV terminal device is recommended to support software version management. (6.5.2.11)
· The IPTV terminal device is recommended to support server parameter configuration. (6.5.2.11)
· The IPTV terminal device is recommended to support access mode and parameter configuration. (6.5.2.11)
· The IPTV terminal device is recommended to support media device parameter configuration, such decoder. (6.5.2.11)
· The IPTV terminal device is recommended to support subscriber configuration, such as access account, service account. (6.5.2.11)
· The IPTV terminal device is recommended to support monitoring and management of terminal resources. (6.5.2.12)
· The IPTV terminal device is recommended to support allocation and scheduling of terminal resource to application. (6.5.2.12)
· The IPTV middleware is recommended to support pause in a DVR capable terminal or system. (6.6.2.1)
· The IPTV middleware is recommended to manage skip forward and skip backward (e.g. by time period, interval, location in content, etc.). (6.6.2.1)
· The IPTV middleware is recommended to support executing of multiple simultaneous applications [DVB-MHP]. (6.6.2.1)
· The IPTV middleware components are recommended to facilitate service processes interaction among one or more IPTV devices (e.g. a server and its clients, such as STB, security system, or VoD server) in an IPTV system. (6.6.2.1)
· The IPTV middleware is recommended to be able to manage the information about the applications. (6.6.2.1)
· The IPTV middleware is recommended to support an API to access information on removable storage device (e.g. USB key). (6.6.2.2)
· The IPTV middleware is recommended to support the API for controlling (e.g. selection, showing and hiding) subtitle and closed captioning display [ATIS-0800002]. (6.6.2.2)
· The IPTV middleware is recommended to provide an API for DRM function to communicate with DRM system. (6.6.2.2)
· The IPTV middleware is recommended to include an API to access user preferences (e.g. accessibility features and display settings) available on a removable storage device (e.g. smartcard). (6.6.2.2)
· The IPTV middleware is recommended to provide service enabling API. (6.6.2.2)
· The IPTV middleware APIs are recommended to be open, flexible, granular, self-contained and components-based. (6.6.2.2)
· The IPTV middleware is recommended to provide an API to support a variety of mixed media formats to be presented together (e.g. an HTML text page embedding a video stream). (6.6.2.2)
· The IPTV middleware is recommended to provide an API to support picture-in-picture. (6.6.2.2)
· The IPTV middleware is recommended to support application management (e.g. applications lifecycles, applications states). (6.6.2.2)
· The IPTV middleware is recommended to be hardware and OS independent. (6.6.2.2)
· The IPTV middleware is recommended to provide an API to manage captioning including the selection from a range of languages, speed and verbosity. (6.6.2.3)
· The IPTV middleware is recommended to support a means to change the style of EPG. (6.6.5)
· The IPTV middleware is recommended to support the ability of the ITF to declare its usage environment description to the service provider. (6.6.6)
· The IPTV middleware is recommended to support the ability of the ITF to obtain the usage environment description from the service provider. (6.6.6)
· The IPTV middleware can optionally support the decoding of SI (Service Information). (6.6.2.1)
· The IPTV middleware can optionally support capabilities to run value-added applications. (6.6.2.1)
· The IPTV middleware can optionally support shortcut mechanism for selection. (6.6.2.1)
· The IPTV middleware can optionally support the presentation engine for the multimedia data (e.g. audio, video, graphics, text and images) providing the browsing, the synchronization, the interaction with the user, of such data. (6.6.2.1)
· The IPTV middleware can optionally support the API to communicate with IPTV services providers [ATIS-0800002]. (6.6.2.2)
· The IPTV middleware can optionally provide an API for recording programs locally. (6.6.2.2)
5.3 Terminal Device

· The IPTV middleware, if trick mode is supported, is required to support play, pause and stop. (6.6.2.1)
· The IPTV terminal device is recommended to offer to the end-user a service navigation capability based on the metadata for the services available through each network e.g. RF tuning information. (6.5.2)
· The IPTV terminal device is recommended to support receiving and dispatching event from end-user to application. (6.5.2.10)
6 Standards for Declarative Application Platforms
This clause describes the standards for declarative application platforms without implying any specific order or preferences but in an alphabetical order.

The declarative application platform is a framework on which applications written by markup language (e.g. HTML) with or without script language (e.g. ECMAScript) can run.

6.1 Binary Format for Scene (BIFS)

BIFS [ISO/IEC 14496-11] is the scene description language standardized by ISO as a part of MPEG-4 standard. It is designed to allow for the efficient representation of dynamic and interactive presentations, comprising two and three dimensional (2D & 3D) graphics, images, text and audiovisual material. The representation of such a presentation includes the description of the spatial and temporal organization of the different scene components as well as user-interaction and animations.

The main features of MPEG-4 BIFS are the following:

· Seamless embedding of audio/video content. MPEG-4 BIFS allows integration and control of different audio/video objects seamlessly in a scene.

· Rich set of 2D/3D graphical constructs: MPEG-4 BIFS provides a rich set of graphical constructs which enable 2D and 3D graphics. BIFS also provides tools that enable easy authoring of complex Face and Body Animation, tools for 3D mesh encoding,  and representation of 2D and 3D natural and synthetic sound models. 

· Local and Remote Interactivity: BIFS defines elements that can interact with the client-side scene as well as with remote servers. Interactive elements allow for text input, mouse events, and other input devices that can trigger a variety of behaviours. 

· Local and Remote Animations: Scene properties, such as object positions, colours, and even shapes, etc., can be animated  using either predefined scene descriptions or via streams sent from a server. 

· Reuse of Content: MPEG-4 scenes can contain references to streamed sub-scenes. That means that content can easily be reused, a powerful way to create a very rich user experience from relatively simple building blocks. 

· Scripted Behaviour: MPEG-4 scenes can have two types of scripted behaviour. A Java API can control and manipulate the scene graph, as well as built-in ECMA script (javascript) support that can be used to create complex behaviours, animations, and interactivity. 

· Streamable scene-description: the spatial and temporal graphic layout is carried in a BIFS-Command stream. Such a stream operates on the scene-graph through commands which replace, delete and insert elements in the scene-graph. . 

· Accurate synchronization. Audio/visual content can be tightly synchronized with other A/V content, client-side, and server-driven scene animation, due to the underlying MPEG-4 Systems layer. 

· Compression: the scene description is converted to binary data and compressed in an efficient way.

The diagram below summarizes the different components of BIFS.
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Figure 6-1:  MPEG-4 Scene Description
6.2 Broadcasting Markup language (BML)

BML [ARIB STD-B24] [ITU-T J.201] is a declarative application specification for multimedia broadcasting in Japan standardized by Association of Radio Industries and Businesses (ARIB). BML consists of XHTML, CSS, Document Object Model (DOM) and ECMAScript. BML was revised to include additional functionalities for receivers with digital storage and for terrestrial digital broadcasting including mobile reception. 

The specification of Terrestrial Integrated Services Digital Broadcasting (ISDB-T) multimedia coding scheme was first based on that of Multimedia and Hypermedia information coding Experts Group (MHEG). But since March 1999, Association of ARIB started developing an XML specification for multimedia coding scheme based on the functionalities of MHEG. This contributed to the development of an XML application language, BML that enables the presentation of an XML file on BML browsers. The ARIB data broadcasting system standards were enacted as BML in October 1999.

BML application can be based on synchronization and spatial-temporal relationships of multiple media formats, structural composition, event-action associations, navigation, and user interaction capabilities just as MHEG. BML defines additional API and object for broadcasting using ECMAScript. 

The semantics of BML is based on the following minimum set of MHEG classes:

· Application Class

· Scene Class

· Link Class

· Action Class

BML is applied to reference model for data broadcasting service that is carried out as part of the digital broadcasting. The following figure shows the structure of BML.

· Data Coding
· Coding mono-media (1): Coding system for character string and bit map etc. used in multimedia is specified.

· Coding of subtitle, superimpose (2): Coding system for subtitle and superimpose is specified.

· XML-based Multimedia Coding Scheme
· Multimedia Coding (3): Coding system of XML based system adopted as multimedia coding system and its profile is specified.

· Data Transmission Specification

· Content transmission format (4): Content transmission format of data carousel transmission method etc. to transmit content is specified.

· Subtitle and superimpose transmission format (5): Independent PES transmission format to transmit subtitle and superimpose is specified.
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Figure 6-2: System Structure of BML

6.3 CEA-2014

CEA-2014 is a Remote User Interface specification that allows a user interface to be remotely displayed on devices. It is based on existing web rendering technologies for consumer electronics (CE) browser with Worldwide Web Consortium (W3C) tags, XHTML 1, ECMA-262, CSS TV profile and DOM 2. CEA-2014 is a web based protocol and framework for Remote user interface (UI) on UPnP Home Network and over Internet. It defines two service domains of CEA-2014 as in Figure 6-3.
CEA-2014 defines the mechanisms allowing a user interface to be remotely displayed on and controlled by devices or control points other than the one hosting the logic. The basic device operations are based on the UPnP Device Architecture v1.0 for UPnP networks and UPnP devices in the home. The standard also allows the remote display of user interfaces provided by third party internet services on UPnP devices in the home, and covers UI capabilities for TVs, mobile phones and portable devices. 
A major component of CEA-2014 is the CE-HTML profile that uses XHTML content to define user interfaces that can be rendered on screens with different resolutions and sizes ranging from HDTV screens to mobile-phone displays.

[image: image3]
Figure 6‑3: Service Model of CEA-2014 (Remote User Interface)

6.4 Cascading Style Sheet (CSS)
CSS is a style sheet language specified by W3C that is used to describe the presentation (e.g. fonts, colours and spacing) of a document written in a markup language. CSS is human readable and writable, and expresses style in common desktop publishing terminology. 
CSS has been in use since October 1995 using the Media Type text/css without registration.
A CSS can be either linked to a document through a URI or included in the document.

A superset of [CSS1], [CSS2] includes a number of new capabilities like absolute, relative, and fixed positioning of elements, the concept of media types, support for aural style sheets and bidirectional text, and new font properties such as shadows.
[CSS TV Profile] specification defines a subset of [CSS2]: e.g. colour specifications tailored to TV devices.

6.5 Document Object Model (DOM)

DOM 2.0 [DOM 2] defines the Document Object Model Level 2 Core, a platform- and language-neutral interface that allows programs and scripts to dynamically access and update the content and structure of documents. The Document Object Model Level 2 Core builds on the Document Object Model Level 1 Core.

The DOM Level 2 Core is made of a set of core interfaces to create and manipulate the structure and contents of a document. The Core also contains specialized interfaces dedicated to XML

6.6 Digital Video Broadcasting HyperText Markup Language (DVB-HTML)
Digital Video Broadcasting HyperText Markup Language (DVB-HTML) [ITU-T J.201] is a standard for allowing digital televisions to access internet content. It is an optional part of the larger MHP1.1 standard of DVB.

The specification is based around a modularized version of XHTML 1.1, and also includes CSS 2.0, DOM 2.0, and ECMAScript (also known as JavaScript).

Among other things, MHP 1.1 specifies the Internet Access profile, in which applications can control the basic operations of Open Internet resident clients (Web browser, e-mail and news client).

The figure below outlines the basic architecture of MHP 1.1 and the relationship between the DVB-HTML optional application type and the DVB-J application type.
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Figure ‎6‑4: MHP 1.1 and DVB-HTML

6.7 ECMAScript

ECMAScript [ECMA-262] is a scripting programming language, standardized by European computer manufacturers association (ECMA) International in the [ECMA-262] specification. The language is used on the Web and is often referred to as JavaScript or JScript, after the two primary implementations of the specification. 

ECMAScript is supported in many applications. ECMAScript is also included as a component in many presentation engines (PE) such as BML and DVB-HTML, which are used for digital data broadcasting. Some implementations have a completely different set of libraries; making applications written in one dialect of ECMAScript will not necessarily work in another.

ECMAScript is an object-oriented programming language for performing computations and manipulating computational objects within a host environment. It was originally designed to be a web scripting language, providing a mechanism to enliven web pages in browsers and to perform server computation as part of a web-based client-server architecture. 

A web browser provides an ECMAScript host environment for client-side computation including, for example, objects that represent windows, menus, pop-ups, dialog boxes, text areas, anchors, frames, history, cookies, and input/output. Further, the host environment provides a means to attach scripting code to events such as change of focus, page and image loading, unloading, error and abort, selection, form submission, and mouse actions. Scripting code appears within the HTML and the displayed page is a combination of user interface elements and fixed and computed text and images. The scripting code is reactive to user interaction and there is no need for a main program.

A web server provides a different host environment for server-side computation including objects representing requests, clients, and files; and mechanism to lock and share data. By using browser-side and server-side scripting together, it is possible to distribute computation between the client and server while providing a customised user interface for a web-based applications.

6.8 Lightweight Application Scene Representation (LASeR) & Simple Aggregation Format (SAF)
[ISO/IEC 14496-20] (MPEG-4 Part 20) is a specification designed for representing and delivering rich-media services to resource-constrained devices such as mobile phones. It defines two binary formats: LASeR, a binary format for encoding 2D scenes, including vector graphics, and timed modifications of the scene; and SAF, Simple Aggregation Format, a binary format for aggregating in a single stream LASeR content with audio/video streams. 

The LASeR specification has been designed to allow the representation of 2D scenes describing rich-media services for constrained devices. A rich-media service features a dynamic and interactive presentation comprising 2D vector graphics, images, text and audiovisual material. The representation of such a presentation includes describing the spatial and temporal organization of its different elements as well as its possible interactions and animations. 

The SAF specification defines tools to enable the transport of LASeR content along with its attached audiovisual material according to these requirements. The SAF specification defines a binary format for a SAF stream, made of a LASeR stream with any type of media stream. SAF streams can be delivered using many delivery mechanisms: download-and-play, progressive download, streaming or broadcasting. To achieve reactivity, the SAF specification defines the concept of cache unit which allows sending in advance sub-content which will be used later on in the presentation.
6.9 Lua
The Lua programming language [ABNT NBR 15606-2] is a lightweight, reflective, imperative and procedural language, designed as a scripting language with extensible semantics as a primary goal.

Lua combines simple procedural syntax with powerful data description constructs based on associative arrays and extensible semantics. Lua is dynamically typed, runs by interpreting byte-code for a register-based virtual machine, and has automatic memory management with incremental garbage collection.

Lua has a compiled binary format. It is currently mainly used for gaming development. Lua scripts can also be embedded in NCL applications, supported by Brazilian Terrestrial Digital TV middleware, Ginga.

6.10 MHEG-5

MHEG-5 [ITU-T T.170] [ITU-T T.172] [ITU-T T.175] [ISO/IEC 13522-5] [ETSI ES 202 184] represents an application, as a set of scenes, which contain objects common to all scenes. A multimedia application can be conceived as a set of self-contained objects based on synchronization and spatial-temporal relationships of multiple media formats, structural composition, event-action associations, navigation, and user interaction capabilities. Controlling the playback of time-dependent contents, like streams of multiplexed audiovisual data requires specific support. These streams demand video cassette recorder (VCR) control functions (play, pause, fast forward, and so on), as well as the capability to manage events generated during their presentation. For example, rendering text subtitles can be synchronized with timecode events generated during the playback of a stream.
 A scene supports the spatially and temporally coordinated presentation of audiovisual content consisting of graphics, bitmaps, text, and streams (based on the multiplex of audio and video components). Interaction can be performed via graphic elements like buttons, sliders, text entry boxes, and hypertext selections. Every scene, as well as an entire application, is a self-contained entity that can represent its localized behaviour by links that are event-action associations. Events can be generated by users, expiration of timers, playback of streams, and other conditions within the run-time environment. 

The global scope of MHEG-5 is to define the syntax and semantics of a set of object classes that can be used for interoperability of multimedia applications across minimal-resources platforms. The developed applications will reside on a server, and as portions of the application are needed, they will be downloaded to the client. In a broadcast environment, this download mechanism could rely, for instance, on cyclic rebroadcast of all portions of the application. It is the responsibility of the client to have a runtime that interprets the application parts, presents the application to the user, and handles the local interaction with the user. 
6.11 Nested Context Language (NCL)

NCL [ABNT NBR 15606-2] is a declarative language for hypermedia document authoring. Based on an XML application language, it focuses on how media objects are structured and related in time and space. As a glue language, NCL does not restrict or prescribe the media-object content types, and it can include an XHTML-based media object, as defined in other common DTV standards.

An NCL document is represented by a composite node, which can contain a set of media nodes or other composite nodes, recursively. Composite nodes may also contain a set of links relating its component nodes. The composition element, representing a composite node, is defined in the BasicComposition module of NCL. In order to allow the creation of links touching node content parts (anchors) or node attributes, the language provides the definition of interface points. For composite nodes, an interface point called port can export an interface point of one of its component nodes. Interface point elements are defined in the NCL Interfaces functional area.

Anchors are defined via the area element, which extends the syntax and semantics of the homonym element defined by SMIL and XHTML. Besides allowing the specification of anchors representing spatial portions, through the coords attribute (as in XHTML), and the definition of anchors representing temporal portions, through begin, end and duration (as in SMIL), the area element permits the definition of textual anchors. NCL links are created by making reference to a hypermedia connector, which defines the relation type without defining the related participants, thus, a link must also define a set of binds associating connector roles to node interface points (the link participants). Since a composite node port exports an interface point of an internal node, links among nodes contained in different compositions can be defined.
6.12 Scalable Vector Graphics (SVG)

SVG [SVG 1.1] is a language for describing two-dimensional graphics and graphical applications in XML. SVG allows for three types of graphic objects: vector graphic shapes (e.g., paths consisting of straight lines and curves), images and text. Graphical objects can be grouped, styled, transformed and composited into previously rendered objects. The feature set includes nested transformations, clipping paths, alpha masks, filter effects and template objects.

SVG drawings can be interactive and dynamic. Animations can be defined and triggered either declaratively (i.e., by embedding SVG animation elements in SVG content) or via scripting. Sophisticated applications of SVG are possible by use of a supplemental scripting language which accesses SVG DOM), which provides complete access to all elements, attributes and properties.

SVG Basic and SVG Tiny are targeted to resource-limited devices and are part of the 3GPP platform for third generation mobile phones. SVG Print is a set of guidelines to produce final-form documents in XML suitable for archiving and printing.
7 Standards for Procedural Application Platforms

This clause describes the standards for procedural application platforms without implying any specific order or preferences but in an alphabetical order.
The procedural application platform is a framework on which applications written by APIs based on procedural language (e.g. Java) can run.

7.1 GEM based Application Platforms

Globally Executable MHP (GEM) [ETSI TS 102 819] specifies the core of Blu-ray’s BD-J, OCAP and MHP.  For broadcast, it can best be thought of as the overlap between the MHP and OCAP standards for interactive television.  It’s a formally standardised Java-based platform for interactive content and applications.  GEM has been standardised by DVB, and adopted by ETSI, the ITU, CableLabs, ARIB, ACAP, Ginga, and the Blu-ray Disc Association.
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Figure ‎7‑1: GEM based Standards for Multimedia Application Platforms                       

Advanced Common Application Platform (ACAP)
ACAP [A/101] [ITU-T J.201] is applicable for specifications and standards based on the ACAP APIs, content formats, and semantic guarantees. 

ACAP Applications are classified into two categories depending upon whether the initial application content processed is of a procedural or a declarative nature. These categories of applications are referred to as a procedural (ACAP-J) and declarative (ACAP-X) applications, respectively. An example of an ACAP-J application is a Java TVTM Xlet composed of compiled JavaTM byte code in conjunction with other multimedia content such as graphic, video, and audio. An example of an ACAP-X application is a multimedia document composed of Extensible HyperText Markup Language (XHTML) markup, style rules, scripts, and embedded graphics, video, and audio. 

Application environments are similarly classified into two categories depending upon whether they process procedural or declarative applications. These categories are referred to as ACA-J and ACAP-X environments, respectively. An example of an ACAP-J environment is a Java Virtual Machine and its associated API implementation. An example of an ACAP-X environment is an XHTML multimedia document browser, also known as a user agent.

The architecture and facilities of the ACAP standard are intended to apply to broadcast systems and receivers for terrestrial (over-the-air) broadcast and cable TV systems.
ACAP is primarily based on GEM and Digital Television Application Software Environment (DASE), and includes additional functionality from OCAP. The followings are the relevant specifications which ACAP includes:
· Globally Executable MHP (GEM): ACAP includes GEM 1.0.2 in its entirety, except as explicitly modified by the ACAP.
· Open Cable Application Platform (OCAP): ACAP includes OCAP 1.0 in its entirety, except as explicitly modified by the ACAP for ACAP terminal operating in a terrestrial broadcast environment. 
· Addition on Non-ACAP Interfaces: Terminal Specifications based on ACAP may add public interfaces, provided that they are added in a namespace that does not conflict with ACAP. ACAP terminal specifications and ACAP terminals shall not require that such extension interfaces be called by ACAP applications in order to enable behaviour that is normatively required by ACAP standard.
GINGA

Brazilian's middleware choice is called Ginga, which is part of Sistema Brasileiro de TV Digital – Terrestre (SBTVD-T), (Brazilian Digital TV System – Terrestrial), the Brazilian's official standard for Terrestrial Digital TV. The applications that can be run on Ginga are classified into two categories depending upon whether the initial application content - these two categories of applications are referred to as declarative and procedural applications. Application environments are similarly classified into two categories depending upon whether they process declarative or procedural applications, and are called Ginga-NCL [ABNT NBR 15606-2] and Ginga-J [ABNT NBR 15606-4], which are registered with Associação Brasileira de Normas Técnicas (ABNT), Brazilian Association of Technical Standardization. 

Ginga-NCL is a logical subsystem of the Ginga System that processes Nested Context Language (NCL) documents, and it is adherent to [ITU J.201] recommendation. A key component of Ginga-NCL is the declarative content decoding engine (NCL formatter). The NCL Formatter is in charge of receiving an NCL document and controlling its presentation, trying to guarantee that the specified relationships among media objects are respected. The formatter deals with NCL documents that are collected inside a data structure known as private base. Ginga associates a private base with a TV channel. NCL documents in a private base can be started, paused, resumed, stopped, and can reference each other. Other important modules are the XHTML-based user agent, which includes a stylesheet (CSS) and ECMAScript interpreter, and the Lua engine, which is responsible for interpreting Lua scripts.
Ginga-J [ABNT NBR 15606-4] is an application interface that includes all required Java APIs, content and data formats, and protocols up to the application level. Applications developed over the Ginga-J specification are executed and/or displayed on SBTVD-T certified host devices. The Ginga-J specification allows individual terrestrial television operators to deploy their custom applications and services on all SBTVD-T compliant host devices connected to their networks. Ginga-J includes GEM 1.1 specification [ETSI TS 102 819] as its base, and uses the Service Information APIs from [ARIB STD-B23], which was a natural choice, since Brazilian Digital TV system uses the ISDB-T modulation standard. Additionally, it incorporates some APIs providing functionalities for the development of digital TV applications combining resources from other devices such as mobile phones and PDAs.
ITU-R BT.1699

[ITU-R BT.1699] identifies functional commonality among the declarative application environments for interactive TV application specifications ACAP-X, BML and DVB-HTML. Elements which are common to these three standards are identified as a “Common Core”. The value of the Common Core is to assist program authors to exchange declarative content internationally using these standards. This Recommendation also notes features outside of the Common Core of the covered standards. The goal of [ITU-R BT.1699] is to note these differences to encourage efforts toward increasing commonality between the standards to further improve functionality and enhance economies of scale.

[ITU-R BT.1699] is intended to harmonize the application environment for declarative content for interactive TV. It specifies common elements, media types and APIs at the syntactic level of the declarative application environment to satisfy regional application requirements for the three standards ACAP-X, BML and DVB-HTML as specified in the normative references. It is noted that there are other declarative formats such as MHEG-5 and Society of Motion Picture Television Engineers (SMPTE) DDE-T, which are not covered in [ITU-R BT.1699].
ITU-R BT.1722
[ITU-R BT.1722] defines APIs, semantic guarantees and system aspects of platform behaviour for the harmonized instruction set for the execution engines for interactive TV applications.

Revision of Recommendation [ITU-R BT.1722] includes the following updated and newly developed instruction set for the execution engines: GEM, MHP 1.0 and 1.1, OCAP 1.0, ARIB-AE and ACAP. Harmonization is based on GEM 1.0.1 which has been developed with contributions from DVB, SCTE, ARIB and ATSC. GEM 1.0.1 is the normative reference in Recommendation [ITU-R BT.1722].

Multimedia Home Platform (MHP)
MHP [ETSI TS 102 812] is the set of specifications for multimedia broadcasting that has been developed by the DVB Project. MHP has two functional categories. The version 1.0 series covers the execution engine (EE) environment and the version 1.1 series covers the presentation engine (PE) environment in addition to version 1.0. The PE portion of the version 1.1 series is not standalone; it mandates the existence of the EE environment. The first release of the DVB MHP version 1.0 series was May 2000. The MHP 1.0 specification employs Java technology for an EE environment.
Open Cable Application Platform (OCAP)
OCAP [ANSI/SCTE 90-1] is the set of specifications for the interactive multimedia services of digital CATV that has been developed by the OpenCable project managed. OCAP 1.0 is based on MHP 1.0.2, and includes the extensions for the cable system in USA.
8 Other Related Standards

8.1 MPEG Multimedia Middleware (M3W)

M3W [ISO/IEC 23004] provides, next to the architecture & component model descriptions and the reference software, two sets of APIs, Multimedia platform APIs, the functional API’s, and Support platform APIs, the non-functional API’s:

· The architecture and component model:
· Part-1: Architecture
· Part-3: Component Model
· The functional API’s:
· Part-2: Multimedia API
· The non-functional API’s;
· Part-4: Resource and Quality Management
· Part-5: Component Download
· Part-6: Fault Management
· Part-7: System Integrity Management
· The reference software:

· Part-8: Reference Software
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Figure ‎8‑1: The Structure of M3W

M3W Multimedia platform APIs defines mainly audio and video processing APIs handling front-end, decoders and post-processing of A/V and trust management APIs handling Key Management, Signature Management, License Management, and Certificate Management. The M3W Multimedia APIs offer a high-level API that is independent of the target hardware. By standardizing things that are common, the Multimedia APIs let developers focus on innovation and reduce time to market without limiting product differentiation. It simplifies the work of middleware and application developers because it is designed from what they need, rather than simply reflecting how a particular product’s hardware and software happens to be implemented. 

Appendix I
(This appendix does not form an integral part of this document)
Table I-1: Comparison of some multimedia application platforms
	
	Presentation Engine (PE)
	Execution Engine(EE)
	Mono-media

	ARIB-BML


	Spec.
	BML
	
	Video
	Graphics
	Audio
	Character

	
	Components
	XHTML1.0

CSS1/2

DOM1/2

ECMAScript
	
	MPEG-2

MPEG-1

MPEG-4
H.264
	JPEG

MPEG-2 I(frame)

PNG

MNG
GIF

MPEG-4 I(VOP)

H.264

I (Picture)
	MPEG-2

AIFF-C
MPEG-4
	EUC-JP

(8bit)

	ATSC-ACAP


	Spec.
	XDML
	Java
	MPEG-2
	JPEG

PNG
MNG
(ACAP-X only)
	AC-3

PCM
	UTF-8

	
	Components
	XHTML1.0

CSS2

DOM2
	
	
	
	
	

	DVB-MHP


	Spec.
	DVB-HTML
	DVB-J
	MPEG-2
	JPEG

MPEG-2 I(Intra)

PNG
GIF
	MPEG-1
	UTF-8

	
	Components
	XHTML1.0

CSS2, DOM2

ECMAScript
	Java
	
	
	
	

	OpenCable-OCAP
	Spec.
	OCAP HTML
	Java
	MPEG-2
	JPEG

MPEG-2 I(Intra)

PNG, GIF

AnimatedGIF

SWF
	MPEG-1

AC3

WAVE

MS-PCM

Format
	UTF-8

	
	Components
	HTML1.0

CSS2

DOM1/2

ECMAScript
	
	
	
	
	


_______________

Appendix II
(This appendix does not form an integral part of this document)
Worldwide TV Markup Language (WTVML)
Worldwide TV Mark-up Language (WTVML) [ETSI TS 102 322] is a content format for the delivery of Interactive TV applications using Internet Servers. A WTVML Interactive television technology platform comprises a micro-browser, a markup language, and a significant collection of associated software tools and services. The micro-browser and markup language are both based upon the Open Mobile Alliance WML 1.3 specification. It has all the required elements, attributes and events necessary to describe the user interface and user interaction models for the majority of Interactive TV services.

The format supports key features to enable service-oriented applications and also provides a balance between the explicit layout and design requirements necessary for television and flexibility and dynamic capabilities of the Internet. The format fully describes the rendering and interaction of the Interactive TV service in such a manner as to allow its implementation in a number of different mechanisms and technologies. The format assumes a user agent behaviour that is more sophisticated and more stateful than a standard internet based HTML browser. 

The format combines explicit pixel-perfect control required for TV user interfaces, and the dynamic layout and internet compatibility requirements necessary for e-business and dynamic content. It provides a good separation between the layout of high level objects, and the dynamic layout of elements in the main mark-up language. This separation also allows for the default attribute values to be set for a given layout, effectively creating sets of inherited styles. One useful by product of this separation is the ability to deploy the service in a functionally identical way by interoperating differently or replacing the high level layout for different device types.

The format assumes a rich event model, and contains explicit state and variable management, allowing sophisticated user interface effects to be created without the use of scripting.

It is common to implement WTVML functionality by way of a micro-browser and gateway architecture. In this architecture, the gateway processes the raw WTVML and generates compiled byte-code to be passed to the user agent to execute. It is expected that different networks may implement their own output formats from the gateway, consisting of WTVML byte-codes extended from the standard WAP Forum byte codes, HTML and Javascript, Java execution classes or even code that can be run directly on legacy set-top boxes middleware or APIs.
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