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Summary

The document describes a set of traffic management mechanisms which are aimed to facilitate the efficient support of IPTV services over the network infrastructure. Traffic management mechanisms for the home, access, and core networks are discussed. The network supporting IPTV services will span a number of network domains which may be designed, deployed and operated by different providers and which may differ in their traffic management capabilities. Therefore, it is expected that the network provider(s) will implement a subset of these mechanisms to ensure IPTV service objectives are satisfied efficiently. Furthermore the traffic management mechanisms also depend on the specific network architectures used for IPTV services as defined in the IPTV architecture specification. The document further provides mappings of IPTV service components to the IP network QoS classes defined in ITU-T Y.1541. 
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Traffic Management Mechanisms for the Support of IPTV Services
1 Scope

This document describes a set of traffic management mechanisms which needs to be implemented at the transport network for the efficient support of IPTV services. The network supporting IPTV services will span a number of network segments, with the possibility of being established by different providers and may differ in their traffic management capabilities. Therefore, it is expected that the network provider(s) will implement a subset of these mechanisms to ensure IPTV service objectives are satisfied efficiently.

Traffic management mechanisms will be discussed for the home, access, and core networks.

2 References

The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this working document. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this working document are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.

The reference to a document within this working document does not give it, as a stand-alone document, the status of a Recommendation.

[ITU-T H.264]
ITU-T Recommendation H.264 (2005), Advanced video coding for generic 




audiovisual services

[ITU-T Y.1291]
ITU-T Recommendation Y.1291(2006), An architectural framework for  support of Quality of Service in packet networks[ITU-T Y.1541] ITU-T Recommendation Y.1541 (2006), Network performance objectives for IP-based services
[ITU-T FGIPTV.ARCH]
FG IPTV-DOC-0181 (2007), IPTV Architecture

[ITU-T FGIPTV.SERV]
FG IPTV-DOC-0182 (2007), Service scenarios for IPTV
[ITU-T FGIPTV.ALERM]
FG IPTV-DOC-0186 (2007), Application Layer Error Recovery Mechanisms for IPTV

[IETF RFC 2205]
IETF RFC 2205 (1997), Resource ReSerVation Protocol (RSVP) -- Version 1 Functional Specification
[IETF RFC 2597]
IETF RFC 2597 (1999), Assured Forwarding PHB Group

[HGI]

Home Gateway Initiatives, Home Gateway Technical Requirements, Release 1

[ETSI TS102034]
ETSI TS 102034v1.3.1 (2007), Digital Video Broadband (DVB) Ttransport of 
MPEG-2 TS Based DVB Service over IP Based Networks
[IEEE 802.1d]
IEEE 802.1D (2004), IEEE Standard for Local and metropolitan area networks: Media Access Control (MAC) Bridge
[IEEE 802.1q]
IEEE 802.1Q (2005), IEEE Standard for Local and Metropolitan Area Networks: Virtual Bridged Local Area Networks
[IEEE 802.3]
IEEE 802.3 (2005), IEEE Standard for Local and Metropolitan Area Networks - Specific requirements Part 3: Carrier Sense Multiple Access with Collision Detection (CSMA/CD) Access Method and Physical Layer Specifications
[IEEE 802.11]

IEEE 802.11 (2007), IEEE Standard for Local and Metropolitan Area Networks - Specific requirements Part 11: Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) Specifications
[IEEE 802.11e]
IEEE 802.11e (2005), IEEE Standard for Local and Metropolitan Area Networks - Specific requirements Part 11: Wireless LAN MAC and PHY specifications: Amendment 8: Medium Access Control (MAC) Quality of Service Enhancements
3 Definitions
3.1 Terms defined elsewhere
This recommendation uses the following terms defined elsewhere:

None
3.2 Terms defined in this document
This document defines the following terms:

3.2.1
Admission control: The mechanism that controls the traffic to be admitted into the network.

3.2.2
Buffer management: Buffer management deals with which packets, awaiting transmission, to store or drop.
3.2.3
Cross layer interaction: The ability of one layer adapting its performance based on information received from other layers.
3.2.4
Home Gateway (HG): The interface of the home network to provider access network.
3.2.5
IP differentiated model: The model that defines a set of edge functions and a number of per-hop behaviour (PHB).

3.2.6
IP reservation model: The model that is based on the IP Integrated Services (IntServ) and allows the use of RSVP signalling protocol for bandwidth reservation.
3.2.7
QoS routing: The mechanism that is used to control network congestion and improve network utilization by selecting an appropriate path.
3.2.8
Transmission Scheduler: The mechanism that controls which packets to select for transmission on an outgoing link.
4 Abbreviations and acronyms
This document uses the following abbreviations and acronyms:

AF

    Assured Forwarding

AQM

    Active Queue Management

AR

    Access Router

BAS

    Broadband Access Server

BE

    Best Effort

BRAS

    Broadband Remote Access Server

BTV
Broadcast TV
CAC
Connection Admission Control
CLS
Controlled Load Service

CoS
Class of Service

CS
Class Selector

DF
Default Forwarding
DSLAM
Digital Subscriber Line Access Multiplexer

DSCP
Differentiated Services Codepoint

EF
Expedited Forwarding

GS
Guaranteed Service
HG
Home Gateway
IGMP
Internet Group Management Protocol

IMS
IP Multimedia Subsystem

IP
Internet Protocol

IPDV
IP packet Delay Variation

IPER
IP packet Error Ratio

IPLR
IP packet Loss Ratio

IPRR
IP Packet Reordering Ratio 

IPTD
IP Packet Transfer Delay

LAN
Local Area Network

LL
Low Loss

L2
Layer 2

MAC
Media Access Control

MPEG
Moving Picture Experts Group

MoD
Music on Demand

NAL
Network Adaptation Layer 

NALU
Network Adaptation Layer Unit

NVoD
Near Video on Demand
OSPF
Open Shortest Path First

PDU
Protocol Data Unit

PHB
Per-hop Behaviour

PPV
Pay Per View

PVR
Private Video Recorder

QoS
Quality of Service

RED
Random Early Drop
RP
Replication Point

RSVP
Resource Reservation Protocol

RTI
Real-Time Interactive 

RTMU
Real-Time Multicast & Unicast 

RTP
Real Time Protocol

SLA
Service Level Agreement

TCP
Transport Control Protocol

ToS
Type of Service
VCL
Video Coding Layer

VLAN
Virtual LAN
VoD
Video on Demand

VoIP
Voice over IP

VTC
Video Teleconference

WAN
Wide Area Network
WLAN
Wireless LAN
5 Traffic management mechanisms

This clause provides an overview of the basic traffic management capabilities that are commonly deployed in a managed network. A provider may choose to deploy a subset of these capabilities depending on the performance objectives of applications supported by the network.

Traffic management is a set of generic network mechanisms for controlling the network service response to a service request, which can be specific to a network element, or for signalling between network elements, or for controlling and administering traffic across a network, mainly including bandwidth allocation, admission control, packet classification/marking, congestion management, congestion avoidance, traffic policing, and traffic shaping and line rate constraint, etc. Its basic processing sequence is shown in Figure 5-1.
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Figure 5-1:
The basic processing sequence of traffic management
The traffic management framework contains mechanisms dealing with the user traffic directly, the pathways through which user traffic travels, and the operation, administration and management aspects of the network. As depicted in Figure 5-2, its building blocks are organized into three planes: control plane, data plane, and management plane.
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Figure 5-2: Architectural framework for QoS support

5.1 Control plane

5.1.1 Admission control

This mechanism controls the traffic to be admitted into the network. Normally the admission criteria are policy driven [b_IETF RFC 2753]. Whether traffic is admitted depends on an a priori Service Level Agreement (SLA). In addition, the decision can depend on whether adequate network resources are available so that newly admitted traffic does not overload the network and degrade service to ongoing traffic. For a service provider, maximal traffic should be admitted while the same level of Quality of Service (QoS) (including transaction performance as well as service reliability/availability expectations) is maintained for the existing traffic.

Admission control meets requirements for IPTV multicast/unicast services as negotiated in the SLA. Specifically, the desired IPTV services reliability/availability can be requested as a priority level for admission control. Admission control mechanisms can efficiently support QoS assurance for IPTV services on a managed network. IPTV services supported by admission control will meet unicast and multicast service demand for subscribers. Unicast admission control ensures IPTV unicast services, such as Video on Demand (VoD), time shifted TV etc. Multicast admission control satisfies multicast services, such as Broadcast TV (BTV), Near Video on Demand (NVoD) etc. The policy of multicast admission control is triggered through subscribers joining multicast groups via Internet Protocol (IP) multicast protocols (e.g., Internet Group Management Protocol (IGMP)).

Admission control for IPTV services

In the current environment, i.e. cable or satellite TV, support of basic linear TV service is managed on subscription basis. Once subscribed, there is an expectation by the end-user that the linear TV service will continue without interruption with any further need for admission every time the TV set is turned on. This behaviour must be also allowed for IPTV services. Therefore, applying admission control to regular linear TV service is not recommended and management of the service must continue to be on subscription basis. A service provider ensures that the network is properly engineered to accommodate the number of subscribers that match its business model.

There are scenarios where multiple set-top boxes may exist in a single home and reception of multiple video streams may be restricted due to the access bandwidth. These scenarios may require the service provider to limit the number of streams admitted for a single subscriber.

There are other scenarios where reception of some video stream programs may be forbidden due to inappropriate subscription privileges. These scenarios may require the network provider to limit the number of streams admitted for a single subscriber.
Other IPTV services may be subject to admission control. For example a service provider may apply admission control to IPTV services. The request for IPTV services involves the exchange of signalling between user equipment (e.g. set-top box) and the service provider video server. The service provider may reject the IPTV services request based on network resources, user status, or the current use of a specific program across all subscribers. Criteria such as user standing and the current use of a given program are related to policies set by the service provider and do not change very frequently. 

As another example, a network provider may apply admission control to IPTV services. Request for IPTV services involves exchanging of signalling between user equipment and network provider, e.g., by means of equipment that maintains subscriber privileges in a local database and may receive IPTV services request. Based on subscriber privileges, equipment may reject this request or forward it to network side transparently and then allow media stream to be transferred from network side to subscriber.
The effect of an IPTV services request on the network resources is a dynamic parameter and it varies based on the program requested. For instance requesting high definition content will impose more demand on the network compared to the demand generated when low definition content is requested. The role of the admission function in this case is to accept or reject the IPTV services request based on the traffic demand of the new request and the current utilization of network resources. 

Appendix I shows an example of admission control for on-demand service in an IPTV service scenario using the IP Multimedia Subsystem (IMS)-based architecture as defined in [ITU-T FGIPTV.ARCH].
5.1.2 QoS routing
Text in this sub-clause is based on sub-clause 7.2 of [ITU-T Y.1291] with modifications.

This mechanism is used to control network congestion and improve network utilization by selecting an appropriate path. The path selected is most likely not the traditional shortest path.  Depending on the specifics and the number of QoS metrics involved, computation required for path selection can become prohibitively expensive as the network size grows.  Hence practical QoS routing schemes consider mainly cases for a single QoS metric (e.g., bandwidth or delay) or for dual QoS metrics (e.g., cost-delay, cost-bandwidth, and bandwidth-delay). To further reduce the complexity of path computation, various routing strategies exist. According to how the state information is maintained and how the search of feasible paths is carried out, there are strategies such as source routing, hierarchical routing, and distributed routing. And according to QoS granularity and model expansibility, there are strategies such as Intserv, Diffserv and class based Intserv in which the network is divided into several QoS autonomous systems (i.e., QoS domains) and each QoS domain may adopt its own resource allocation scheme so that end-to-end QoS can be achieved based on resources allocated in a single QoS domain or multiple QoS domains. In addition, according to how multiple QoS metrics are handled, there are strategies such as metric ordering and sequential filtering, which may trade global optimality with reduced computational complexity [b_IETF RFC 2386]. 

The path selection process involves the knowledge of the flow’s QoS requirements and characteristics and (frequently changing) information on the availability of network resources (expressed in terms of standard metrics such as available bandwidth and delay).  The knowledge is typically obtained and distributed with the aid of signalling protocols.  For example, Resource Reservation Protocol (RSVP) [IETF RFC 2205] can be used for conveying a flow’s requirements and characteristics and Open Shortest Path First (OSPF) extensions as defined in [IETF RFC 2676] for resource availability.  Compared with shortest-path routing that selects optimal routes based on a relatively constant metric (i.e., hop count or cost), QoS routing tends to entail more frequent and complex path computation and more signalling traffic.
It is important to note that QoS routing provides a means to determine only a path that can likely accommodate the requested performance.  To guarantee performance on a selected path, QoS routing needs to be used in conjunction with resource reservation to reserve necessary network resources along the path.

QoS routing can also be generalized to apply to traffic engineering. (Concerning slowly-changing traffic patterns over a long time scale and a coarse granularity of traffic flows, traffic engineering encompasses traffic management, capacity management, traffic measurement and modelling, network modelling, and performance analysis.)  To this end, routing selection often take into account a variety of constraints such as traffic attributes, network constraints, and policy constraints [b_IETF RFC 3272].  Such generalized QoS routing is also called constraint-based routing.

5.1.3 Resource management

The network resource management system acquires network traffic information (e.g. QoS requests) from a network resource manager of a bearer control layer, and carries out network traffic management according to the acquired network information by means of data transmission between the network resource manager and the network nodes (e.g. DSLAM, Broadband Remote Access Server (BRAS), switches, routers, gateways etc.). A network management interface needs to be configured on the resource manager for exchanging the network information with the network management system, and the network information is acquired from the resource manager via the configured network management interface, and is added, modified and deleted in the network management system. By employing the network resource manager of the bearer control layer, high-quality IPTV services are able to be provided in the IPTV system.
5.2 Data plane

5.2.1 Traffic conditioning

The following are required in access network for supporting multimedia services such as IPTV services.

· QoS provisioning per subscriber and per service

· Traffic classification based on multiple header fields (5-tuple, 6-tuple, and etc.)

· Minimum bandwidth guarantee

· Traffic shaping/policing

· Advanced packet queuing and scheduling

· Traffic marking (IP Differentiated Services Codepoint (DSCP), Ethernet priorities [IEEE 802.1q], and etc.)
5.2.2 Transmission schedulers

This mechanism controls which packets to select for transmission on an outgoing link. Incoming traffic is held in a queuing system, which is made of, typically, multiple queues and a scheduler. Governing the queuing system is the queuing and scheduling discipline it employs. There are several key approaches:

· First-in, first-out scheduler: Packets are placed into a single queue and served in the same order as they arrive in the queue.

· Round-Robin Scheduler: Packets are classified based on some criteria. One possible criterion is the classification based on flow identity. A less granular and consequently more scalable is to classify packets based on application or forwarding classes. Each class is then assigned a separate queue, and queues are serviced in round-robin fashion. .

· Priority scheduler: Packets are first classified and then placed into different priority queues. Packets are scheduled from the head of a given queue only if all queues of higher priority are empty. Within each of the priority queues, packets are scheduled in first-in, first-out order.

· Weighted Round-Robin scheduler: Packets are classified into flows and assigned to queues dedicated to respective flows. A queue is assigned a percentage of output bandwidth according to the bandwidth need of the corresponding flow. By distinguishing variable-length packets, this approach also prevents flows with larger packets from being allocated more bandwidth than those with smaller packets.

· Class-based scheduler: Packets are classified into various service classes and then assigned to queues assigned to the service classes, respectively. Each queue can be assigned a different percentage of the output bandwidth and is serviced in round robin. Empty queues are skipped.
· Hierarchical scheduling: Packets are classified into various service classes and then assigned to queues. Hierarchical scheduling then schedules queues layer by layer based on the queue hierarchy mode. Hierarchical queue can control the bandwidth of each service or the total bandwidth of multiple services to guarantee the QoS on the access side. In contrast to static queue scheduling, the controller for queue scheduling in hierarchical queue can be configured dynamically.
5.2.3 Buffer management

Queue or buffer management deals with which packets, awaiting transmission, to store or drop. An important goal of buffer management is to minimize the steady-state buffer size while not underutilizing link as well as avoiding the monopolization of the available buffer space by a single flow [b_IETF RFC 2309]. Schemes for buffer management differ mainly in the allocation of the buffer space and the criteria for dropping packets. .
A common criterion for dropping packets is the buffer reaching its maximum size. Packets are dropped when the buffer is full. Determining which packet to drop depends on the drop disciplines, for example: 

· "Tail drop" drops the newly arriving packet. This is the most common strategy since it is easy to implement. .

· "Front drop" A buffer space for the newly arriving packet is made available by dropping the packet at the front of the queue, provided that the length of the newly arriving packet is less than or equal to the dropped packet. .

· ""Random drop" A buffer space for the newly arriving packet is made available by randomly choosing a packet to drop from the queue, provided that the length of the newly arriving packet is less or equal to the dropped packet.

Active queue management (AQM) is a scheme for dropping packet before the buffer reaches its full size. Random Early Drop (RED) is an example of theses schemes. AQM algorithms are developed in the context of Transport Control Protocol (TCP) congestion avoidance scheme with the objective to improve network throughput. AQM may not be applicable to IPTV traffic since TCP is not likely to be used as the transmission protocol for these applications.
5.3 Multicast 

IPTV network supports transportation of multicast traffic and multicast admission control policy for QoS of IPTV services. The multicast admission control system based on users’ admission control policy allocates, reserves resource and controls IPTV multicast transportation for subscribers. The multicast replication function forwards the IPTV multicast stream to subscribers according to their successful resources allocation in the network control system. So quality of service for IPTV multicast services will be able to be guaranteed by multicast admission control.

5.3.1 Multicast replication point

Replication of video streams is one of the essential functions for multicast and selection of applicable Replication Points (RPs) within the IPTV network is important because it may affect bandwidth utilization and traffic management complexity. 

The network equipment serving as the multicast RP is required to have good functionality and processing capability. Network elements including Broadband Access Server (BAS), Access Router (AR) and Layer 2 (L2) equipment can perform multicast replication.
There is a trade-off relationship when we select RPs within the network. The nearer the multicast replication points approach to users, the less bandwidth the network needs, while the management becomes more complex.

When selected as the multicast RP, the BAS/AR implements the user-oriented replication without requiring the access network to support multicast. This solution supports simplicity in management. On the other hand, the BAS/AR poses higher bandwidth requirement for the access network. Moreover, the BAS/AR demands more on its port density and processing capability.

If L2 equipment nearest to the end-user (e.g. DSLAM or WAN switch) is selected as the multicast replication point, then only the bandwidth of the access network can be saved. This solution supports distributed replication, so it has a relatively weak requirement for processing capability at the replication point. Hence, it is applicable for large-scale service deployment. However, the access network must support multicast, and the L2 devices are required to support IGMP functionality. This solution is also complex to manage.
6 Mapping of IPTV service components to IP performance classes

6.1 Network QoS classes

ITU-T Recommendation Y.1541 [ITU-T Y.1541] defines classes of network QoS with objectives for IP performance parameters. Each QoS class defines a specific combination of limits on the performance values. Table 6-1 shows IP network QoS definitions, network performance objectives and guidance for applicability. Classes 6 and 7 are assigned provisionally in [ITU-T Y.1541] and are intended to support the performance requirements of high bit rate user applications that have more stringent loss/error requirements than those supported by classes 0 and 1.
Table 6-1: IP network QoS class definitions and network performance objectives/Applications
	QoS class
	IPTD
	IPDV
	IPLR
	IPER
	IPRR
	Applications (examples)

	0
	100 ms
	50 ms
	1 x 10-3
	1 x 10-4
	-
	Real-time, jitter sensitive, low delay, highly interactive

	1
	400 ms
	50 ms
	1 x 10-3
	1 x 10-4
	-
	Real-time, jitter sensitive, medium delay, interactive

	2
	100 ms
	U
	1 x 10-3
	1 x 10-4
	-
	Transaction data,  low delay,
highly interactive

	3
	400 ms
	U
	1 x 10-3
	1 x 10-4
	-
	Transaction data, medium delay, interactive

	4
	1 s
	U
	1 x 10-3
	1 x 10-4
	-
	Low loss

	5
	U
	U
	U
	U
	-
	Best effort

	6
	100ms
	50 ms
	1 x 10-5
	1 x 10-6
	1 x 10-6
	High bit rate, strictly low loss, low delay, highly interactive

	7
	400ms
	50 ms
	1 x 10-5
	1 x 10-6
	1 x 10-6
	High bit rate, strictly low loss, medium delay, interactive


Notes:

U: undefined

6.2 Mapping of IPTV service components to Y.1541 classes
This sub-clause focuses on the mapping of some key service components to the IP QoS classes defined in [ITU-T Y.1541] and listed above in Table 6-1.

IPTV services as listed in [ITU-T FGIPTV.SERV] usually consist of several service components which can have different QoS requirements regarding the transport of related data. For example, a VoD service includes selection of a movie from a content guide (which could be downloaded or accessible via web pages), a transaction for renting the movie, streaming control and the actual content streaming. User generated content services can include the upload of the content to a network based server, publishing the availability of the content to the users, selection and streaming to the other users. The QoS requirements for these different service components are usually different.

Table 6-2 provides suggestions (() of the mapping of service components to QoS classes. For the actual mapping the specific deployment and also the use of application layer error recovery mechanisms as for example defined in [ITU-T FGIPTV.ALERM] have to be taken into account.

Table 6-2: Mapping of key IPTV service components to Y.1541 QoS classes

	IPTV service components
	Example IPTV services
	Y.1541 QoS class

	
	
	5
	4
	3
	2
	1
	0
	7
	6

	Streaming of live TV content
	Linear TV including Pay per View and Multi-view
	
	
	
	
	
	(1
	
	(

	Streaming of video content
	VoD, Network PVR, time-shift TV
	
	
	
	
	(1
	
	(
	

	Streaming of audio content
	Music on Demand
	
	
	
	
	(
	
	
	

	Streaming control
	VoD, Network PVR, time-shift TV
	
	
	
	(
	
	
	
	

	Download of video content
	Push VoD, Near VoD
	
	(
	
	
	
	
	
	

	Upload of video content
	User generated content
	
	(
	
	
	
	
	
	

	Download of data
	Content guides, pictures, applications download
	(
	
	
	
	
	
	
	

	Access to web pages
	Portals, information services
	
	
	(
	
	
	
	
	

	Streaming of live speech
	voice call, audio conference
	
	
	
	
	
	(
	
	

	Streaming of live low resolution video content
	video telephony, video conference
	
	
	
	
	
	(
	
	

	Interactive message exchange
	Chatting
	
	
	(
	
	
	
	
	

	Message exchange
	Messaging, Email
	(
	
	
	
	
	
	
	

	Payment Transactions
	VoD rental
	
	
	(
	
	
	
	
	

	1.Consumer television quality can be achieved  using   the standard Y.1541 QoS classes 0 and 1 together with the DVB-IP AL-FEC mechanism, low to modest overhead and the enhanced decoder according to [ETSI TS102034], Annex E, sub-clause E.5.1.2.


7 Cross-layer interaction for IPTV services

Figure 7-1 shows a generic layer architecture for offering of video services (not limited to the examples shown). At the application layer video codec generates video elementary streams as a result of the encoding process. Service layer is responsible for packaging video streams into services such as broadcast video, VoD, etc. The function of the transport layer is to transport video streams from source to the destination through different network segments.
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Figure 7-1:
Layer Architecture for Video Transport

Cross-layer interaction is the ability of one layer adapting its performance based on information received from other layers. For instance in a wireless transport environment it may be beneficial for the application to adjust its rate based on the status of the rates that can be supported by the transport layer. Cross layer interaction may be implemented in a top-down or down-top fashion. 

Of particular interest is the ability to make use of application layer priority to optimize transport layer performance. Video codec generates video elementary streams with different priorities based on the picture type (i.e. I, P or B). Type I pictures are essential for the codec operation and should always be given transport priority over the P and B frames. MPEG-2 transport stream and H.264 Network Adaptation Layer (NAL) generate transport video stream packets with relative priority indication (one bit transport priority in the MPEG-2 transport stream packet and 2 bits NAL Reference ID (NRI) in H.264)
8 Traffic management capabilities: core networks

8.1 IP network traffic management capabilities

This sub-clause describes an overview of the IP traffic management capabilities including those related to integrated services and differentiated service. 

IP networks allow both reservation as well as differentiated models for QoS support and traffic management. The IP reservation model is that based on the IP Integrated Services (Intserv) and allows the use of RSVP signalling protocol for bandwidth reservation. Two service classes are defined in the context of IP Intserv:

· Guaranteed Service (GS) defines a service type where all packets belonging to the same session are delivered within a deterministic delay bound. Routers along the path of the session must employ appropriate scheduling algorithm and reserve resources to ensure that the delay bound is always satisfied. 

· The Controlled Load Service (CLS) provides a service equivalent to a “lightly” loaded best effort network.

IP networks are also capable of supporting a differentiated model with the IP differentiated service (Diffserv). The IP differentiated model defines a set of edge functions and a number of Per-hop Behaviour (PHB). Edge functions are those related to classification, metering, marking, dropping, and shaping. A PHB defines an externally observable treatment applied at a network node to a Diffserv behaviour aggregate. A number of PHBs are defined by the IETF in the context of IP Diffserv:

· Expedited Forwarding (EF): The intent of the EF behaviour is to provide the building block for the creation of low-loss, low delay, and low delay variation services. The EF PHB definition mandates that the EF packets should ideally be served at a rate R or faster and bounds the deviation of the actual departure time for each packet by the relationship [IETF RFC 3246]:
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 is the length of the jth packet. The above relationship paves the way for the specification of a delay bound as long as the aggregate EF traffic adheres to some traffic pattern (e.g. as specified by a leaky bucket).

· Assured Forwarding (AF): The AF PHB group defines four AF classes. For each class three discard precedence levels are defined (AFij, i=1, 2, 3 or 4 and j=1, 2 or 3). No priority order is defined among the four AF classes. [IETF RFC 2597] requires that each node in the networks to allocate certain amount of forwarding resources for each AF class to assure forwarding of the IP packets. However, no delay or loss bounds are defined.

· Class Selector (CS): The CS PHB group is defined for Diffserv to be backward compatible with legacy routers that support the Type of Service (ToS) bits in the IP packet header. CS PHB group defines 8 forward treatments where packets belonging to CSi are served before packets marked with CSj as long as i>j. It effectively defines a straight priority discipline with CS1 being reserved for the Default Forwarding (DF) used for the traditional IP Best Effort (BE) service.

IP Diffserv is scalable compared to IP Intserv since it doesn’t require per flow reservation, scheduling, and buffering. In IP Diffserv flow information is available at the network edge while nodal behaviour is applied on an aggregate basis.

IP Diffserv paradigm doesn’t include the definition of service classes. However service classes could be realized by proper specification of edge rules and consistent application of PHB by the different nodes in the network.
8.2 IP traffic management capabilities applicable to IPTV services
The core IP network transporting IPTV services is expected to be well-engineered and shared between a number of applications including data and voice support. Since IP Diffserv allows the core IP network to scale to a large number of flows it is also expected that the network will be equipped with Diffserv capabilities in terms of scheduling implementation that supports all or some of the Diffserv PHBs. It can be shown that if the EF traffic arriving at an interface is bounded by a leaky bucket with parameters (B, R) then the delay of any packet departing the interface is bounded by:
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IPTV services that require stringent loss and delay constraints may be supported using EF PHB. The use of PHB will ensure that IPTV packets are transported within a certain delay bound with almost no loss as long as the aggregate burstiness of the offered EF traffic is within some bound. The EF PHB must be configured with enough resources to satisfy the delay requirements of video packets. Since performance of video application is sensitive to packet loss, sufficient buffer needs to be allocated to ensure that it accommodates a burst size equal to B.

It is also possible to support IPTV services using AF PHB group as long as the AF class or classes designated for IPTV services are configured with the amount of resources needed to assure the service QoS parameters. Unlike the EF PHB there is no delay constraint associated with the definition of the AF PHB. However the use of the AF offers the added benefit of selectively discard video packets based on their relative importance. This will require the relative importance of video information to be inherited by the IP layer.

An IP node supporting the CS PHB group implies an absolute priority scheduler is in place. IPTV services shall be supported at a priority level high enough to maintain its quality assurances. Starvation of classes supporting IPTV services must always be avoided
9 Traffic management capabilities: access networks

9.1 Overview of access network technologies

Access networks should have means to control the following functions for traffic management:
· per packet/flow and per class basis Connection Admission Control (CAC) 
· per user and per service QoS provisioning 

· per packet/flow mapping between IP DSCP markings and Ethernet priorities [IEEE 802.1q]
9.2 Access traffic management capabilities applicable to IPTV services
Generic mechanisms are required for traffic management of upstream and downstream directions in an access network. 

(a) Upstream

To support quality of service in access networks including broadcasting traffic, network nodes should have the following requirements in the upstream direction.

· Guarantee of minimum bandwidth 

· Guarantee of bandwidth quality per service (e.g. VoIP, Video conference, and IPTV).

To address the above 2 requirements, the following functions should be supported: 
· 5-tuple based Classification & Policing 

· Priority Queuing
· Traffic shaping 

(b) Downstream

To support quality of service in access networks including broadcasting traffic, network nodes should have the following requirements in the downstream direction.

· Guarantee of minimum bandwidth per service 
To support the above requirement access networks should have the following functions in downstream side.

· per packet/flow and per class basis CAC for broadcast channels
· Traffic shaping/policing per subscriber

· Support of Class of Service (CoS) based DSCP

· 5-tuple classification

· DSCP marking

Mapping between IP DSCP markings and Ethernet priorities [IEEE 802.1q].
10 Traffic management capabilities: home networks

This clause describes home network environment and the need for traffic management for IPTV applications. A possible architecture for the home network is shown in Figure 10-1 [HGI].
[image: image11.emf]
Figure 10-1: Home Network Architecture

As shown in Figure 10-1 home network employs multiple Local Area Network (LAN) technologies. Prominent among those technologies are the Wireless LAN (WLAN) based on [IEEE 802.11] and wireline Ethernet and bridges based on [IEEE 802.3] and [IEEE 80
2.1d]. The Home Gateway (HG) is the interface of the home network to provider access network. HG receives and sends packets from and to the Wide Area Network (WAN). It also supports transit (LAN-to-LAN) traffic. The main function of the HG is the classification of the packets as they traverse the HG to and from the WAN and setting the appropriate priority level using the IP DSCP or the Ethernet user priority bits. Possible classification criteria include type of LAN, Media Access Control (MAC) addressing, and Virtual LAN (VLAN) Tag. HG requirements include the support of multiple queues managed using strict priority or weighted round robin at the WAN egress ports. It requires the support buffer management mechanisms.

Home Ethernet switches may support the existence of the user priority bits (a.k.a. p-bits). User priority bits define up to 8 priority levels that can be used to identify traffic classes such as voice, video, best effort, etc.

The current IEEE 802.11 standards support rates up to 54 Mbps. Emerging IEEE 802.11 standards are expected to support rates up to 600 Mbps based on [b_IEEE 802.11n]. Traffic management is supported on a WLAN using [IEEE 802.11e] which defines 4 access categories that effectively supports 4 priority levels.

Appendix I
Admission control example for IMS based architecture
(This Appendix is not an integral part of this document)

Figure I-1 shows an example of admission control for on-demand service in an IPTV service scenario using the IP Multimedia Subsystem (IMS)-based architecture as defined in [ITU-T FGIPTV.ARCH].
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Figure I-1:
Admission Control Example for IMS based architecture
The admission sequence involves the generation of the request by the session client of the IPTV terminal function using a session level protocol (Ctrl 1 flow in Figure I-1). The request is received by the core IMS. The core IMS checks with the Service user profile (Ctrl 2 flow  in Figure I-1) and IPTV application (Ctrl 3 in Figure I-1) if the user is allowed to access the specific service and content and checks with the resource & admission control function (Ctrl 4 flow in Figure I-1) if the required resources are available. Based on this information the incoming request may be accepted or rejected and the result of the admission process is reported back to the session client (Ctrl 1 flow in Figure I-1). In case the request is accepted the content delivery control function is notified (Ctrl 5 flow in Figure I-1) and the session is established between the media client IPTV terminal and the content delivery and storage function (data session flow in Figure I-1). 
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