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Content Delivery Functional Architecture

The figure below extends the NGN IPTV Functional Architecture to include the detail functional components that relate to Content Delivery Functions and their relationship to the Network Transport functions. The details for Unicast Delivery, as used in Content on Demand, and Multicast Delivery, as used in Linear TV, are considered.
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Figure X.X Content Delivery Functional Architecture

The functionality for Content Delivery is as described above. The following describes the additional functions introduced:

Unicast Delivery Control Function

This function distributes content to the Delivery Functions and allocates them to End-Users according to location and capacity

Receives a content item from Content Processing and distributes it to the Content Delivery Functions. It receives a content delivery request from the ITF, via the IPTV Service Control Functions and translates a logical content reference into a set of references to the Content Delivery Functions that can be allocated to deliver the content to the Content Client making the request. Manages the usage of the Content Delivery Functions. It uses this information and the Content Location Function to identify the Content Delivery Function to be allocated to a Content client.

For example, initial distribution may be made according to location rules and expected usage. Distribution may be updated to react to changes in usage, e.g. to support load balancing. It can use information about the locations of the Content Client and the Content Delivery Functions and knowledge about the distribution of the content among the Content Delivery Functions when making the allocation. This function may also be called directly by an IPTV Application if delivery resources must be allocated before the content request can be confirmed to the Content Client.

Unicast Delivery and Storage Function
The function that stores the content items and delivers them to the Unicast Content Client functions.

For example, A Content Delivery Function can deliver a content item to a Content Client using a content streaming protocol, such as RTP. The Content Client can user a content control protocol, such as RTSP, to control the received stream.

Multicast Delivery Control Function

Provides for the mapping between a logical channel number and the multicast address that the IPTV device can receive it on.

Manages the combination on individual Multicast Streams into a Multicast Delivery Service .
For a typical Linear TV service the multicast session supports the viewing of multiple channels over a continuous time period, the session is maintained across channel change events.

For content to be delivered from files it receives the content item from Content Preparation and distributes it to file-based Multicast Delivery Functions

Multicast Delivery Function

Provides the source of the Multicast content stream, received it input as files, unicast IP streams of digital TV streams.

Multicast Control Point
Provides for the selection of the individual Multicast stream that is to be delivered, over the access network, to the IPTV Device. This is one of the Transport Network functions.

Multicast Replication

The functions in the Transport Network that replicate the multicast stream from a Multicast Delivery Function to all the Multicast Control Points that need to receive it.

Content Delivery Dynamic Architecture

The above figures show the static arrangement of the functional components of the IPTV architecture. The follow illustrates the dynamic nature of the architecture for Content Delivery.

Unicast Content Delivery Use-case

The following sequence represents one of a number of possible operational models for a Content-on-Demand application that uses the Unicast Content Delivery Functions.

Pre Conditions: Provisioning, network attachment and service selection have been completed.

1. IPTV Terminal runs the On-Demand Client which connects to and interacts with the On‑Demand Application to obtain the logical URL for a content item that the customer wishes to receive.

2. Control Client contacts the IPTV Service Control Function for it to resolve the logical URL of Content into the physical URL of an allocated Content Delivery Function and request the network resources required for successful delivery of the Content item. 

3. IPTV Service Control Function determines the location of the IPTV Device, for example by querying the NACF. It passes this information and the logical content URL to the Content Delivery Control Function

4. Content Delivery Control Function determines which Content Delivery & Storage Function has the requested content and could be connected to the IPTV Device. It queries, or maintains the state of, the Content Delivery & Storage Function to identify one that has free capacity and allocates this to the Content Session. It returns the URL of physical server containing the allocated content item to the IPTV Service Control Function.

5. IPTV Service Control Function requests the network resources needed to support the network path from the Content Delivery Function to the IPTV Device. IPTV Service Control Function returns URL of physical server and content item to Control Client

6. Service Client passed the URL to its Content Client, this connect to identified Content Delivery Function to control and receive the content 

7. Content Client receives content
Multicast Content Delivery Use-case

The following sequence represents one of a number of possible operational models for Linear TV that use a Multicast Delivery Function.

Pre Conditions: Provisioning, network attachment and service selection have been completed.

1. IPTV Device runs the Linear TV Client which connects to and interacts with the Linear TV Application to obtain the list of logical channel numbers and the URL of their Multicast Control Function.

2. The Linear TV client passes the list of logical channels to the Control Client for it to establish the multicast delivery session.

3. Control Client contacts the IPTV Service Control Function for it to resolve the logical channel numbers into the multicast addressees and to request the network resources required for successful delivery of the multicast streams.

4. IPTV Service Control Function determines the location of the IPTV Device, for example by querying the NACF. It passes this information and the list of Logical channel numbers to the Multicast Control Function.

5. Multicast Control Function determines which Multicast Delivery Function is outputting the required channels and has multicast network paths to the IPTV Terminal. It returns list of multicast addresses IPTV Service Control Function.

6. IPTV Service Control Function requests the network resources to support the network path from the Multicast Delivery Function to the IPTV Device. It returns list of multicast addresses to Service Client.

7. Service Client returns the list of logical channels and their multicast addresses and maintains this mapping for the duration of the Multicast session.

8. When a user of the Linear TV application what to view a channel the Linear TV Application Client pass the Logical Channel Number to the Control Client to receive this channel.

9. The Control Client checks that it has requested appropriate resources, e.g. bandwidth, for the successful reception of the channel. If not it call the IPTV Service Control Function with a session update request for the new level of resources.

Note: The point at which un-required resources, e.g. bandwidth, are released might be delayed to avoid impacting the channel change time.

10. The Control Client maps the logical channel number into a multicast address and passes this to the Multicast Client which issues that Multicast request and receives the multicast stream.

11. When the user exits the Linear TV Application, i.e. they stop watching TV. The Linear TV Application will request the Service Control Client to end the Multicast session

12. The Service Control Client will call the IPTV Service Client with a request to end the session and release any requested resources.

[End Updated C603-604]

[Start C479]

[Note: definitions presumably intended for section 8.1]

Content Distribution and Delivery is as defined in the mid level decomposition, is further decomposed into:
Content Location –For IPTV multicast service, it assigns or acquires necessary service parameters, e.g. multicast addresses for multicast services, source of original content, codec, etc.,  associates them with a specific multicast service, and provide the association based on request,e.g.  Providing for the mapping between a logical channel number and the multicast address that the IPTV device can receive it on.

Multicast Source – Provider the source of the Multicast content stream
[End C479]

[Start C481]

The functionality of SGF (Service Guide Function) is as follows:

· Provide an entry point, e.g. IP address or URL, for service selection

· Generate the Electronic Program Guide based on the necessary information, e.g. metadata information, some service related information and user profile etc;

Provide the produced EPG to the user through interactions with the user.
[End C481]

[Start C482]

[Note: Definitions presumably intended for section 8]

The functionality of SGF (Service Guide Function) is as follows:

· Provide an entry point, e.g. IP address or URL, for service selection

· Generate the Electronic Program Guide based on the necessary information, e.g. metadata information, some service related information and user profile etc;

Provide the produced EPG to the user through interactions with the user.
[End C482]
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 [Requires contribution to revise and check consistency]
From FGIPTV1

[Begin from FGIPTV1 Architecture Adhoc group 1, framework architecture)]
1. General Framework Architecture for IPTV Networks

1.1 Functional model

[image: image2]
Figure 1
IPTV Function Sets [From ID 85] 

1.2 IPTV Function sets
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                             [From ID 48]

[From ID 48]

3.  Content Operation Function Set

Content Operation Function Set provides TV programs and other kinds of multimedia content, it consists of four functional components; Content Ingestion component, Digital Rights Management (DRM) component, Encoding/Trans-coding component and Media Assets Management component.
Components of this function set can be described as follow:

· Content Ingestion: IPTV sources programs are ingested from the content producer or publisher. The ingested programs may be accompanied by metadata.
· Encoding/Trans-coding: Content should be encoded if the source programs are uncompressed, or be trans-coded to specific format if the original coding format is not compliant with the specification of IPTV system.
· Media Asset Management: Media Asset Management component is in charge of content storage management, metadata compilation and maintenance, providing content querying interface, and content related transaction management.
· Digital Right Management: Media content should be processed by the Digital Right Management component before supplied as the IPTV content. The content should be consumed under management all the time.
4．System Management and Security Function Set

Network Management Function Set is responsible for system supervising and safeguarding, it provides service quality supervision, failure inspecting and locating, as well as service protecting. It consists of System Management component, Terminal Management component and security management.
Components of this function set can be described as follow:

· System Monitor: this component is in charge of supervising and management of the IPTV system, it can inspect and locate the failure online and/or offline.
· Terminal Management: Terminal Management can monitor the state of the terminal either in the fashion of real-time or non-real-time, and also provide software updating and initialization service for the terminals.

· Security Management:  this component is in charge of mutual authentication between tow sub-systems,   and play-out monitoring in order to guarantee the service is under control and  as well as legitimate.
5．Service Operation & Management Function Set

Service Operation & Management Function Set is in charge of IPTV service specific management and controlling, it consists of five functional components including Products Creation, Content Engine, Subscriber Management, Billing and Accounting, Customer Service, and Authentication.
Components of this function set can be described as follow:

· Product Creation: Contents are packing into deliverable service products in this functional component. The function of Product Creation component consists of linear TV channel scheduling, issuing management of the on-demand programs, service delivering policy making and charging mode setting.

· Content Engine: Getting content related metadata and price information from content provider and providing query interface, and provides interface for IPTV subscriber to facilitate querying the service information and/or modifying their subscribing records.
· Subscriber Management: Maintaining the basic and extra information of subscribers and managing service subscribing recodes.
· Billing and Accounting: Generation of accounting and billing information (e.g. CDR) according the service using records and subscriber profile. IPTV system will make settlement based on these information in either prepay or post-pay mode.
· Authentication: identifying a user based on a username and password or other proper means. Only the authenticated user can get the right to access IPTV service.
· Portal: it provides the interface for subscriber to access IPTV network, and it’s also an optional entrance for user to access the Subscriber Management component and Authentication component.
· Electronic Program Guide: acquiring content metadata and other EPG information, delivering integrated EPG data to customers, and collecting information and statistic of service utility and submitting to the Service Operation and Management function set.
· Other Service Guide: providing the portal and interface for the services other than the basic services.

6．Media Distribution and Delivery Function Set

Content Streams of IPTV services are delivered to subscribers by invoking the components among Media Distribution and Delivery Function Set, including Control, Distribution, Storage and Streaming. Media Distribution and Delivery system should be deployed based on elaborate topology (for example C/S or P2P) to meet the demand of high efficiency, high availability with low cost.
Components of this function set can be described as follow:

· Control: during the media stream distributing, the component performs load balancing and distribution controlling functions including

· policy (e.g. according to specific spatial or temporal restriction) of distribution management; 

· information of service using statistics collecting and submission;

· transport bandwidth management;

· storage management in the distribution and delivery system;

· content ID and content location mapping;

· streaming service node switching;

· live program recording.

· Distribution: Distributing the media content to designated destination according the policy from Control component. The content can be transported either in the manner of file-based or stream-based during the distribution process.
· Storage: the content data is stored in this component, it have enough storage capacity and related management functionality. For convenience the Storage Component and Streaming Component are usually deployed at same place or even in the same device.

· Streaming: functions of this component are as follow,

· delivering the media content to the service terminal in the customer premise; 

· responding to play control signal from users; 
· collecting and submitting basic information for accounting; and adaptive controlling of media streams.
7．Customer Function Set

Customer Function Set is a set of service execution functions of IPTV system in custom premise, it receives control signal and uploads to the system, and it is the sink of content stream and performs content decrypting, decoding and displaying. Customer Function Set consists of four functional components, including DRM, Media Processor, Displaying and Interaction Control.
Components of this function set can be described as follow:

· Interaction Control: receive the command of user and transfer it to other related function components, and then get the returned messages for present to the user.  It also acts as an intermediator between the components inside and outside the Customer Function Set.
· Digital Right Management: obtain the key for decryption and content licence from Content Operation Function, and decrypt the content data. The DRM component must be a trusted component. 

· Media Processor: the received media data is decoded and post-processed in this component. The output data of this component can be delivered to Display Component for display directly.

· Display: the portal or EPG and the re-constructed audio and video are displayed in this component for users to view.

[From ID 94]

5  IPTV Service System Model
This chapter presents a system reference model that can be taken as a technical method for realizing the IPTV service model shown in chapter 4. Four subsystems are considered—an IPTV service server, delivery network, home network, and CPE. In addition, the data elements that circulate between these subsystems are also discussed.
5.1 IPTV service server entity model
The main server entities needed for realizing an IPTV service are shown in Fig. 5‑1. The function of each server entity is explained below. Note that each server entity is strictly presented for the sake of the model—the servers do not necessarily correspond precisely to a physical server.
5.1.1  CDN configuration data server
This is a server operated by the CDN provider. This server delivers the fixed data (CDN configuration data) relating to all the platform providers within the relevant CDN. At the time of the first connection, or as needed, the CPE needs to connect to the relevant server to obtain and update necessary data.
5.1.2 PF configuration data server
These are servers operated by each platform provider. Each server delivers the fixed data (PF configuration data) relating to the relevant platform provider and service providers. Based on the data acquired from the CDN configuration data server, at the time of the first connection, or as needed, the CPE needs to connect sequentially to the relevant servers of each platform provider, to obtain and update necessary data.
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Fig. 5‑1 IPTV service server entities
5.1.4 Metadata Server

This server delivers the metadata necessary for functions such as selecting channels of the IP broadcast service, and display EPGs or ECGs. The CPE obtains and updates necessary metadata either by multicast or unicast. 

5.1.5 Portal server
This server provides a Web service, as a means for promotion and content navigation of IPTV services. This kind of server is sometimes also used for various kinds of registration screens and authentication processes, by linking with customer and contract management functions. The CPE typically accesses this server as a subscriber, as necessary.
5.1.6 CAS/DRM server
Basically, it is assumed that this is a server operated by each service provider. This server, issues and manages licenses, and delivers licenses by establishing a highly secure communication channel between the CPE and CAS/DRM. The CPE accesses this server to obtain a license when it is time to play content.
5.1.7 Content server (VOD streaming)
This server delivers video, in order to supply VOD streaming services. The server not only delivers the content itself via streaming, but also provides the playback control files for each item of content—to be obtained before streaming—and functions such as RTSP sequences for streaming control. The CPE must definitely access this server to receive VOD streaming services.
5.1.8 Content server (download)
This is a server operated by each service provider. This kind of server delivers video via download, in order to supply content download services.
5.1.9 IP broadcast service transmission server
This kind of server is operated by each service provider. The server delivers video in order to supply IP broadcast services. Generally, video signals are relayed from the broadcast facilities of external content providers, and transmitted by multicast. The CPE must access these multicast addresses whenever it selects an IP broadcast service channel.
5.2 Distribution network model
A distribution network delivers various kinds of information such as content, metadata, and licenses, connected with functional entities for supplying IPTV services. 
Generally, distribution networks are categorized into the common “Internet,” and specialized “content delivery networks” (CDN) for applications involving the distribution of content. IPTV services basically utilize content delivery networks.
5.3 Home network model
The term “home network” refers to networks constructed within households, which can be connected with PCs and other devices that are not utilized in IPTV services. Basically, while home networks are generally constructed by the users themselves, in some cases devices in the network may be supplied by the telecom provider or IPTV service provider.
It is assumed that in some cases a home gateway is connected between the CPE and the network provider’s public network. the functions of the CPE of an IPTV service, can be divided between CPE and gateway. The product plan of a CPE could also assume a UNI, through the incorporation of a gateway.
There are three types of connection between home networks and CPEs—IPv4, IPv6, or IPv4+IPv6 (both protocols). It is necessary to consider each case individually.
Many household networks now utilize wireless LAN technology, but in these cases it is necessary to consider issues of unstable reception and impaired playback, due in particular to bottlenecks in data integrity.
5.4 CPE model
There are two basic kinds of CPEs—one that can be used only for playback, and another that can also store content.Playback-only CPEs
　The basic configuration of a playback-only CPE is shown in Fig. 5‑2 Each element in the model is explained as follows.
· Communications processor
Protocol stack for communications processing via HTTP, RTP, TCP, UDP, IP, etc.
· Streaming CPE
Error correction (FEC) processing, network jitter elimination,
· Decrypter
Encryption and decryption of streams based on keys obtained from CAS/DRM
· CAS/DRM
Licenses obtained from CAS/DRM servers by way of communications processing are held, and keys are supplied for decryption if conditions for content playback are satisfied.
· Video decoder
Decrypts video, and outputs a video signal
· Voice decoder
Decrypts voice, and outputs a voice signal
· Subtitle decoder
Decrypts subtitle data, and superimposes this on the output video signal
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Fig. 5‑2 Playback-only CPE configuration model
[editor note: this figure need to be modified.]

5.4.2 CPE with integrated data storage
In addition to the functions of playback-only CPEs, this kind of CPE is equipped with high-capacity data recording media; e.g. a hard disk. Each configuration element specific to the CPE with integrated data storage is explained as follows. 

· Storage media
In content download services, content is obtained from a content server by means of a communications processor, and then stored. Also, when an IP broadcasting service is received there is generally a function to record and store encrypted streams as specified service units using a local cipher in the encrypter.
5.5 Content and other data elements
5.5.1 Content
· IP broadcast service stream
This kind of stream is transmitted through multicast streaming from an IP broadcast service transmission server. Like digital broadcasts, the stream is multiplexed using MPEG2-TS, and the included TS packets too conform to TV service regulations.
· VOD service content
VOD service content is transmitted from a content server for VOD streaming services, on request from a CPE, by unicast streaming. It consists of a playback control file and a service stream. The service stream is multiplexed using MPEG2-TS.
· Download content
This is obtained from a content server for content download services, based on a request from a CPE, temporarily stored on the CPE’s data storage media, and then made available for playback. It consists of a playback control file and stream file. (Note, however, that in the case of multimedia content, it consists of a group of multiple files, including control files and BML documents.)

5.5.2 Other data elements
· CDN and PF configuration data
CDN and PF configuration data are deployed in CDN configuration data servers and PF configuration data servers, respectively. They define the CDN fixed data and the fixed data of each platform provider on the CDN.
· Metadata
This data can be used for implementing EPGs and ECGs, and the like.. 
· Licenses
These are essential data elements for controlling access to content through CAS/DRM. They display usage rights, and usage conditions for content. Licenses need to be obtained by the CPE before content can be played, and they need to be stored on a CAS/DRM.
2.3 external interfaces

2. IPTV Control/Signaling Functions

2.1 Session control Function
2.2 Resource control Function
2.3 Program Control Function
[From ID 94]

4.2.1 Remote control 
Although remote control  differ according to the product ranges offered by individual CPE manufacturers, a few assumptions are made regarding the buttons on these  and the functions associated with these buttons as summarized below. Here, we will only discuss the remote control buttons that are expected to be used for IPTV services.
· Numeric buttons

· Entering channel numbers in order to tune in directly to IP broadcast services
· Numeric input in portal services
· Up/down buttons
· Direct tuning of IP broadcast services
· Network switching buttons
· Switching between IPTV services and other media services such as terrestrial digital broadcasting.

· Arrow/select buttons
· Selecting functions in the CPE screen
· Selecting functions in portal services
· EPG button
· Displaying EPG

· ECG button
· Displaying ECG

· Portal button
· Displaying a list of service provider portals
· Play/stop/pause/fast forward/rewind/skip forward/skip back buttons
· Issuing playback control functions while receiving VOD streaming services
· Return button
· Moving to the previous screen in the CPE screen
· Moving to the previous screen in the portal screen
· Audio switching button
· Switching between multiple audio settings such as bilingual soundtracks in IP broadcasts services, VOD services and the like
· Subtitles switching button
· Switching subtitles on and off or switching between subtitle languages in IP broadcasts services, VOD services and the like
2.4 STB Control/Customer Channel Line up

2.5 Service Information

2.6 Ad insertion 

3. IPTV Management Functions

3.1 Operational and Maintenance Capabilities

3.2 Security/Authentication and DRM aspects

3.3 IPTV Endpoint Management

3.4 Viewership Data Management
[Editor note: ID 85 should be reference here.]

2.2 Functional Capabilities and Key Work Areas for IPTV

In general terms, IPTV services will include both broadcast and stored video applications, as well as interactive services such as gaming, telecommerce, etc. Generic network capabilities that need to be considered to support such services include:

1. Set Top Box or home gateway functionality and associated interfaces.

2. Video and Audio Codec functions and selection.

3. Middleware capabilities such as Electronic Program Guide (EPG) and other user interfaces.

4. Billing / accounting interfaces and protocols.

5. Program Control functions.

6. Operational and Maintenance capabilities.

7. Security/ authentication and Digital Rights Management (DRM) aspects.

8. Quality of Service / Experience capabilities and performance.

9. Bandwidth and network resource requirements.

10. IP/UDP/RTP/MPEG2TS/codec wrapper. 
11. Consideration of OCAP/MHP/GEM for an application framework.
12. Ad Insertion
13. IPTV endpoint management

14. Customized channel  lineup

15. Viewership data management

This list is not intended to be comprehensive or all inclusive, and a number of other capabilities may also need to be considered in describing IPTV technology.  However, it would be useful to use such a list of topic areas as a guideline or template to encourage input material for further study and more detailed specifications.   A proposed IPTV framework architecture document outline is provided in the Annex to this contribution, to assist in this work.

2.3
Some Functional Requirements for IPTV Services   

The functionality required for video on demand (VoD) servers is an important component of the IPTV architectures.  While VoD capabilities may be used in a number of applications, the requirements for large-scale IPTV deployments may need to be considered from the perspectives of performance as well as optimised network architecture.

The large-scale adoption of IPTV is also likely to place significant demands on the capacity and performance of the underlying networking capabilities such as the service edge IP routers and related equipments in either access or core parts of the NGN. These aspects also need to be taken into account in the standardization of IPTV related functions and interfaces.

With IPTV, service providers must find innovative ways to customize channel line-up to individuals or groups of users based on specific surfing patterns. Thus, it is important to track viewership patterns while protecting user’s identity to facilitate customization of programming. In addition, this tracking would allow service providers to craft and target specific advertisements to particular groups of users demonstrating certain surfing patterns.

Currently existing content service providers have in place bandwidth management mechanisms (performed by a resource management device) for the access portion of their non-NGN network infrastructure that serve legacy end points, thereby optimizing bandwidth utilization at edge devices delivering content to their consumer.  

Since the IPTV architecture will likely integrate with existing legacy networks such as cable network infrastructures, it is important that control interfaces be specified in IPTV to allow network resources to be shared in an efficient manner. This would allow current content service providers to continue to use their existing resource manager equipment with minimal change in an hybrid network.  This means that a reporting mechanism ought to be standardized to permit IPTV endpoints to report end-user activity.  

The protocol across this interface would achieve a couple of things: 

1) It will allow service providers to determine consumers viewership, thereby enabling use of this information to optimize programming options and provide better targeted advertising models. 

2) This interface would also facilitate bandwidth management at content aggregation nodes and provide service providers the ability to dimension those nodes appropriately, or take preemptive actions to avert any bottleneck based on usage statistics. 

The reason for standardizing retrieval or acquisition of viewership data is to prevent the need for a network resource manager serving different endpoints (legacy, hybrid and IP-based) to have to support a multitude of viewership data acquisition protocols.

It is assumed that IPTV and legacy endpoints will coexist in the same network. This implies the existence of a resource manager capable of handling different types of sessions, policy decisions, and resource management functions based on the characteristics of the endpoint and the applications running on it. Thus, IPTV endpoints will need to report their characteristics to the Resource manager using a standardized interface.

3.5 Billing/Accounting Interfaces/Protocols

3.6 Consideration of OCAP/MHP/GEM Application Framework

4. Middleware Capabilities
[Editor note: ID 33 should be reference here.]

[Editor note: ID 72 should be reference here.]

[From ID 72]

1. The Software Architecture and Layers of IPTV Terminal
Usually the software can be developed based on a lot of program language, e.g. C language, C++ language, java language, etc. Moreover, for different software platform, software management and software architecture mode is different from each other. For different services, their service logic and implementation methods are different. For different vendors, the software architecture and software development idea is also different. Therefore, it is a challenge to introduce third party to effectively develop new application, hardware platform and then create a complete IPTV value chain. When designing software architecture of terminal, it is necessary to define clear software layers. That means the software architecture of IPTV terminal shall be based on the definition of abstract layers. The whole software architecture of IPTV terminal can be divided into 3 layers as below:

· Resource Layer;

· System Software Layer;

· Application Layer;

From the perspective of application, the middleware API lies between the applications layer and the system software layer. 
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Figure 1 Software Architecture and Layers of IPTV Terminal
The resource layer shall include a number of functions, hardware resource and software resources (drivers of the hardware entity). This resource layers can have more than one hardware entity. Different IPTV terminal hardware vendor can provide different hardware entities. From an abstract point of view it makes no difference if the logical resources are mapped into one or several hardware entities. What is important is that resources are provided to the application transparently through the transplantable layers – the sub-layer of system software layer. An application should be able to access all local resources as if they were are a single entity.

Applications will not directly address resources. The system software layer brings an abstract view of such resources. The System software layer shall include middleware API module and transplantable layer modules. The middleware layer isolates the application from the hardware, enabling portability of the application. The System Software realizes the API based on abstract model:

· Stream rendering and control by different sources ;

· Commands and events;
· System resources, such as file system, timer, etc;
· Hardware resources, such as hard disk, memory, interface, and etc;
· Network and transport protocol management;
· DRM/CA;
· Startup and initialization
· Process for security and authentications
· Software download and upgrade 
The API provides the associated services logic to application layers, e.g., play, status report, startup authentication, and etc. Transplantable sub-layer ensures middleware software and application run on different OS platform and hardware platform. The OS, for example, can be Linux, WinCE, VxWorks, and etc. The hardware platform can be Set Top Box, PC, or mobile phone, and etc.

4.1 Electronic Program Guide (EPG)

4.2 User Interfaces

4.3 Video and Audio Codec Selection

4.4 API for DRM System Interface

4.5 API for IPTV Control & Signaling Functions

5. Home Gateway and Set Top Box (STB) Functions
[Editor note: ID 37 should be refered.]
5.1 STB/HG Interfaces

5.2 IP/UDP/RTP/MPEG2TS/Codec Wrapper

6. Quality of Service/Experience Capabilities

6.1 Performance Requirements

6.2 Bandwidth and Network Resource Requirements

6.3 Transport Functions in Access and Core Networks

7. Audio/Video Content Functions
8. security function
9. Relationship to NGN FRA
[From ID 31]

Reuse common NGN components and mechanism

(1) RACF component

In the NGN Architecture, the RACF can be reused by different services, including session-based services (e.g. conversational services) and non-session based services (e.g. streaming services), to provide mainly Qos control and admission control.

In IPTV services, RACF component should be reused, what’s more, some IPTV specific requirement should be studied, e.g. Qos control based on multicast.

(2) NACF component

Similar with RACF, the NACF is shared by different applications and services. It should also be re-used and enhanced by IPTV services.
(3) Transport user profiles and Service user profiles

The united user profiles, including transport user profile and service user profile, should be reused by IPTV services.  

(4) Charging and Billing Functions

The Charing and Billing Functions represent a generalized architecture to support various NGN services, therefore, it is natural for the IPTV services to reuse it and both on-line charging and off-line charging should be supported.

(5) Multiple access technologies

Different types of access technologies, e.g. xDSL,  Ethernet, DVB, UMTS,  should be supported to ensure that the user can access the IPTV services in various conditions.

(6) Different type of end devices

IPTV NGN architecture should provide the possibility for the user to use the different type of devices, including fixed and mobile devices, such as  STB+TV, PC,  mobile phone and so on.

[End from Adhoc group 1, framework architecture)]
[Begin from Adhoc group 1, service architecture)]
 [Requires contribution to revise and check consistency]

1 Introduction

This document summarizes the core protocols that may be used at the receiving side in the implementation of IPTV services.

The main services offered by an IPTV service are VOD streaming services and IP broadcasting services whereby services equivalent to broadcasting are implemented across networks. CPEs with hard-disk storage are also expected to offer content download services as an extension. This document aims to provide an overall summary of the requirements on the operation of IPTV services and their technical systems. 
1. Scope

2. References

The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this Document. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; all users of this Document are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.

(1) “CPE equipment for digital broadcasting”, standard specification ARIB STD-B21

(2) “Program line-up information used in digital broadcasting”, standard specification ARIB STD-B10

(3) “Transmission scheme for digital terrestrial television broadcasting”, standard specification ARIB STD-B31

(4) “Data coding and transmission schemes in digital broadcasting”, standard specification ARIB STD-B24

(5) “Video coding, audio coding and multiplexing schemes in digital broadcasting”, standard specification ARIB STD-B32

(6) “Access schemes in digital broadcasting”, standard specification ARIB STD-B25

(7) “Coding, transmission and storage control schemes for server type broadcasting”, standard specification ARIB STD-B38

(8) “Operational guidelines for digital terrestrial broadcasting”, ARIB TR-B14

(9) “Operational guidelines for BS/wideband CS digital broadcasting”, ARIB TR-B15

(10) “Internet Protocol Version 4 (IPv4)”, RFC791

(11) “Internet Protocol Version 6 (IPv6) Specification”, RFC2460

(12) “Transmission Control Protocol (TCP)”, RFC793

(13) “User Datagram Protocol(UDP)”, RFC768

(14) “Hypertext Transfer Protocol – HTTP/1.1”, RFC2616

(15) “RTP: A Transport Protocol for Real-Time Applications”, RFC1889

(16) “RTP Payload Format for MPEG1/MPEG2 Video”, RFC2250

(17) “Real Time Streaming Protocol (RTSP)”, RFC2326

(18) “TLS Protocol (SSL/TLS)”, RFC3315
3. Definitions

This Document defines the following terms:
4. Abbreviations

This Document uses the following abbreviations.
2 Terminology

Related terminology is defined here.
IPTV service: A generic term for services that deliver content by using IP networks configured according to this document.
Content: A collection of media such as video, audio, text and data that is intended to be played back by and presented to an audience. 
Channel service: A broadcast service in which programming is implemented in content delivery mode in an IPTV service,provided by multicast streaming.
VOD streaming service: An IPTV service where content is delivered in the form of an on-demand unicast streaming service.

Content download service: An IPTV service where content is delivered in the form of a service where content downloaded to and stored on storage media in the CPE equipment, and is then played back.

CDN (content delivery network): An IP communication network that meets the criteria such as QoS specified by this document, and which can connect directly to the CPE environments of different households via an access network.

Portal service: A web service aimed at content navigation of IPTV services, operated by the provider of an IPTV service.

EPG (electronic program guide): A resident application in a CPE that is aimed at providing program information such as program listings from a range of service providers in an IP broadcast service.
ECG (electronic content guide): An application that resides in CPE equipment to provide users with a content navigation means for VOD streaming services and content download services from different service providers.
Home network: A network that connects between different items of equipment in the home. A home network presumes the availability of an IP network.
License: In a CAS /DRM scheme, this is copyright-related data that indicates the rights to use content and the conditions under which it may be used, and which includes a content decryption key.
Package: A concept that represents a billing unit of content. Corresponds to one or more content collections.
Metadata: A document used to describe attribute information about content such as packaging and licensing.

Platform provider: Performs integrated management of content in units of service provider collections, and provides information such as structural information and metadata.

Service provider: An agent that operates a content delivery service.
Multicast: Transmission of the same data to multiple specified IP addresses in a communication network. The data is transmitted just once, and is automatically duplicated by routers along the transmission path according to the specified destinations. This allows network loads to be reduced when accesses are concentrated on specific content.

Unicast: Transmission of data to a recipient at a single specified IP address in a communication network.

Basic registration: This refers to a state where consumers are registered for client management purposes by a service provider, allowing them to access service applications for using the services of this service provider.

Service application: An application that establishes contracts allowing consumers to use designated services of a service provider and to access services and content within the scope of this contract.
1. IPTV Service Classifications
From 0029  
See also 0091 “Proposal on IPTV service classification”
IPTV services are generally different from the services provided by cable or satellite industries. Nevertheless, there are some words having same letters but different meaning used in current industrial fields. For content provider, service provider, network provider and home network, new terminology only for IPTV services should be defined clearly. 

There are several kinds of IPTV services shown in Table 1. The services can be classified into three categories such as basic channel service, enhanced selective service, and interactive data service. First of all, basic channel services are composed of A/V (Audio and Video) channel, Audio channel, and A/V with data channel. These are broadcasted as the similar traditional TV channel services do. Next, enhanced selective services encompass the Near VoD broadcasting, Real VoD, EPG, PVR, B2B, C2C, Multi-angle service, and so forth. Enhanced selective services are advanced from the basic channel service for the customer’s convenient and wide choice about the multimedia contents. Finally, interactive data service is made up of T-information, T-commerce, T-communication, T-entertainment, and T-learning. More specific service types are described in the following table.
Table 1. IPTV Service Classifications
	Classifications
	Services

	Basic Channel Service
	Audio and video (for SD/HD)

Audio only

Audio, video and data

	Enhanced Selective Service
	Near VoD(Video on Demand) broadcasting

Real VoD
MoD (Music on Demand) including Audio book.

EPG (Electronic Program Guide)

PVR (Personal Video Recorder)

B2B hosting (Business to business hosting)

C2C hosting (Customer to customer hosting)

Multi-angle service

	Interactive Data Service
	T-information (news, weather, traffic and advertisement etc.) 

T-commerce (security, banking, shopping, auction and ordered delivery)

T-communication (mail, messaging, SMS, channel chatting, VoIP, Web, video conference and video phone)

T-entertainment (photo album, game, karaoke and blog)

T-learning (education for children, elementary, middle and high school student, languages and estate)


2. IPTV service architecture context
2.1 Relationship to broadcast services
To allow core transmissions and IPTV services with different content to be received on a single CPE, and to facilitate the provision of core transmission content as IPTV service content either directly or after making slight alterations to the IP network characteristics, IPTV service CPEs may be designed with many points in common with CPEs for core transmissions.
2.2 Requisite network environment
Although this document describes schemes for implementing content delivery in an IP network, it does not assume that the entire IP network known as the “Internet” is used as the delivery environment. It is necessary to implement a network environment comprising a communication network called a CDN where consideration is given to criteria such as quality of service (QoS), a group of servers conforming to this document disposed on the CDN, a high-speed access network, and home networks and CPEs for receiving services. Specifically, it is presumed that a single contract unit (household, etc.) only connects to a single CDN.
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Fig. 2‑1: Network environment
2.3 Envisaged provider structure
Figure 3‑2 shows a conceptual illustration of a provider as envisaged by this document. The following three levels of providers are envisaged, differing in terms of the scope of their management capabilities.
· Service provider: A provider that is the agent responsible for providing a content delivery service.
· CDN provider: A network provider that operates a CDN and provides a physical distribution infrastructure.
· Platform provider: Performs integrated management of content from a service provider in collection units. Also provides other information such as structural information and SI information.
[image: image8.wmf]CDN Provider

Platform Provider

Platform Provider

Service Provider

CDN Provider

Platform Provider

Platform Provider

Service Provider


Fig. 2‑2: Conceptual illustration of provider structure

2.5 Envisaged CPE environment

· CPE profiles and envisaged product implementation
Receive-and-play CPE: A CPE that has no mass storage media such as a HDD, and which only has functions for receiving and playing IPTV services This can be used for content delivery services except for content download services. This sort of CPE could be implemented in the form of TVs or set-top box products.
· Storage-type CPE: A CPE with built-in mass storage media such as a HDD. It includes functions for recording IP broadcast services in addition to receiving and playing back IPTV services. Also likely to include functions for using content download services to store content for playback at a later time. This sort of CPE could be implemented in the form of a HDD recorder.
· Criteria for the maintenance of household IPTV CPE equipment
· Maintenance of high-speed connection to CDN: Connection to the CDN via an optical fiber access network is a basic contractual requirement, and it is assumed that a connection environment that makes the required bandwidth available has been implemented. In some cases, it may be necessary to install and set up circuit-terminating equipment supplied from the CN provider.
· CPEs compatible with IPTV services: CPEs compatible with IPTV services conforming to this document must be connected to the abovementioned circuit-terminating equipment by an Ethernet connection or the like.
· Inclusion of CAS/DRM functions: To use IPTV services, each CPE must have CAS/DRM functions implemented. If a CPE has no CAS/DRM capabilities, it may still be used to display specific screens of a promotion service provider’s portal.
· Others: When a home network is configured to connect together CPEs compatible with multiple IPTV services, it may become possible to share the use of services between these CPEs.
An ISP contract is not necessarily essential for the use of IPTV services conforming to this document.
3. IPTV services model
3.1 Service Classification (moved from OLD 3.4)

· Content delivery services: These services form the basis of IPTV services, and are classified as shown below. These services are all aimed at HDTV and SDTV video content. Encryption and access control is normally performed by the CAS/DRM

· IP broadcast services: Broadcast services implemented in a programmed format and provided by multicast streaming.
· VOD streaming services: On-demand unicast streaming services.
· Content download services: Services where content is downloaded to and stored on the CPE equipment as stored media to be played back at some other time.
· Content navigation services: These are accessory services that provide consumers with means of navigation that allow them to access the specific content and multicast services of a content delivery service. The following navigation means are provided:
· Portal services: Portal services are web services that offer functions for each service provider such as promotions, basic contracts, service applications, content searching, selection and playback. The content navigation directs consumers towards each of the abovementioned content delivery services.
· Metadata delivery: Metadata is  acquired by the CPE equipment, which provides EPG/ECG functions such as weekly program guides and content lists as a resident application.
3.2 Content delivery services

Content delivery services can be classified into three types: IP broadcast services, VOD streaming services and content download services. Each of these services is basically aimed at just delivering video content. In each type of service, the basic constituent elements of the signals included in the video content are a single channel of video adapted to both HTDV and SDTV resolution, and up to two audio channels, with the possible addition of subtitle data.
3.2.1 Channel services

An IP broadcast service is a broadcast-type service based on the concept of a TV channel where programs are connected together along the time axis. This type of service is provided for viewing in the same ways as e.g. digital terrestrial broadcasting service.
The mode of operation of such a service is shown in Figure 4‑1. A content provider who exists outside the CDN is assumed to transmit a service stream emitted from a private circuit or the like by multicast delivery via an IP broadcast transmitting server operated by the service provider. It is also possible to envisage a service operated by an IP broadcast service provider who performs multicasting directly to the CDN from a server built at the provider’s expense.
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Fig. 3‑1: Conceptual illustration of IP broadcast service operation modes
Services can also be classified into unencrypted promotional services that are chiefly aimed at promotion, and encrypted services that are used for billed services and the like.

A promotional service is a service that can be viewed at the time of connection to the CDN, and whose primary purpose is basic registration and the promotion of content sales.

The following tuning means are envisaged:

· Quick select
When IPTV is selected with the network switching button of the remote control, the user can either directly tune in a desired channel by entering the channel number with the numeric buttons, or skip through the channels sequentially by pressing the up and down buttons. Tuning with one-touch buttons could also be implemented.
· EPG tuning
When IPTV is selected by switching networks with the remote control, it is envisaged that an EPG can be displayed by pressing an EPG button. In this EPG screen, the user can tune in directly to a desired channel by performing operations to select a specific channel (or a specific program offered by this channel). Or alternatively, users could perform scheduled tuning by performing operations to select a specific program.
· Portal tuning
Each provider has its own portal site, where the user can select his preferred channel directly.

3.2. 2 VOD streaming service

A VOD streaming service is a service that is provided for viewing from the Begining (or some other designated start time) of a specific program (content) based on request operations from the consumer. The envisaged mode of operation is as follows: A consumer makes a selection from a content list on the CPE screen, and the CPE issues a playback request to the content server which responds by streaming the content in a unicast connection from the Begining of this content (or from some other designated start time). Various features may be added to enhance the content playback, such as a range of playback speeds, pause and resume functions, and the ability to jump to specific chapters within the content.
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Fig. 3‑2: Concept of a VOD streaming service
Content is classified into unencrypted content which is used for promotional purposes, and encrypted content which is provided for billed services.

The playback of content can be initiated by various means including the following:
· Playback initiated from a portal: The consumer accesses the portal of a specific provider to bring up the portal screen, and initiates playback by performing operations to select the desired content from a multimedia content list or the like produced by the content provider.
· Playback initiated from an ECG: The consumer brings up an ECG screen by, for example, pressing an ECG button on the remote , and initiates playback by displaying and searching through the available content and performing operations to select the desired content.
3.2.3 Content download services

A content download service is a service where content is first downloaded to a storage medium in the CPE, and is then made available for viewing from a suitable start position. The CPEs targeted by this type of service are primarily storage-type CPEs.
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Fig. 3‑3: A content download service
The operation for initiating the downloading and playback of content are described as follows;
· Download and playback from portal: The consumer accesses the portal of a specific provider to bring up the portal screen, and initiates downloading by performing operations to select the desired content from a multimedia content list or the like produced by the content provider. Once the content has finished downloading, the consumer can initiate playback by performing operations to select the content from a list of stored content.
· ECG: The consumer brings up an ECG screen by, for example, pressing an ECG button on the remote , and initiates downloading by displaying and searching through the available content and performing operations to select the desired content. Once the content has finished downloading, the consumer can initiate playback by performing operations to select the content from a list of stored content.
3.3 Content navigation services
Content navigation is a general term for services and CPE functions that provide the user with the means to select the desired programmes (content) and channels when using a content delivery service. IPTV services provide three types of content navigation: portal services, EPGs and ECGs. Before these navigation services are described, a few assumptions will first be made about the type of remote control  used for content navigation.
3.3.1 Portal services

It is assumed that service providers run their own portal services. A portal service basically operates in a similar manner to a web service on the Internet, but it differs from conventional web services in that it includes presentation functions that take advantage of the TV screen in the same way as data broadcasts in digital broadcasting, and control functions relating to IPTV services. Portal services also support hyperlink functions for linking to other parts of the same portal site or to other portal sites, but it is not envisaged that links will be made to ordinary internet websites (although that does not preclude the establishment of links in tie-ups with commercial enterprises or other providers, which are beyond the scope of this document). Also, by using mutual authentication functions between the server and CPE equipment, it is possible to protect services against attacks from malicious providers, consumers, servers or CPEs.
The main functions provided by a portal service are as follows:

· Basic registration
Users are made to perform basic registration with the service provider operating a portal, thereby allowing them to access basic services. It is envisaged that personal details and terminal information will be transferred via the portal server to a client management server or the like.
· Service applications (package purchasing)
Content is obtained by subscribing to a monthly service contract or by purchasing a package comprising one or more items of content. After performing terminal authentication or personal authentication by means of a user ID/password combination or the like, information indicating the target of the service application is transferred to the server.
· Service promotion
Individual services and content promotions can be presented by means of advanced multimedia display techniques such as active margins alongside a reduced video image.
· Content navigation
Content navigation is implemented by displaying a list of content and packages. Functions are included for searching and sorting the list according to various criteria. It is also envisaged that functions will be included for indicating whether or not users are able to use the content, under what conditions and in what circumstances, etc., and for displaying a detailed content descriptions, content previews and so on. Displayed involving the use of metadata are also envisaged.
· Starting and stopping content
The selected content is started as a result of the content navigation process. it is also envisaged that functions will be included for returning to the execution of a specified portal service’s BML document after the content has finished.
· IP broadcast service tuning
Users can tune into broadcast services specified from a list of IP broadcast services.
· Other functions
Other functions that could be provided include functions for providing information not directly related to content delivery, and general web service functions such as online shopping.
The following means of entry to portal services are envisaged:
· Selection from a list of portals
When the user presses the portal button on the remote control, a portal list screen is displayed showing the service providers listed by name, for example. By selecting a specific service provider from this list, the user is taken to the home page of this provider’s portal.
· Performing related operations while viewing an IP broadcast service
When the user pressed the “d” button on the remote control  while watching an IP broadcast service, it is envisaged that the user will be taken to the portal screen specified by the provider of this service.
· Migration from other pages
It is envisaged that users will follow hyperlinks to migrate from the portal pages of other service providers. Although not specified by this document, it may be possible to migrate to and display portals by means of hyperlinks from data broadcasts or the like in terrestrial digital broadcasting services, or hyperlinks in ordinary web pages.
3.3.2 EPG

An EPG provides programme information on IP broadcast services. It is envisaged as having basically the same functions as EPGs in existing digital broadcasting media.. Although the functions provided in IP broadcast services may be similar to those provided in portal services, an EPG differs in that this CPE function is able to provide information on all the content available in the CDN from different service providers.

The information displayed by the EPG may depend on the CPE equipment, but the following is envisaged:

· Weekly programme schedules
Listings of the programmes scheduled for each IP channel over an 8-day period (including the current date), together with details on each programme
· Service tuning
Users can perform tuning operations by selecting their desired channel from the weekly programme schedule
· Programme reservation
Users can make a reservation to view a desired programme from the weekly schedule, and set a timer to record the programme
In the IPTV service, it is required that the programme schedules are limited to channels of service providers for which the user has performed basic registration, instead of listing all the programme schedules for all channels in the CDN (except for promotional service programme information, which can be accessed prior to basic registration).
It is envisaged that entry into the EPG can be achieved by pressing the EPG button on the remote control  while the remote control’s network switching function is set to IPTV.
3.3.3 ECG

An ECG provides information about programmes (content) in VOD streaming services and content download services. A similar function may also be provided in portal services. As a CPE function, an ECG differs in that it are capable of providing information from the entire CDN across different service providers. However, this is an optional function in IPTV services.
The functions provided by the ECG will depend on the CPE equipment, but the following are envisaged:
· Listing and purchasing packages
Displays a list of packages which are billable units consisting of content collections. When a specific package is selected, information on the content included in the package, the pricing details and so on is displayed as detailed information on the package. When the consumer opts to purchase the package, the corresponding purchasing page of the portal is displayed, whereby the consumer is able to purchase the package online. After purchases have been made, a list of purchased packages may be used as an entry point for navigating content to be played back.
· Content listing and playback
It is envisaged that the content listings may be displayed using a variety of different methods. For example, users may be able to choose from a list of purchased content that is available for viewing, a list of all content whether available or not, lists of content by genre, lists of content corresponding to the search results for keywords or the like entered by the consumer, or lists of content filtered based on the consumer’s preferences. In each case, when a specific item of content is selected, detailed information about the content is displayed, including a description of the content, information such as the performers appearing in it, the duration of the content, whether or not it can be viewed by the consumer, and any conditions relating to the viewing of this content. Thumbnail images and preview clips may also be shown. If the content has already been paid for, the content cab be received and played back by issuing a playback instruction. If the content has not yet been paid for, the user could be taken to a listing of packages that include this content and is presented with promotional sales information.
In an IPTV service, it is required that content listings are restricted to the content of service providers for which the user has performed basic registration, instead of listing all the content belonging to all channels in the CDN.

It is envisaged that entry into the ECG can be achieved by pressing the ECG button on the remote control .

4.3 Basic registration and service applications

4.3.1 Basic registration

Basic registration is the process whereby a consumer becomes registered in a service provider’s client management system, and becomes able to use service applications to access the services of this service provider. On the completion of basic registration, it is envisaged that the consumer’s CPE will become able to display content information and all the services of this service provider in the portal service, EPG and ECG displays.

4.3.2 Service application (purchasing packages)
By applying for a service, a consumer establishes a contract for the use of specific services of a service provider and becomes able to view services and content within the scope of this contract. To submit a service application, the consumer must have completed basic registration. In the case of billed services, it is envisaged that a billing settlement process will be performed once the service application has been completed.
In a VOD streaming service, it is envisaged that packages will be marketed in the following four ways in service applications.
· Single product
A package that includes just one item of content, e.g., a “3 days and 2 nights” sales mode where the content can be viewed for 3 days from the when it is purchased at the portal.
· Multi-product package
A package containing a defined collection of multiple content items, e.g., an “8 days and 7 nights” package where the content in this package all has the same valid period of 8 days and 7 nights and can all be viewed for 8 days from the when it is purchased at the portal.
· Selection package (subject to subscription limits)
A package that allows the consumer to view content within a fixed time period, with the upper limit on the number of items of content specified from the parent collection of the content. For example, a consumer might be allowed to select two items per month fro a selection of 1000 items, and to view them for 3 says and 2 nights each. Until specific content has been selected at a separate portal, it is not indicated as being available for viewing. In this case, when the upper limit of two items of viewable content have been selected and viewed and the 3 day, 2 night period has elapsed, the consumer’s viewing rights are removed. The consumer is billed monthly, and it is envisaged that the contract will be automatically extended as long as the contract has not been cancelled. The content’s parent collection may be updated, which includes making additions and deletions (although it will basically be expanded as time passes). A single content provider may elect to offer more than one selection package.
· Unrestricted access (no subscription limit)
A package that gives consumers unrestricted access to an entire specified content collection within a fixed time period. For example, a consumer might be given access to 100 items of content in each monthly unit. The number of items of content subject to unrestricted viewing is generally set to a fixed number for a fixed period (e.g., monthly), so for example when a new month starts, all 100 of the content items subject to unrestricted viewing are displayed to the consumer as being available for viewing. The content subject to unrestricted viewing may occasionally be increased or decreased (usually the former), resulting in changes to the viewable status of content. The consumer is billed monthly, and it is envisaged that the contract will be automatically extended as long as the contract has not been cancelled. A single content provider may elect to offer more than one unrestricted access package.
This section needs to be discussed jointly at WG4, 5 and 6

3 6 Outline of the Basic Requirements for Technologies Behind IPTV Services
This chapter presents a general overview of the basic requirements for technologies behind IPTV services. 
6.1 IP network
6.1.1 Network settings
In IPTV-compatible CPEs, network-related settings are more complex than in the case of conventional digital broadcast CPEs. For the convenience of subscribers, it is desirable that network settings are as automatic as possible.
6.1.2 Network connections
When a CPE connects to the network, it is necessary to assign an IPv4 or IPv6 address to the terminal. Addresses can be automatically allocated from the network in the ways listed below.
· In an IPv4 network
Using DHCP, an IPv4 private address, network address, subnet mask, and DNS address are obtained, and communication then starts.
· In an IPv6 network
An IPv6 prefix is obtained using NDP, and then an IPv6 address is automatically generated based on the prefix.
Note that the CPEs need to be compatible with both IPv4 and IPv6 (dual stack). Simultaneous operation of IPv4 and IPv6 is not essential.
6.2 Configuration data and service entry
6.2.1 CDN and PF configuration data
These are the fixed parameter data of CDN and PF configuration data, respectively. A key purpose of this data is  to supply entry data to each service.
· CDN configuration data
This data is held on the CDN configuration data server operated by the CDN provider, and defines the fixed data for the CDN, and the fixed data for each platform provider configured on the CDN.  
· PF configuration data
This data is held on the PF configuration data server operated by the platform provider, and defines the fixed data for the platform provider, and the fixed data for each service provider configured on the platform
6.2.2 Service entry
When a CPE initially enters the IPTV service, it sequentially obtains CDN configuration data and PF configuration data, according to the steps below. This enables, it to receive the services of all the platform providers and service providers included on the CDN of the access point.
6.3Content format and transmission format
6.3.1 Data encoding 
The following can be used for encoding the data of the content delivery service.
· Video encoding: AVC (e.g. H.264), MPEG-2
· Audio encoding: AAC-LC, MPEG-1-L2
6.3.2 Streaming transmission and reception
In relation to IP broadcast services and VOD streaming services, content can be multiplexed in the MPEG-2-TS or similar scheme, and transmitted using the RTP/UDP streaming protocol. In CDN and access networks, it is desirable to consider QoS in order to suppress jitter and packet loss in streaming.
6.3.3 IP broadcast services
6.3.3.1 IP broadcast service stream format
Like digital broadcasts, IP broadcasts can be multiplexed. Mainly, they are transmitted by multicast from an IP broadcast service transmission server operated by the service provider. 
6.3.3.2 IP broadcast service channel selection
Since IP broadcast services are transmitted by IP multicast, channel selection is achieved by“joining” and “leaving” designated multicast addresses, using IGMP or MLD.
6.3.4 VOD streaming service content
In VOD streaming services, content consists not only of streaming, but also of control files that include the control data needed to satisfy the functions requested when content is played.
6.4 Browser and multimedia encoding
6.4.1 Multimedia encoding
The following are some of the major multimedia encoding specifications that can be used in IPTV:
· Multimedia display function
· Object layout function based on specification of coordinates on TV screens (HDTV, SDTV)
· Video display of IP broadcasts and VOD, etc.
· Usable mono-media
· Moving images: Images in content such as IP broadcasts and VOD
· Still images: JPEG, PNG, MNG
· Voice: Voice in content such as IP broadcasts and VOD, audio files (AAC, AIFF-C), and embedded audio
· Text: UTF-8, EUC

6.4.2 Browser communication functions 

· Since portal services are basically Web services that use ordinary Web servers, as communication functions their specifications are the same as those of ordinary Web services that comply with HTTP protocol regulations. 
6.5 Authentication
In IPTV services, two methods can be used for the authentication of connections between CPEs and servers in IPTV services. Both use certificates realized by public key encryption methods.
One system involves two-way authentication between the CPE (e.g. CAS/DRM client) and the IPTV service server (e.g. CAS/DRM server). The other kind of system is one-way authentication, whereby the CPE authenticates the various kinds of servers it connects to.
6.6 Metadata and ECG
Metadata can be used for ECG, for access to the content, using an application that is resident in the CPE. 
[End from Adhoc group 1, service architecture)]
[Begin contribution 58 on network management for future reference]
1．Introduction

IPTV Service could include mainly some features that following:

1） IP-based bearer network;

2） Providing streamed audio, video and other service, such as Broadcast TV(BTV), Video on Demand(VoD) ,Time-Shift TV(TSTV), Personal Video Record(PVR) and so on；

3） Quality of Experience(QoE), security and management functions are necessary。

IPTV service is a manageable service, and IPTV network is also a manageable network. With the IPTV service development and deployment, there must exist some new network device and terminal device, which are needed to be managed reliably and effectively. 

This contribution introduces the architecture and requirements of IPTV network management, including the management requirement for devices which are the central office equipments of an operator located in network side and the terminal device located in subscriber side. And it reemphasizes the physical device management and service deployment based on DSLF CWMP (TR-069) model.
2．Requirements

From the program source to subscriber terminal transceiver, IPTV service chain can be segmented into 4 layers which include content provider, service provider, network provider and terminal subscriber. Similarly, it is necessary for every device located in each layer to be managed availably.
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Figure 1 IPTV service chain model

The content provider is responsible to provide the legitimate, effective and available program content, the related activities could include collecting, importing, storing, editing, checking, recording, broadcasting and so on. So, in the content provider layer, these equipments are needed to be managed effectively, which are signal transceivers, signal converters, head-end encoder/decoder devices, broadcasting devices and storage devices and so on.

The service provider layer is responsible to deliver the content and provide the stream media service till to terminal device. So, in the service provider layer, these equipments are needed to be managed effectively, which are content delivered network devices, stream media servers, EPG servers, content management system and so on.

The network provider layer is responsible to access the bandwidth terminal subscriber, and transfer the audio/video data from source to destination. It could include access network, concentrated network, bone and/or core network. So, in the network provider layer, these equipments are needed to be managed effectively, which are access network devices, concentrated network devices, bone and/or core network devices, such as DSLAM devices, BRAS devices, SWITCH devices, ROUTER devices, FIREWALL devices and so on.

The terminal layer is responsible to access terminal subscriber into bandwidth access network, and transmit and/or receive the audio/video signal by its premier device. So, in the terminal layer, these equipments are needed to be managed effectively, which are residential devices, CPE devices, Set Top Box devices and so on.

3．Architecture

3.1 position in system

IPTV network management function is used to manage the network-side device, terminal-side device, service and application server. As the fundamental function, the network management function is essential and alike to operation support system or business support system for operator.

3.2 hierarchical structure model
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Figure 2 IPTV network management hierarchical structure model

NMS-Network Management System, indicates higher hierarchical or operator unified network management system here.

N1-Northbound Interface 1, such as via TL1 or CORBA here.

N2- Northbound Interface 2, internal interface between NMS-EMS.

N3-Northbound Interface 3, internal interface between NMS-EMS.

S1- Southbound Interface 1, local/remote interface via SNMP.

S2- Southbound Interface 2, remote interface via CWMP.

3.2.1 Network Element  Layer

The Network Element Layer can be defined as the managed objects in the IPTV Network Management System, including system business equipments and terminals. The system business equipment, which are provide the function of codec, streaming, control, management, storage and so on, include encoder/decoder server, disk array server, EPG server, CDN node server, service management server and content management server and so on. The terminal is mainly set top box.

3.2.2 Element Management  System Layer

The Element Management System Layer can de divided into Central Office Management System and Subscriber Terminal Management System, based on the difference of equipment manage manner, communication protocol, and numbers and so on.

EMS is responsible to implement the following management functions: configuration management, performance management, fault management, topology management, security management, system management.  EMS has the northbound interface to provide the fundamental support and data source for NMS. EMS can shield the difference of NE, and provide the unified interface for NMS of high hierarchy.

1. Network Equipment and System Management Interface Model
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Figure 3 IPTV Central Office Management System Interface Model

The IPTV Central Office Management System deliver management data and control signal though the interface with the neighbouring outside system:

a) The interface (IF1) down-forward with the IPTV network equipments and network-side sub-system (NE), is used to deliver network management data and control command.

b) The interface (IF2) up-forward with the operator’s NMS, is used to deliver custom-built network management data and control command.
c) The interface (IF3) horizontal-forward with the operator’s Operating/Business Support System (OSS/BSS), is used to synchronize the subscriber’s fundamental information, and get the subscriber’s authentication and authorisation information.

2. Terminal Management System Interface Model
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Figure 4 IPTV Terminal Management System Interface Model
IPTV Terminal Management System deliver management data and control command though the interface with the neighbouring outside system:

a) The interface (IF1) down-forward with the IPTV terminal (NE), is used to deliver network management data and control command based on CWMP (TR069) or SNMP.

b) The interface (IF2) up-forward with the operator’s NMS, is used to deliver custom-built network management data and control command.
c) The interface (IF3) horizontal-forward with the operator’s Operating/Business Support System (OSS/BSS), is used to pass the subscriber’s fundamental information and account information.

d) The interface (IF3) horizontal-forward with the operator’s Custom Service/Fault System, is used to custom fault report and diagnoses.

3.2.3 Network Management System Layer

The NMS can provide the unified manageability through EMS, and it is responsible to manage the topology, resource, performance and alert. And the NMS can provide the whole-network statistics and comprehensive fault diagnoses; support network equipment management and network optimization; perform statistics and analysis function; offer the reliable and credible network quality status data, service quality status data, performance status data, alert status data and related statistical report forms.  

The NMS is mainly the universal network management system, can implement the higher hierarchical integration manageability by communicating with EMS through northbound interface (N2/N3). 

4． EMS Management Requirements

4.1 Resource Management

The operator’s central office equipment resource management is responsible to manage IPTV network-side hardware resource, including adding, modifying, deleting the NE devices. And it also supports the resource imported and discovered automatically, and provides the resource statistics data. 

The terminal resource management is responsible to manage the group relationship among device and subscriber, manage the bonding relationship between device and subscriber. This resource management function is the basic element to implement other related functions for terminal management system.

The resource of terminal device includes: device information, subscriber information, version/configuration files information and service information.

4.2 Topology Management

The topology management function is responsible to provide multiple relationship views, including physical network elements topological view and variable logical view. The manager can master the topology structure of the whole network and the operational status of network equipments directly from the views, and monitor the status of IPTV service provision. 

The topology management function is useful mainly to central office equipment. But for terminal device, which has a large quantity and a distributed deployment structure, such as set top box, it is much better to use the resource management view and provide the variable group management view.

4.3 Configuration Management

The configuration management function is responsible to modify the related parameters and the related attributes for the equipments and the services from network management user interface, in order to modify the network operational models and/or launch the new services.
4.4 Version Management

The version management function is responsible to manage the version files for network elements and terminal device, and to provide the operations of adding, modifying, deleting and querying. The customers of operator can control the terminals to download, and update the version files from remote network management server. 

4.5 Policy Management

The policy management function is responsible to set and manage the policy which instructs the batch operation for network elements and terminal devices, such as bath performance collection, batch version updated.
4.6 Report Forms Management

The report forms management function is responsible to report the data what the operator customer concern with form and list style. By reading the report form, the customer can learn speedily and directly of what the operational status of system is. And the same time, by reading the report form, the customer can also estimate effectively the performance and reliability of system.
4.7 Fault Management

The fault management function is responsible to receive diversified alert and network event report from network-side equipments and subscriber-side terminals; and present to the maintenance staff directly in real time with the audible and visible style. Then the maintenance staff will process it after confirming the collected alarm event report and store it into database for alarm statistics and query later.

The fault management contents are mainly to report and receive the alarm information in real time; respond and process the alarm information; and query the alarm information and do some statistics.
When the subscriber terminal occur some malfunction, terminal management system can control the terminal to check itself, reboot, reset and return the operational results back for looking up the real reason that causes the fault.
4.8 Performance Management

The performance management function is responsible to monitor and analyze the performance data of the network and equipment. By collecting and processing the performance data from the network elements, it generates a performance report, which provides the information for the maintenance and management departments and provides a guide for the IPTV network layout, engineering construction and adjustment to improve the operation quality of the IPTV whole bearer network. 

4.9 Measure and Diagnosis Management
The measure and diagnosis management function is responsible to measure and detect the network probe point periodicity, to perform the network faulty alerting and to guard against the occurring of the same failure again.

The streamed audio and video service is the main part of IPTV service, and it covers the more bandwidth than other data service such as EPG browsing and internet surfing. Hereby, the measurement and diagnosis for service performance should pay more attention to this aspect and the peer-to-peer QoS aspect.

4.10 Security Management

The security management function is responsible to guarantee the legal use of the system by subscriber and customer. It implements the management for subscriber, subscriber groups and subscriber roles, and provides the security control for the security management operations. 

The security management function could provide the log-in authentication mechanism which could prevent illegal subscriber from accessing the device and management system. 
The security management function could provide the security alarm presetting mechanism to predefine security alarm events, so the security module would send out alarms to the subscriber when any presetting security event occurs to avoid the system to be attacked maliciously.  
The security management function could also provide the resource locked operation, so it would lock the resource when a subscriber operates a non-re-enterable resource and will unlock it when the operation is completed. During this process, the resource will be exclusively occupied by the subscriber and other subscriber can not access it. 

The security management content could include role management, role-set management, subscriber management, organization management and security policy management.
4.11 System Log Management
The system log management function is responsible to record, query and delete the system logs and the operation logs. 
The IPTV network management system logs include:

a) The system and the modules operational information, which are start-up, reboot, exit, run, interruption, and etc.

b) The information of the customer login and logout.

c) The operational records that customer modify the system configuration parameters.

The IPTV operation logs include:

a) The operational log is to record the procedure that the customer visit the system, which include visiting the functional module, executing the operation, the operational time and operational result.

4.12 Northbound Interface Management

The northbound interface management function is responsible to get custom-built information by NMS via N2 interface from IPTV central office equipments management system. And the central office equipments management system can report the custom-built information in real time, which are statistics information, alarm information, real-time performance information, physical topological information, and the vendor-specific information.

5．Terminal Remote Management and Requirement

5.1 Master/Slave Management Model

Terminal management system (TMS) could be deployed with centralized or distributed deployment structure and be operated under the isolated and/or cascaded style. The every TMS could be used to manage the specific region or the given numbers of terminals. 

In some case, we could take the master/slave structure to expand TMS bundles to improve the capability of TMS. The master TMS could act as a proxy who should manage and forward the management data and control command to other salve TMS. The master TMS could have the unique outbound interface to NMS if its hardware performance is high enough, as such could save some hardware cost for other slave TMS.
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Figure 5 Terminal Management System M/S Management Model

5.2 Terminal Device Management Requirement
Terminal management system, as the EMS, is responsible to implement the fundamental EMS function to manage the physical terminal devices. And at the same time, it is also responsible to manage subscribe information, grouping, auto configuration, service provision and NAT traversing.

5.2.1 Subscriber Information Management

The subscriber information management function is responsible to add, delete, modify and query the IPTV subscriber information by terminal management system. This information indicates the IPTV subscriber’s service attribution and account text, the information data can be imported from database and saved to disk.
5.2.2 Grouping  Management

The grouping management function is responsible to divide logically the terminals into different group according to some rules and manage the same grouped terminals using the same policy by terminal management system. The grouping rules could include device type, vendor name, IP address subnet and some other specific information. 

The grouping reason is that the terminal quantity is large and the different terminal could be independent each other, so there is unnecessary to provide the topological relationship for such devices, and it is insignificant to give the topological view for such devices. And the grouping process would make terminal management simplified and could improve the performance and efficiency of terminal management system.

5.2.3 Auto Configuration Management

The auto-configuration management function is responsible to configure the terminal automatically by terminal management system. The content updated could be software version and data configuration files and/or service configuration parameters. And this style is also available to batch configuration for some grouped terminals if necessary.
5.2.4 Service Provision Management

The service provision management function is responsible to control the subscriber to enable and/or disable the specific service, and to manage the turn on, turn off and the valid period of the service by terminal management system. This function could be deployed by interface with operator’s OSS/BSS, and could be needed to synchronize the subscriber service enabled and/or disabled information. The terminal device can be configured by terminal management system according to its service status, such as enabled and/or disabled.
5.2.5 NAT Traversing Management

The northbound interface management function is responsible to resolve the NAT traversing problem when if there exist diversified NAT gateway device between terminal device and terminal management system. The solution of NAT traversing could not bring the burdensome load to network management system and bearer network, whatever the technique is.  

6．Proposals

The contributor proposes:

a) Identify the terminal management requirement and architecture.

b) The terminal could be managed by remote control based on CWMP model.

The terminal service provision could be deployed by remote control based on CWMP model.
[End contribution 58 on network management for future reference]
[Begin page 4 of contribution 17] 

· Requirements & Architecture

· Based on network elements

· IP/NGN-based: Router, Switch, CSCF system, NAAS/DHCP/AAA Server, Multicast Server, IP TV STB, IP TV Web Portal Server, Storage Server, Softswitch, Edge system including NAT/PT and Firewall, etc.

· Mobile-based: GGSN/SGSN, CSCF, location database, etc.

· Cable-based: CMTS, cable STB, HE, VoD Server, etc.

· Based on middleware and Service architecture

· Distributed Client/Server platform, various Agents/Brokers, Java-based, XML-based, , OSGi-based, DOCSIS-based, CableHome-based, etc.

· Relationships with other services and networks

· Interworking with existing PSTN/ISDN and 2G/3G network, cable TV network, VoIP network, Global Grid network for IP TV, etc.

· Roaming and interworking with heterogeneous network environments

· Including service roaming for service continuity across different administrative domains as well as transport connectivity

· With security and billing options

[End page 4 of contribution 17] 

[Section 2.1 from contribution 85, without the architecture diagram]

2.1 General Network and functional Architecture Models for IPTV

Considering the functional groupings in the NGN Framework Architecture model, it is possible to develop a simple functional model for IPTV which may be used to guide the more detailed work needed to specify functions and interfaces.  This high-level IPTV functional architecture model is shown in Figure 1 below.

By analogy with the approach used in the case of the NGN model, the IPTV framework may also broadly partition the required functional capabilities into:

1) Transport Functions

2) Service/Control functions

3) Management Functions

4) Resource Control Functions

5) Video Content Functions

6) Middleware Functions

It should be noted that the middleware functions may be part of the Home network as well as the service provider network, and may be distributed across various functional groupings, depending on the specific IPTV network scenario selected.  The detailed description and distribution of the middleware functions in such a model should be considered an important topic for further study by the FGIPTV.

2.3 Functional Capabilities and Key Work Areas for IPTV

In general terms, IPTV services will include both broadcast and stored video applications, as well as interactive services such as gaming, telecommerce, etc. Generic network capabilities that need to be considered to support such services include:

16. Set Top Box or home gateway functionality and associated interfaces.

17. Video and Audio Codec functions and selection.

18. Middleware capabilities such as Electronic Program Guide (EPG) and other user interfaces.

19. Billing / accounting interfaces and protocols.

20. Program Control functions.

21. Operational and Maintenance capabilities.

22. Security/ authentication and Digital Rights Management (DRM) aspects.

23. Quality of Service / Experience capabilities and performance.

24. Bandwidth and network resource requirements.

25. IP/UDP/RTP/MPEG2TS/codec wrapper. 
26. Consideration of OCAP/MHP/GEM for an application framework.
27. Ad Insertion
28. IPTV endpoint management

29. Customized channel  lineup

30. Viewership data management
This list is not intended to be comprehensive or all inclusive, and a number of other capabilities may also need to be considered in describing IPTV technology.  However, it would be useful to use such a list of topic areas as a guideline or template to encourage input material for further study and more detailed specifications.   A proposed IPTV framework architecture document outline is provided in the Annex to this contribution, to assist in this work.

[Tentative outline synthesized from the 2 Adhoc reports.]

[Requires contribution to revise and check consistency]
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2.12.4. API for DRM System Interface
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From FGIPTV2:
[From contribution 116]
[Comment: ]

3.1 P2P CDN Structure

Figure 1 below shows the topology among edge servers:
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Figure 1  The topology among edge servers

In the edge server network, those edge servers for the same local user network are organized in a DHT (Distributed Hash Table) structure. In such a structure, every resource has a Resource-ID, which is obtained by hashing some keyword or value that uniquely identifies the resource (especially the program name). The link to the resources can be thought of as being stored in a hash table at the entry corresponding to their Resource-ID. The nodes (edge servers) that make up the overlay network are also assigned with an ID, called a Node-ID, which maps the same hash space as the Resource-IDs. A node is responsible for storing all resources that have Resource-IDs near the node's Node-ID. The hash space is divided up so that all of the hash space is always the responsibility of some particular node. 
Nodes keep information about the location of other nodes in the hash space and in general know about most nodes nearby in the hash space, and progressively fewer more distant nodes.  When a user wishes to search, they consult the list of nodes they are aware of and contact the node with the Node-ID nearest the desired Resource-ID. If that node does not know how to find the resource, it either suggests the closest node it knows about, or asks that node itself and returns the result. In this fashion, the request eventually reaches the node responsible for the resource, which then replies to the end users.
Figure 1 illustrates a simple interactive flow (in red curve with arrow) in a local network. An end user (in left orange colour user cloud) initiates a request for a resource to one of those edge servers. If the server is not responsible for the resource, it will route the request message on the overlay of those servers. After two steps of routing, the request message is delivered to the right server, and finally the server distributes the media flow to the end user.
3.2 Edge Servers Function 

Edge servers in P2P CDN need provide many functions, more than any single entity in a traditional architecture.
First, to be a member of the overlay, the edge server must have the ability to route the message for looking up a resource and maintaining the DHT structure, such as failed server detection.

Second, to assure the local servers load balance, every server in the overlay should report its load statistic information (such as users’ activities in parallel) to the management server periodically. The management server can be selected from those edge servers. At the same time, every server also needs to subscribe to other servers’ load information to act as a basis on resource rearrangement.

Third, the server should manage those resources including resource subscription information. With the help of them, the server can delete those resources that are never subscribed and copy those hot resources to other servers.

Last, the server should provide the same functions as a single entity in traditional architecture, such as receiving and replying to the requests from end users, requesting new resource from higher level devices (for example central server) and so on.

Figure 2 below shows the proposed functions of the edge server:


[image: image18]
Figure 2. The functions of proposed edge server
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[From contribution C390, added here by req group, also included in arch document]
Function Entities Defined in NGN FRA

Media Resource Broker FE (MRB-FE)

Related Requirements 

· IPTV_QoS_028: The IPTV Architecture shall provide the capability for management of capacity on the services and network elements.[IIF.ARCH.SERVICE.07]

· IPTV_ARC_065: The IPTV Architecture shall provide a mechanism that allows service signalling messages to be routed based on the capabilities of the end-user and/or the application servers available to provide services.[IIF.ARCH.NETWORK.07]

· IPTV_ARC_071: Implementation of the mechanisms described in IIF.ARCH.NETWORK.07-13 shall be by means of the functions specified in NGN or extensions thereof.[IIF.ARCH.NETWORK.14]

Functions

NGN FRA identified the functions of this FE as following.

“The Media Resource Broker Functional Entity (MRB-FE) does the following:

a) It assigns specific media server resources (i.e., MRC-FE and MRP-FE) to incoming calls at the request of service applications (i.e., an AS-FE); this happens in real time as calls come into the network.

b) It acquires knowledge of media server resource utilization that it can use to help decide which media server resources to assign to resource requests from applications.

c) It employs methods/algorithms to determine media server resource assignment.
d) It acquires knowledge of media server resources status related to in-service and out-of-service status and reservations via an operational type of reference point.
NOTE: Although it is located in the service control functions, the MRB-FE could be viewed as a part of application support functions and service support functions.”
Newly Proposed Functional Entities 

Content Profile FE (CP-FE)

Related Requirements 

· IPTV_MID_066: The IPTV Architecture should be able to provide the service provider with the capability of creating or amending the metadata associated with a particular content. [IIF.ARCH.CONTENT.03]

· IPTV_MID_068: The IPTV Architecture specification shall define an extensible schema for asset metadata and format. [IIF.ARCH.OPERATOR.09]

· IPTV_MID_070: The IPTV Architecture shall define a linkage mechanism for all services (e.g., channels) to locate their respective stream details (e.g., source, addressability)

· IPTV_MID_096: The IPTV Architecture shall have the capability to provide information about the content available to the end user. [IIF.ARCH.CONTEXT.24]

· IPTV_MID_117: The IPTV Architecture shall provide the mechanism to make available the description of the programming events on each channel. [IIF.ARCH.SERVICE.55]

· IPTV_MID_118: The IPTV Architecture shall provide the mechanism to make available a detailed description of specific programming events. [IIF.ARCH.SERVICE.56]

· IPTV_ARC_052: The IPTV Architecture may provide mechanisms to capture and utilize user profiles and preferences to target/restrict content items. [IIF.ARCH.SERVICE.14]

· IPTV_ARC_030: The IPTV Architecture shall support the decomposition of the network into geographical sub-domains. [IIF.ARCH.CONTEXT.02]

· IPTV_ARC_065: The IPTV Architecture shall provide a mechanism that allows service signalling messages to be routed based on the capabilities of the end-user and/or the application servers available to provide services. [IIF.ARCH.NETWORK.07]

· IPTV_MID_065: The IPTV Architecture shall provide a means to avoid sending to an ITF content that is unable to be consumed. [IIF.ARCH.CONTENT.01]

Functions

The CP-FE is responsible for storing content profiles (e.g., asset metadata).

a) The CP-FE performs basic data management and maintenance functions for the content profiles. A content profile consists of various kinds of asset metadata including content description and content deployment policy/status. 

b) The CP-FE is responsible for responses to queries for content profiles.  The responses from the CP-FE may be filter based on the user location/capability and the network policy.

Terminal Profile FE (TP-FE)

Related Requirements 

· IPTV_ARC_065: The IPTV Architecture shall provide a mechanism that allows service signalling messages to be routed based on the capabilities of the end-user and/or the application servers available to provide services. [IIF.ARCH.NETWORK.07]

· IPTV_MID_065: The IPTV Architecture shall provide a means to avoid sending to an ITF content that is unable to be consumed. [IIF.ARCH.CONTENT.01]

· IPTV_ARC_095: The service provider shall be able to get the end-user device characteristics (e.g.: codecs, access limitations, etc…).

· IPTV_NET_099: The IPTV Architecture shall specify a means for learning detailed information (e.g., ITF’s capabilities and manufacturer) from the ITFs. [IIF.ARCH.HOME.26]

Functions

The TP-FE is responsible for storing terminal profiles.

a) The TP-FE performs basic data management and maintenance functions for the terminal profiles.  A terminal profile consists of various kinds of terminal characteristics including the terminal capabilities and preferences.  The terminal profile will be updated in sync with changes of the terminal capabilities and preferences on the terminal side.

b) The TP-FE is responsible for responses to queries for terminal profiles.

Note: the TP-FE is required only when the operator maintains the terminal profiles.  If not, the terminal may signal its profile on time requesting service.

Content License Management FE (CLM-FE)

Related Requirements

· IPTV_SEC_002 : IPTV Architecture specification shall provide a mechanism for securing content. [IIF.ARCH.OPERATOR.11] 

· IPTV_SEC_003 : The IPTV Architecture shall be compliant with the service and content protection requirements found in ATIS-0800001, IPTV DRM Interoperability Requirements. [IIF.ARCH.OPERATOR.31]

· IIF.DRM.Genera.0600-0400 : The IPTV security solution shall have the ability to use standard key management system (e.g., MIKE, EMM/ECM), to the extent that this is required for interoperability.

· IIF.DRM.General.0700 : The IPTV security solution shall support a server side DRM interface between the middleware of the network operator’s Subscriber/Service/Asset Management System (middleware) and the DRM System.

· IIF.DRM.Tracing.0300 : The content tracing technology shall ensure the content tracing information should not be removed by normal network functions (e.g., through compression or error-correction technologies), or that any malicious attempt to remove the content tracing information from the content streaming shall result in visible harm to the content.

· IIF.DRM.Operator.0900 : The IPTV security solution shall enable the operator to turn on and off content tracing function with flexibility (e.g., based on time, and Event, Asset, or Channel)

· IIF.DRM.Operator.1000 : The IPTV security solution shall enable the operator to apply robust content tracing to content in real-time (e.g., broadcast content)

· IIF.DRM.Operator.1100 : The IPTV security solution shall enable the operator to apply robust content tracing to content in an offline manner (e.g., VOD Content)

· IPTV_SEC_004 : The IPTV Architecture may include the ability for applications to interact with and be managed by the content management and protection capabilities. [IIF.ARCH.OPERATOR.32]

· IPTV_SEC_007: Broadcasters, content producers and 3rd party metadata providers will all want to be able to provide information about content in a way that can be identified by the end-user as to its source and protected from alteration by others in the value chain.

· IPTV_SEC_013: The IPTV Architecture shall provide mechanisms to enable the application of appropriate DRM on content. [IIF.ARCH.OPERATOR.08]

· IPTV_ARC_084: The IPTV Architecture shall provide a mechanism that allows for service operators to allow IPTV service delivery from a 3rd party provider.  This function should include capabilities for exchanging settlement information between the service operator and the 3rd party provider. [IIF.ARCH.NETWORK.09]

Functions

The CLM-FE is responsible issuing license to protect content.

a) The CLM-FE provides the license key to the content encryption system and the user terminal.

b) The CLM-FE controls content encoding process.

c) The CLM-FE provides the content tracing capability, if the network applies the content tracing technologies.

Content Broker FE (CB-FE)

Related Requirements 

· IPTV_ARC_084: The IPTV Architecture shall provide a mechanism that allows for service operators to allow IPTV service delivery from a 3rd party provider.  This function should include capabilities for exchanging settlement information between the service operator and the 3rd party provider. [IIF.ARCH.NETWORK.09]

· IPTV_ARC_117: The IPTV Architecture shall support 3rd party content providers. [IIF.ARCH.SERVICE.13]

· IPTV_SEC_007: Broadcasters, content producers and 3rd party metadata providers will all want to be able to provide information about in a way that can be identified by the end-user as to its source and protected from alteration by others in the value chain.

· IPTV_SEC_013: The IPTV Architecture shall provide mechanisms to enable the application of appropriate DRM on content. [IIF.ARCH.OPERATOR.08]

Functions

The CB-FE is responsible for brokering content between domains.

a) The CB-FE provides secure interface for brokering content between domains.

b) The CB-FE gathers 3rd party service information and content profile according to the settlement between domains.

c) The CB-FE may execute as proxy for delivering content license for 3rd party content.

 Note: some functions of the CB-FE may overlap with the functions of Service Exchange Points, which is introduced in C-135 and discussed in the 2nd meeting.
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