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Requirements and toolbox for content coding

1.
Scope
The present document addresses the use of video and audio coding in services delivered over IP protocols. It describes the use of H.264/AVC video as specified in ITU‑T Recommendation H.264 [ITU REF] and ISO/IEC 14496‑10 [1], VC‑1 video as specified in SMPTE 421M [17], HE AAC v2 audio as specified in ISO/IEC 14496-3 [2], Extended AMR‑WB (AMR‑WB+) audio as specified in TS 126 290 [13] and AC-3 and Enhanced AC-3 audio as specified in ETSI TS 102 366 [19]. 

The present document adopts a "toolbox" approach for the general case of IPTV applications delivered directly over IP and MPEG2 ​-TS . This document is not a specification for the use of Audio and Video codec’s for use in IPTV Services 
2.
References

The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this working document. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this working document are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.

[1]
ITU‑T Recommendation H.264: "Advanced video coding for generic audiovisual services” / ISO/IEC 14496‑10 (2005): "Information Technology ‑ Coding of audio‑visual objects 
Part 10: Advanced Video Coding".

[2]
ISO/IEC 14496‑3: "Information technology ‑ Generic coding of moving picture and associated audio information ‑ Part 3: Audio" including ISO/IEC 14496‑3:2005 / AMD.2:2006 and all relevant Corrigenda.

[3]
IETF RFC 3550: "RTP, A Transport Protocol for Real Time Applications".

[4]
IETF RFC 3640: "RTP payload for transport of generic MPEG‑4 elementary streams".

[5]
IETF RFC 3984: "RTP payload for transport of H.264".

[6]
IETF RFC 2250: "RTP Payload Format for MPEG1/MPEG2 Video". 
[7]
ETSI TS 101 154: "Digital Video Broadcasting (DVB); Implementation guidelines for the use of Video and Audio Coding in Broadcasting Applications based on the MPEG‑2 Transport Stream ". 
[8]
ETSI TS 102 154: "Digital Video Broadcasting (DVB); Implementation guidelines for the use of Video and Audio Coding in Contribution and Primary Distribution Applications based on the MPEG‑2 Transport Stream".

[9]
EBU Recommendation R.68: "Alignment level in digital audio production equipment and in digital audio recorders".

[10]
ETSI TS 126 234: "Universal Mobile Telecommunications System (UMTS); Transparent end‑to‑end Packet‑switched Streaming Service (PSS); Protocols and codecs (3GPP TS 26.234 Release 6)".

[11]
ISO/IEC 14496‑14:2003, "Information Technology ‑ Coding of Audio‑Visual Objects ‑ 
Part 14: MP4 file format".

[12]
ETSI TS 126 244: "Universal Mobile Telecommunications System (UMTS); Transparent end‑to‑end packet switched streaming service (PSS); 3GPP file format (3GP) (3GPP TS 26.244 Release 6)". 
[13]
ETSI TS 126 290: "Digital cellular telecommunications system (Phase 2+); Universal Mobile Telecommunications System (UMTS); Audio codec processing functions; Extended Adaptive Multi‑Rate ‑ Wideband (AMR‑WB+) codec; Transcoding functions (3GPP TS 26.290 Release 6)".
[14]
IETF RFC 4352: "RTP Payload Format for Extended Adaptive Multi‑Rate Wideband (AMR‑WB+) Audio Codec".

[15]
ETSI TS 126 273: "Digital cellular telecommunications system (Phase 2+); Universal Mobile Telecommunications System (UMTS); ANSI‑C code for the fixed‑point Extended Adaptive Multi‑Rate ‑ Wideband (AMR‑WB+) speech codec (3GPP TS 26.273 Release 6)".

[16]
ETSI TS 126 304: "Digital cellular telecommunications system (Phase 2+); Universal Mobile Telecommunications System (UMTS); Extended Adaptive Multi‑Rate ‑ Wideband (AMR‑WB+) codec; Floating‑point ANSI‑C code (3GPP TS 26.304 Release 6)".

[17]
SMPTE 421M:  “VC‑1 Compressed Video Bitstream Format and Decoding Process".

[18]
IETF RFC 4425: "RTP Payload Format for Video Codec 1 (VC‑1)". 
[19]
ETSI TS 102 366: “Digital Audio Compression (AC-3, Enhanced AC-3) Standard”

[20]
IETF RFC 4184: “RTP Payload Format for AC-3 Audio”

[21]                 GB/T20090.2: "Information technology - Advanced coding of audio and video - Part 2: Video", 2006

[22]                  ISO/IEC 13818-1: "Information technology — Generic coding of moving pictures and associated  audio information: Systems", 2000

3.
Definitions

This working document uses the following terms defined elsewhere:

Bitstream: Coded representation of a video or audio signal.

Multi-channel audio: Audio signal with more than two channels

4.
Abbreviations and Acronyms

For the purposes of the present document, the following abbreviations apply:

AC-3
Dolby AC-3 audio coding 

AMR‑WB+
Extended AMR-WB

AOT
Audio Object Type

ASO
Arbitrary Slice Ordering

AU
Access Unit

DRC
Dynamic Range Control

E-AC3                 Dolby Enhanced AC-3

IRD
Integrated Receiver-Decoder

H.264/AVC
H.264/Advanced Video Coding

HDTV
High Definition Television

HE AAC
High-Efficiency Advanced Audio Coding

IP
Internet Protocol

LC
Low Complexity

LATM
Low Overhead Audio Transport Multiplex HE AAC High Efficiency AAC

MBMS
Multimedia Broadcast/Multicast Service

MPEG
Moving Pictures Experts Group (ISO/IEC JTC 1/SC 29/WG 11)

NAL
Network Abstraction Layer 

NTP
Network Time Protocol 

PS
Parametric Stereo

PSS
Packet switched Streaming Service

QCIF
Quarter Common Interchange Format

QMF
Quadrature Mirror Filter

SBR
Spectral Band Replication

RTP
Real-time Transport Protocol 

RTCP
RTP Control Protocol

RTSP
Real-Time Streaming Protocol

SBR 
Spectral Band Replication

TCP
Transmission Control Protocol

UDP
User Datagram Protocol

VCL
Video Coding Layer

VUI
Video Usability Information

5.        Entry Criteria for All Audio and Video Codecs
This section is for reference only and will be deleted from this document once all codecs have been selected
· Market demand means at least 5 supporting companies

· Published Specification means a publicly available specification

· Performance Independently Tested means the  codec has been tested by an independent organization not directly related to the development of the codec

The Table lists the number of  currently available codecs without implying any individual preferences. However in the spirit of unification and harmonization we encourage ITU-T to use its best efforts to reduce proliferation in its recommendation for codecs for use in IPTV Services .

	
	
	 Market demand
	Published Spec
	Performance independently verified

	Audio
	MPEG-1 Layer II
	(
	(
	(

	
	Dolby AC-3
	(
	(
	(

	
	MPEG-4 HE AAC
	(
	(
	(

	
	MPEG-4 HE AAC v2
	(
	(
	(

	
	Enhanced AC-3
	(
	(
	(

	
	AMR-WB+
	(
	(
	(

	Video
	MPEG-2
	(
	(
	(

	
	H.264 / AVC
	(
	(
	(

	
	VC-1
	(
	(
	(

	
	AVS 
	(
	(
	(


Figure 1.1: Entry Criteria
6. Available Codecs

NOTE: The Table below lists a number of currently available codecs without implying any individual preference. However in the spirit of unification and harmonization we encourage ITU-T to use its best efforts to reduce duplication or proliferation in its recommendations for codecs for use in IPTV Services
	
	
	Delivery directly over IP
	MPEG 2 TS

	Audio
	MPEG-1 Layer II
	?
	(

	
	Dolby AC-3
	(
	(

	
	MPEG-4 HE AAC
	(
	(

	
	MPEG-4 HE AAC v2
	(
	(

	
	Enhanced AC-3
	(
	(

	
	AMR-WB+
	(
	X

	Video
	MPEG-2
	(
	(

	
	H.264 / AVC
	(
	(

	
	VC-1
	(
	(

	
	AVS
	(
	(


Figure 1.2:Available Codec’s
EDITORS Note For AVS confirmation of RFC published specification needed
X EXPLANATION REQUIRED AND FOR ?

7.
Audio

7.1
AC-3 (Dolby Digital)
The AC-3 digital compression algorithm can encode from 1 to 5.1 channels of source audio from a PCM representation into a serial bit stream at data rates ranging from 32 kbit/s to 640 kbit/s. The 0.1 channel refers to a fractional bandwidth channel intended to convey only low frequency signals. 

The AC-3 algorithm achieves high coding gain by coarsely quantizing a frequency domain representation of the audio signal. A block diagram of this process is shown in Figure 10.1. The first step in the encoding process is to transform the representation of audio from a sequence of PCM time samples into a sequence of blocks of frequency coefficients. This is done in the analysis filter bank. Overlapping blocks of 512 time samples are multiplied by a time window and transformed into the frequency domain. Due to the overlapping blocks, each PCM input sample is represented in two sequential transformed blocks. The frequency domain representation may then be decimated by a factor of two so that each block contains 256 frequency coefficients. The individual frequency coefficients are represented in binary exponential notation as a binary exponent and a mantissa. The set of exponents is encoded into a coarse representation of the signal spectrum which is referred to as the spectral envelope. This spectral envelope is used by the core bit allocation routine which determines how many bits to use to encode each individual mantissa. The spectral envelope and the coarsely quantized mantissas for 6 audio blocks (1536 audio samples per channel) are formatted into an AC-3 frame. The AC-3 bit stream is a sequence of AC-3 frames.
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Figure 1.3: The AC-3 encoder

The actual AC-3 encoder is more complex than indicated in Figure 1.3. The following functions not shown above are also included:

1. A frame header is attached which contains information (bit-rate, sample rate, number of encoded channels, etc.) required to synchronize to and decode the encoded bit stream.

2. Error detection codes are inserted in order to allow the decoder to verify that a received frame of data is error free.

3. The analysis filterbank spectral resolution may be dynamically altered so as to better match the time/frequency characteristic of each audio block.

4. The spectral envelope may be encoded with variable time/frequency resolution.

5. A more complex bit allocation may be performed, and parameters of the core bit allocation routine modified so as to produce a more optimum bit allocation.

6. The channels may be coupled together at high frequencies in order to achieve higher coding gain for operation at lower bit-rates.

7. In the two-channel mode, a rematrixing process may be selectively performed in order to provide additional coding gain, and to allow improved results to be obtained in the event that the two-channel signal is decoded with a matrix surround decoder.

The decoding process is basically the inverse of the encoding process. The decoder, shown in Figure 10.2, must synchronize to the encoded bit stream, check for errors, and de-format the various types of data such as the encoded spectral envelope and the quantized mantissas. The bit allocation routine is run and the results used to unpack and de-quantize the mantissas. The spectral envelope is decoded to produce the exponents. The exponents and mantissas are transformed back into the time domain to produce the decoded PCM time samples.
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Figure 1.4: The AC-3 decoder

The actual AC-3 decoder is more complex than indicated in Figure 1.4. The following decoder operations not shown above are included:

1. Error concealment or muting may be applied in case a data error is detected.

2. Channels which have had their high-frequency content coupled together must be de-coupled.

3. Dematrixing must be applied (in the 2-channel mode) whenever the channels have been rematrixed.

4. The synthesis filterbank resolution must be dynamically altered in the same manner as the encoder analysis filter bank had been during the encoding process.

7.2
Enhanced AC-3 (Dolby Digital Plus)
Enhanced AC-3 is an evolution of the AC-3 coding system. The addition of a number of low data rate coding tools enables use of Enhanced AC-3 at a lower bit rate than AC-3 for high quality, and use at much lower bit rates than AC-3 for medium quality. A greatly expanded and more flexible bitstream syntax enables a number of advanced features, including expanded data rate flexibility and support for variable bit rate (VBR) coding. A bitstream structure based on sub-streams allows delivery of programs containing more than 5.1 channels of audio to support next-generation content formats, supporting channel configuration standards developed for D-Cinema and support for multiple audio programs carried within a single bit-stream, suitable for deployment of services such as Hearing Impaired/Visual Impaired. To control the combination of audio programs carried in separate sub-streams or bit streams, Enhanced AC-3 includes comprehensive mixing metadata, enabling a content creator to control the mixing of two audio streams in an IP-IRD. To ensure compatibility of the most complex bit stream configuration with even the simplest Enhanced AC-3 decoder, the bit stream structure is hierarchical – decoders will accept any Enhanced AC-3 bit stream and will extract only the portions that are supported by that decoder without requiring additional processing. To address the need to connect IP-IRDs that include Enhanced AC-3 to the millions of home theatre systems that feature legacy AC-3 decoders via S/PDIF, it is possible to perform a modest complexity conversion of an Enhanced AC-3 bit stream to an AC-3 stream for S/PDIF compatibility.

Enhanced AC-3 includes the following coding tools that improve coding efficiency when compared to AC-3.

· Spectral Extension: recreates a signal’s high frequency amplitude spectrum from side data transmitted in the bit stream. This tool offers improvements in reproduction of high frequency signal content at low data rates. 

· Transient Pre-Noise Processing: synthesizes a section of PCM data just prior to a transient. This feature improves low data rate performance for transient signals. 

· Adaptive Hybrid Transform Processing: improves coding efficiency and quality by increasing the length of the transform. This feature improves low data rate performance for signals with primarily tonal content.

· Enhanced Coupling: improves on traditional coupling techniques by allowing the technique to be used at lower frequencies than conventional coupling, thus increasing coder efficiency.  

7.3
Extended AMR‑WB (AMR‑WB+)

The AMR‑WB+ audio codec can encode mono and stereo content, up to 48 kbit/s for stereo. It supports also downmixing to mono at a decoder. The AMR‑WB+ codec has been specified in TS 126 290 [13] including error concealment and user guide. The source code for both encoder and decoder has been fully specified in TS 126 304 [16] TS 126 273 [15]. The transport has been specified in RFC 4352 [14]. 

Overview of AMR-WB+ codec

The input signal is separated in two bands. The first band is the low‑frequency (LF) signal, which is critically sampled at Fs/2. The second band is the high‑frequency (HF) signal, which is also downsampled to obtain a critically sampled signal. The LF and HF signals are then encoded using two different approaches: the LF signal is encoded and decoded using the "core" encoder/decoder, based on switched ACELP and Transform Coded eXcitation (TCX). In ACELP mode, the standard AMR‑WB codec is used. The HF signal is encoded with relatively few bits using a BandWidth Extension (BWE) method.

The parameters transmitted from encoder to decoder are the mode selection bits, the LF parameters and the HF parameters. The codec operates in superframes of 1 024‑samples. The parameters for each of them are decomposed into four packets of identical size.

When the input signal is stereo, the left and right channels are combined into mono signal for ACELP/TCX encoding, whereas the stereo encoding receives both input channels.
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Figure 1.5: High‑level structure of AMR‑WB+ encoder

Figure 1.5 presents the AMR‑WB+ decoder structure. The LF and HF bands are decoded separately after which they are combined in a synthesis filterbank. If the output is restricted to mono only, the stereo parameters are omitted and the decoder operates in mono mode.
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Figure 1.6: High‑level structure of AMR‑WB+ decoder

Performance of AMR-WB+ 

The AMR‑WB+ codec has been extensively tested especially by 3GPP to assess its subjective performance in various application scenarios with relevant content types including speech, speech over music and music. The mostly used test methodology has been the MUSHRA methodology 
3GPP conducted tests in two parts; selection tests showed that AMR-WB+ has the best audio quality at low rates when combining content types when compared to the competing algorithms MPEG-4 HE AAC and MPEG-4 HE AAC v2. The quality for speech-dominant content was significantly better and the tests also showed that AMR-WB+ provides consistently good quality for music. Later on 3GPP characterisation tests included also a variety of content types at different bit rates up to 28 kb/s. The results and conclusions were reported in [x]. At rates between about 10 to 20 kbit/s, the subjective performance of AMR-WB+ is always better than HE AAC v2, on mono operation. This is especially true for speech and mixed signals but it is even the case for music. It was also noticed that when moving to very low rates then AMR-WB+ at 9.75 kb/s is equivalent to HE AAC v2 at 16 kb/s. The performance at low rates in stereo for speech and mixed signals is better for AMR-WB+ than HE AAC v2. The situation is reversed for music at the higher rates used in those tests, but not at the lower rates.  The report shows also how AMR-WB+ performs at high mono rates, up to 32 kb/s in one ITU-T characterisation test in which AMR-WB+ and HE AAC v2 were used as reference codecs. The report also contains information about the complexity and delay analysis of both codecs. 

Transport and storage of AMR-WB+ 

To transport AMR‑WB+ over RTP [3], the RTP payload RFC 4352 [14] is used. It supports encapsulation of one or multiple AMR-WB+ transport frames per packet, and provides means for redundancy transmission and frame interleaving to improve robustness against possible packet loss. The overhead due to payload starts from three bytes per RTP‑packet. The use of interleaving increases the overhead per packet slightly. That payload format includes also parameters required for session setup. That payload is also used in both 3GPP Release TS 126 234 [10] and TS 126 346 (MBMS) in which AMR‑WB+ is the recommended audio codec with HE AAC v2. 

In many application scenarios there is probability to loss packets due to network problems. Because the RTP is running over User Datagram Protocol (UDP), the lost packets are not automatically retransmitted and application does not need to wait those and thus resulting annoying interruptions of the playback can be avoided.  Instead, applications can utilize forward error correction (FEC) and frame interleaving to improve robustness against possible packet loss.

The AMR-WB+ RTP payload [14] enables simple FEC functionality with low packetization overhead. In this scheme each packet also carries redundant copy (copies) of the previous frame(s) that can be used to replace possibly lost frames. The cost of this scheme is an increased overall bit rate and additional delay at the receiver to allow the redundant copy to arrive. On the other hand, this approach does not increase the number of transmitted packets, and the redundant frames are also readily available for re-transmission without additional processing. Furthermore, this mechanism does not require signalling at the session setup. 

Frame interleaving is another method to improve the perceptual performance of the receiver by spreading consecutive frames into different RTP-packets. This means that even if a packet is lost then is only lost frames that are not time-wise consecutive to each other and thus decoder is able to reconstruct the lost frames by various error concealment methods. The interleaving scheme provided by the AMR-WB+ RTP payload allows any interleaving pattern, as long as the distance in decoding order between any two adjacent frames is not more than 256 frames.  If the increases end-to-end delay and higher buffering requirements in the receiver are acceptable then interleaving is useful in IPTV applications.

The AMR-WB+ audio can be stored into a file using the ISO-based 3GP file format defined in 3GPP TS 26.244 [12], which has the media type “audio/3GPP”. Note that the 3GP structure also supports the storage of many other multimedia formats, thereby allowing synchronized playback.

7.4
MPEG‑4 High Efficiency AAC v2 (HE AAC v2)

The principle problem of traditional perceptual audio codecs at low bit rates is, that they would need more bits to encode the whole spectrum accurately than available. The results are either coding artefacts or the transmission of a reduced bandwidth audio signal. To resolve this problem, MPEG decided to add a bandwidth extension technology as a new tool to the MPEG‑4 audio toolbox. With SBR the higher frequency components of the audio signal are reconstructed at the decoder based on transposition and additional helper information. This method allows an accurate reproduction of the higher frequency components with a much higher coding efficiency compared to a traditional perceptual audio codec. Within MPEG the resulting audio codec is called MPEG‑4 High Efficiency AAC (HE AAC) and is the combination of the MPEG‑4 Audio Object Types AAC‑Low Complexity (LC) and Spectral Band Replication (SBR). It is not a replacement for AAC, but rather a superset which extends the reach of high‑quality MPEG‑4 Audio to much lower bitrates. HE AAC decoders will decode both, plain AAC and the enhanced AAC plus SBR. The result is a backward compatible extension of the standard.
The basic idea behind SBR is the observation that usually a strong correlation between the characteristics of the high frequency range of a signal (further referred to as "highband") and the characteristics of the low frequency range (further referred to as "lowband") of the same signal is present. Thus, a good approximation of the representation of the original input signal highband can be achieved by a transposition from the lowband to the highband. In addition to the transposition, the reconstruction of the highband incorporates shaping of the spectral envelope. This process is controlled by transmission of the highband spectral envelope of the original input signal. Additional guidance information for the transposing process is sent from the encoder, which controls means, such as inverse filtering, noise and sine addition. This transmitted side information is further referred to as SBR data.

In June 2004 MPEG extended its toolbox with the Audio Object Type Parametric Stereo (PS), which enables stereo coding at very low bitrates. The principle behind the PS tool is to transmit a mono signal coded in HE AAC format together with a description of the stereo image. The PS tool is used at bit rates in the low bit rate range. The resulting MPEG profile is called MPEG‑4 HE AAC v2. Figure 10.4 shows the different MPEG tools used in the MPEG‑4 HE AAC v2 profile. A HE AAC v2 decoder will decode all three profiles, AAC‑LC, HE AAC and HE AAC v2.
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Figure 1.7: MPEG Tools used in the HE AAC v2 Profile

 Figure 1.7 shows a block diagram of a HE AAC v2 Encoder. At the lowest bitrates the PS tool is used. At higher bitrates, normal stereo operation is performed. The PS encoding tool estimates the parameters characterizing the perceived stereo image of the input signal. These parameters are embedded in the SBR data. If the PS tool is used, a stereo to mono downmix of the input signal is applied, which is then fed into the aacPlus encoder operating in mono. SBR data is embedded into the AAC bitstream by means of the extension_payload() element Two types of SBR extension data can be signalled through the extension_type field of the extension_payload(). For compatibility reasons with existing AAC only decoders, two different methods for signalling the existence of an SBR payload can be selected. Both methods are described below. 
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Figure 1.8: HE AAC v2 Encoder
The HE AAC v2 decoder is depicted in Figure 1.8. The coded audio stream is fed into a demultiplexing unit prior to the AAC decoder and the SBR decoder. The AAC decoder reproduces the lower frequency part of the audio spectrum. The time domain output signal from the underlying AAC decoder at the sampling rate fsAAC is first fed into a 32 channel Quadrature Mirror Filter (QMF) analysis filterbank. Secondly, the high frequency generator module recreates the highband by patching QMF subbands from the existing low band to the high band. Furthermore, inverse filtering is applied on a per QMF subband basis, based on the control data obtained from the bit stream. The envelope adjuster modifies the spectral envelope of the regenerated highband, and adds additional components such as noise and sinusoids, all according to the control data in the bit stream. In case of a stream using Parametric Stereo, the mono output signal from the underlying HE AAC decoder is converted into a stereo signal. This processing is carried out in the QMF domain and is controlled by the Parametric Stereo parameters embedded in the SBR data. Finally a 64 channel QMF synthesis filter bank is applied to retain a time‑domain output signal at twice the sampling rate,
i.e. fsout = fsSBR = 2 × fsAAC.
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Figure 1.9: HE AAC v2 Decoder
HE AAC v2 Levels and Main Parameters for DVB

MPEG‑4 provides a huge toolset for the coding of audio objects. In order to allow effective implementations of the standard, subsets of this toolset have been identified that can be used for specific applications. The function of these subsets, called "Profiles," is to limit the toolset a conforming decoder must implement. For each of these Profiles, one or more Levels have been specified, thus restricting the computational complexity. 

The HE AAC v2 Profile is introduced as a superset of the AAC Profile. Besides the Audio Object Type (AOT) AAC LC (which is present in the AAC Profile), it includes the AOT SBR and the AOT PS. Levels are introduced within these Profiles in such a way, that a decoder supporting the HE AAC v2 Profile at a given level can decode an AAC Profile and an HE AAC Profile stream at the same or lower level. 

Table 1.10: Levels within the HE AAC v2 Profile

	Level
	Max. channels/object
	Max. AAC sampling rate, SBR not present [kHz]
	Max. AAC sampling rate, SBR present [kHz]
	Max. SBR sampling rate, [kHz] (in/out)

	1
	NA
	NA
	NA
	NA

	2
	2
	48
	24
	24/48

(see note 1)

	3
	2
	48
	48 
(see note 3)
	48/48

(see note 2)

	4
	5
	48 

	24/48
(see note 4)
	48/48

(see note 2)

	5
	5
	96
	48
	48/96

	NOTE 1:
A level 2 HE‑AAC v2 Profile decoder implements the baseline version of the parametric stereo tool. Higher level decoders are not be limited to the baseline version of the parametric stereo tool.

NOTE 2:
For Level 3 and Level 4 decoders, it is mandatory to operate SBR in a downsampled mode if the sampling rate of the AAC core is higher than 24 kHz. Hence, if SBR operates on a 48 kHz AAC signal, the internal sampling rate of SBR will be 96 kHz, however, the output signal will be downsampled by SBR to 48 kHz.

NOTE 3:
If Parametric Stereo data is present the maximum AAC sampling rate is 24kHz, if Parametric stereo data is not present the maximum AAC sampling rate is 48kHz.

NOTE 4:
For one or two channels the maximum AAC sampling rate, with SBR present, is 48 kHz. For more than two channels the maximum AAC sampling rate, with SBR present, is 24 kHz.


For DVB the level 2 for mono and stereo as well as the level 4 multichannel audio signals are supported. The Low Frequency Enhancement channel of a 5.1 audio signal is included in the level 4 definition of the number of channels.

Methods for signalling of SBR and/or PS 

In case of usage of SBR and/or PS several ways how to signal the presence of SBR and/or PS data are possible [2]. Within the context of DVB services over IP it is recommended to use backward compatible explicit signalling. Here the respective extension Audio Object Type is signalled at the end of the AudioSpecificConfig().

7.5
MPEG 1 Layer 2 Audio

8.
Video

8.1
H.264/AVC Video 

The part of the H.264/AVC standard referenced in the present document specifies the coding of video (in 4:2:0 chroma format) that contains either progressive or interlaced frames, which may be mixed together in the same sequence. Generally, a frame of video contains two interleaved fields, the top and the bottom field. The two fields of an interlaced frame, which are separated in time by a field period (half the time of a frame period), may be coded separately as two fields or together as a frame. A progressive frame should always be coded as a single frame; however, it can still be considered to consist of two fields at the same instant of time. H.264/AVC covers a Video Coding Layer (VCL), which is designed to efficiently represent the video content, and a Network Abstraction Layer (NAL), which formats the VCL representation of the video and provides header information in a manner appropriate for conveyance by a variety of transport layers or storage media The structure of H.264/AVC video encoder is shown in Figure 1.12. 
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Figure 1.12: Structure of H.264/AVC video encoder

Network Abstraction Layer

The Video Coding Layer (VCL), which is described below, is specified to efficiently represent the content of the video data. The Network Abstraction Layer (NAL) is specified to format that data and provide header information in a manner appropriate for conveyance by the transport layers or storage media. All data are contained in NAL units, each of which contains an integer number of bytes. A NAL unit specifies a generic format for use in both packet‑oriented and bit stream systems. The format of NAL units for both packet‑oriented transport and bit stream is identical except that each NAL unit can be preceded by a start code prefix in a bit stream‑oriented transport layer. The NAL facilitates the ability to map H.264/AVC VCL data to transport layers such as:

· RTP/IP for any kind of real‑time wire‑line and wireless Internet services (conversational and streaming);

· File formats, e.g. ISO “MP4” for storage and MMS;

· H.32X for wireline and wireless conversational services;

· MPEG‑2 systems for broadcasting services, etc.

The full degree of customization of the video content to fit the needs of each particular application was outside the scope of the H.264/AVC standardization effort, but the design of the NAL anticipates a variety of such mappings. 

One key concept of the NAL is parameter sets. A parameter set is supposed to contain information that is expected to rarely change over time. There are two types of parameter sets:

· sequence parameter sets, which apply to a series of consecutive coded video pictures; and

· picture parameter sets, which apply to the decoding of one or more individual pictures.

The sequence and picture parameter set mechanism decouples the transmission of infrequently changing information from the transmission of coded representations of the values of the samples in the video pictures. Each VCL NAL unit contains an identifier that refers to the content of the relevant picture parameter set, and each picture parameter set contains an identifier that refers to the content of the relevant sequence parameter set. In this manner, a small amount of data (the identifier) can be used to refer to a larger amount of information (the parameter set) without repeating that information within each VCL NAL unit.

Video Coding Layer

The video coding layer of H.264/AVC is similar in spirit to other standards such as MPEG‑2 Video. It consists of a hybrid of temporal and spatial prediction in conjunction with transform coding. Figure 11.2 shows a block diagram of the video coding layer for a macroblock, which consists of a 16x16 luma block and two 8x8 chroma blocks.
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Figure 1.13: Basic coding structure for H.264/AVC for a macroblock

In summary, the picture is split into macroblocks. The first picture of a sequence or a random access point is typically coded in Intra, i.e., without using other information than the information contained in the picture itself. Each sample of a luma or chroma block of a macroblock in such an Intra frame is predicted using spatially neighbouring samples of previously coded blocks. The encoding process is to choose which and how neighbouring samples are used for Intra prediction which is simultaneously conducted at encoder and decoder using the transmitted Intra prediction side information.

For all remaining pictures of a sequence or between random access points, typically Inter coding is utilized. Inter coding employs prediction (motion compensation) from other previously decoded pictures. The encoding process for Inter prediction (motion estimation) consists of choosing motion data comprising the reference picture and a spatial displacement that is applied to all samples of the macroblock. The motion data which are transmitted as side information are used by encoder and decoder to simultaneously provide the inter prediction signal. 

The residual of the prediction (either Intra or Inter) which is the difference between the original and the predicted macroblock is transformed. The transform coefficients are scaled and quantized. The quantized transform coefficients are entropy coded and transmitted together with the side information for either Intra‑frame or Inter‑frame prediction. 

The encoder contains the decoder to conduct prediction for the next blocks or next picture. Therefore, the quantized transform coefficients are inverse scaled and inverse transformed in the same way as at the decoder side resulting in the decoded prediction residual. The decoded prediction residual is added to the prediction. The result of that addition is fed into a deblocking filter which provides the decoded video as its output. 

The new features of H.264/AVC compared to MPEG‑2 Video are listed as follows: variable block‑size motion compensation with small block sizes from 16x16 luma samples down to 4x4 luma samples per block, quarter‑sample‑accurate motion compensation, motion vectors pointing over picture boundaries, multiple reference picture motion compensation, decoupling of referencing order from display order, decoupling of picture representation methods from picture referencing capability, weighted prediction, improved "skipped" and "direct" motion inference, directional spatial prediction for intra coding, in‑the‑loop deblocking filtering, 4x4 block‑size transform, hierarchical block transform, short word‑length/exact‑match inverse transform, context‑adaptive binary arithmetic entropy coding, flexible slice size, FMO, ASO, redundant pictures, data partitioning, SP/SI synchronization/switching pictures.

8.2
VC‑1 video 

The VC‑1 bit stream is defined as a hierarchy of layers. This is conceptually similar to the notion of a protocol stack of networking protocols. The outermost layer is called the sequence layer. The other layers are entry‑point, picture, slice, macroblock and block. In the Simple and Main profiles, a sequence in the sequence layer consists of a series of one or more coded pictures. In the Advanced profile, a sequence consists of one or more entry‑point segments, where each entry‑point segment consists of a series of one or more pictures, and where the first picture in each entry‑point segment provides random access. 

In the VC‑1 Advanced Profile, the sequence layer header contains the parameters required to initialize the VC‑1 decoder. These parameters apply to all entry‑point segments until the next occurrence of a sequence layer header in the coded bit stream. For Simple and Main Profiles, the decoder initialization parameters are conveyed as Decoder Initialization Metadata structures (see annex J of SMPTE 421M [17]) carried in the SDP datagrams signalling the VC‑1‑based session, rather than via a sequence layer header and an entry‑point segment header. Therefore, all IP IRDs supporting VC‑1 must be capable of extracting this data from the SDP datagrams.

Explanation of VC‑1 Profiles and Levels 

As with MPEG‑2 and H.264/AVC, Profiles and Levels are used to specify conformance points for VC‑1. A profile defines a sub‑set of the VC‑1 standard which include a specific set of coding tools and syntax. A level is a defined set of constraints on the values which can be taken by key parameters (such as bit rate or video resolution) within a particular profile. A decoder claiming conformance to a specific profile must support all features in that profile. Encoders are not required to make use of any particular set of features supported in a profile but have to provide conforming bit streams, i.e. bit streams that can be decoded by conforming decoders.

Three profiles have been specified: Simple, Main and Advanced. For each profile a number of levels have been defined: two levels with Simple Profile, three levels with Main Profile and five levels with Advanced Profile. Note that VC‑1 levels have been defined to be specific to particular profiles; this is in contrast with MPEG‑2 and H.264/AVC where levels are largely independent of profiles. 
Table 1.14: summarizes the coding tools that are included in each profile.
Table 1.14: coding tools in each profile
	Feature
	Simple Profile
	Main Profile
	Advanced Profile

	Baseline intra frame compression
	(
	(
	(

	Variable‑sized transform
	(
	(
	(

	16‑bit transform
	(
	(
	(

	Overlapped transform
	(
	(
	(

	4 motion vector per macroblock
	(
	(
	(

	¼ pixel luminance motion compensation
	(
	(
	(

	¼ pixel chrominance motion compensation
	
	(
	(

	Start codes
	
	(
	(

	Extended motion vectors
	
	(
	(

	Loop filter
	
	(
	(

	Dynamic resolution change
	
	(
	(

	Adaptive macroblock quantization
	
	(
	(

	B frames
	
	(
	(

	Intensity compensation
	
	(
	(

	Range adjustment
	
	(
	(

	Field and frame coding modes 
	
	
	(

	GOP Layer
	
	
	(

	Display metadata
	
	
	(


The Advanced Profile bit stream includes a number of fields which provide information useful to the post‑decode display process. This information, collectively known as "display metadata" is output by the decoding process. Its use in the display process is optional, but recommended.

8.3      AVS Video

AVS video (Part 2) [21] is a hybrid coding based on spatial and temporal prediction, integer transform and entropy coding. It has one profile, Jizhun profile. In this profile, there are 4 levels, which are level 4.0 and 4.2 for Standard Definition (SD) video with 4:2:0 and 4:2:2, level 6.0 and 6.2 for HD video with 4:2:0 and 4:2:2, respectively.  The basic unit for encoding/decoding in this standard is a Macro-block, which consists of one 16x16 luma block and two 8x8 chroma blocks (for 4:2:0 format). The AVS-P2 bit stream is also defined as a hierarchy of layers.Generally a sequence consists of several GOP (group of pictures), each of which could be a random access point. The other layers between a GOP and a Macro-block are picture and slice.
AVS-P8.2 describes an RTP Payload format for the AVS video codec specified by AVS-P2. In essence, this packetization scheme is based on the one for H.264 in order to reuse its well-defined features and to enable a unified transport platform for AVS-P2. To encapsulate an AVS-P2 syntax unit with the NALU structure, the corresponding start code prefix will be replaced by a NALU header whose fields are valued according to the start code followed. Thus, an AVS-P2 bitstream is formatted as a series of NALUs and could be further packetized or stored by using the methods proposed for H.264. AVS streams can be transported over TS by using a similar system as that of ISO/IEC 13818-1[22]. The differences between the two systems are mainly for specifying the AVS video/audio streams.
AVS encoding tools
The system architecture is illustrated in Figure A.7.
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Figure A.7: AVS video coding structure

Compared with the MPEG-2, AVS video introduces the following new features:

8x8 integer transform; 8x8 intra/inter prediction; Symmetric-prediction and direct-prediction in bi-predictive pictures; In-loop deblocking filtering; Quarter‑sample‑accurate interpolation and compensation; 2D-CAVLC; Up to 2 reference pictures for both P and B frames;

____________

Annex A: Requirements

A1.
High Level Video Requirements

A1.1
Video Requirements

· Video and audio must remain in sync (accurate lip-sync) as judged by the general viewer at all times.

· It must be possible to record as files and playback video content either in the network or at the STB (VOD, network PVR or PVR).

· It must be possible to playback recorded content in the same way as the playback modes provisioned in a typical DVD, i.e.:

· Normal speed play

· Fast forward (at various speeds)

· Fast rewind (at various speeds)

· Pause

· Frame by frame advance

· Slow forward

· Slow backward

· It must be possible to apply various levels of encryption on live and file based video content to enable control of access and protection of content rights. 

· The video format must support a wide range of temporal sampling standards, bit-rates and picture resolutions to support the range of (applications) contained in this document. 

· Zapping delay should be within the limits typically expected in Digital Broadcasting networks. 

· Video must be coded with random access to provision reasonable random access and reasonable channel acquisition.

· For live TV broadcasts it should be possible to acquire a channel with a latency of less than 2.5 seconds (i.e., clean video in full picture). For some (applications) shorter latency times may be required.

· Seamless transition from one to another codec in the same channel should be within the limits of Digital Broadcasting networks (i.e., scheduled daily transitions between SD and HD)

· Transitions from one to another codec in the same channel that are signalled in advance should be rendered as seamless as possible.

· Transitions from one to another codec in the same channel without advanced signalling should be discouraged as the may impart an unexpected or unaccustomed behaviour in the audio-visual presentation.

· For live TV broadcasts it should be possible to achieve suitable-quality video while maintaining a transmission to decode latency of less than 2 second. For some (applications) shorter latency times may be required. Note: this is (DTS – PCR) in MPEG-2 Transport. For most (applications) it is required that closed captioning or subtitles can be carried and synchronised with the video

A1.2
Video sampling

· Luma and chroma samples must be consistent with 4:2:0 8-bit sampling in existing systems and practices in satellite, cable and terrestrial broadcast networks. 

A1.3
Video resolutions

· SD content shall have Standard Definition video resolutions equivalent to existing broadcasts. This is interpreted to be consistent with video formats specified in ATSC, SCTE, DVB, and CEA specification. .. 

· HD content shall have High Definition video resolutions consistent with video formats in ATSC, SCTE, DVB, and CEA must be supported in HD content.   

· An HD-capable TD should be capable of outputting SD and HD video signals according to one or more of the existing interface specifications for video signals.  

· An SD-only-capable TD should be capable of outputting SD video signals according to one or more of the existing interface specifications for SD video signals.  

· Interlaced and Progressive format decoding and processing must be supported. (link to existing ITU Standards)

A1.4
Video quality and bit-rates

· It must be possible to cap the encoded bit-rate to a pre-defined level. This is to enable efficient and reliable use of network bandwidth.

· It must be possible to guide the encoding of downloadable content (file based delivery) to achieve an average bit-rate for the duration of the file. This is to enable management of file sizes.

· Live video quality at typical IP broadband video bandwidths must be at equivalent acceptable quality as competitive cable, satellite and terrestrial. A typical target bit-rate for operators is 1.5Mbit/s for Standard Definition and a Max Bit rate of 10-15 Meg for High Definition.

· VOD and other off-line content encoded at typical IP broadband video bandwidths (typical target 1.5Mbit/s) should be equivalent to typical DVD quality.

A2.
High Level Audio Requirements

A2.1
General audio requirements

· Audio formats should support audio only and TV (video and audio) applications.

· It must be possible to maintain accurate time based control e.g. lip-sync with video as judged by the general viewer at all times, pause and resume, random access.

· It must be possible to record as files and playback audio content either in the network or at the STB (Audio on Demand, network PVR or PVR).

· It must be possible to apply various levels of encryption on live and file based audio content to enable control of access and protection of content rights.

A2.2
Audio sampling

· Audio depth equivalent to existing broadcasts must be possible. This is interpreted as requiring a sampling rate of 48 kHz at 16-bit, but other sample rates and bit-depths may also be supported.

A2.3
Audio channels

· Single (mono), dual (stereo) and 5.1 (surround sound) reproduction must be supported. Different modes may be supported using different codecs. 

· Increased capabilities (e.g. 6.1, 7.1 or greater reproduction) may also be supported.

· It must be possible to select audio based on language descriptors. It should be possible to send multiple language audios associated with each video. This is interpreted as at least 2 different audio channels (mono or stereo).

Conversion of multi-channel audio (e.g. 5.1, 6.1, and 7.1) to stereo should be supported
 
A2.4
Audio quality and bit-rates 

· Stereo channels should achieve acceptable quality at 96kbit/s or below. 

· 5.1 channels should achieve acceptable quality at 256kbit/s or below.

A3.
Other requirements

· It is noted that typically IPTV (applications) require recoding of off-air audio services into the new A/V formats.

· Check commentary channels within Blue Ray and HD DVD

A5.
Accessibility requirements

A5.1
General requirements for Clean Audio

Technical specifications for Clean Audio are required that meet the following requirements covering the interests of end users, service providers and network operators.

· The mechanisms defined in the specifications shall not prejudice the enjoyment of television sound for those who wish to listen to television sound produced and delivered conventionally.
· The mechanisms in the specifications shall not prejudice the delivery of other assistive services such as Audio Description.
· The specifications for delivering Clean Audio and associated data shall be simple and coding-technology neutral.
· End users should be able easily to select Clean Audio using a simple interface and (optionally) to control the mix of speech and background sound.  

A6.2
Signalling and metadata

· The specifications shall enable the receiver to identify the incoming multichannel audio as offering a Clean Audio service. 

· The specifications shall enable electronic programme guides to optionally include an indication of which programmes are available with Clean Audio.

A7.
Quality of Service

The timing of the Clean Audio with respect to vision as delivered by the receiver should not differ from that of the multichannel audio

_________________




Editors Note: these requirements are for reference


A4.1	Accessibility requirements


IPTV_ARC_108: The IPTV architecture shall provide the end-user with the ability to choose a preferred language option (audio, subtitle, captioning, supplementary video and descriptive audio track) from various languages that the content provider pre-defined and the service provider delivered” 


IPTV_ARC_109: The IPTV architecture should provide the capability to the end-user to alter his or her preferred language options at anytime.


IPTV_ARC_110: The IPTV architecture should support multiple language audio tracks, multiple language subtitles, multiple languages captioning, multiple language supplementary video and multiple language descriptive audio track. 


IPTV_ARC_995: The IPTV architecture should support the ability to select a default language for each of the following: audio track, subtitle, captioning, descriptive audio track and supplementary video track”


IPTV_ARC_111: The IPTV architecture should support the capability for the end-user to watch with the preferred audio, subtitle, captioning, supplementary video and descriptive audio track.


IPTV_ARC_112: If the end-user’s option can not match with the content languages, the IPTV architecture should support the capability for the end device to present the content with default audio, default subtitle, default captioning, default supplementary video and default descriptive audio track.   


IPTV_ARC_113: The IPTV architecture should support the capability for the end-user to switch audio tracks, subtitles, captioning, supplementary video and descriptive audio track back and forth when the user is watching the program without having to change his or her preferred language settings.


IPTV_ARC_115: The IPTV architecture shall support the ability for the end-user to turn on and off the audio, the subtitle, captioning, supplementary video and descriptive audio track at anytime without altering any of the default setting options. 


IPTV_ARC_994: The IPTV architecture shall support the capability to store and retrieve multiple profiles containing sets of user interface preference settings and language settings so that it will be easy to switch to different personal preferences for different viewers. 


IPTV_ESI_016: The IPTV Architecture shall support the ability for the ITF to decode video, audio, captioning, supplementary video and descriptive audio and present the video content to standard end-user electronics interfaces [IIF.ARCH.HOME.49].


IPTV_ESI_500: The IPTV architecture shall support the capability for the end-user to switch between multiple supplementary video streams within a program.


IPTV_ESI_501: The IPTV architecture shall support the capability for the end-user to select preferred on-screen layout for the supplementary video


The IPTV architecture shall provide the end-user ability to access different IPTV content on different the IPTV Terminal Devices if the delivery network allows the simultaneous delivery of several TV channels to the end-user premises. 


IPTV_ESI_021: The IPTV architecture shall support the capability for the end user to select any number of audio tracks from the multiple tracks available within a program.


IPTV_ESI_022: When several audio tracks are available with a TV channel, the IPTV Terminal Device should have the ability to select the preferred audio track(s).


IPTV_ESI_023: The IPTV architecture shall provide the end-user ability to discover and display any additional information delivered with the TV channel.


IPTV_ESI_400: The end-user should be given a possibility to select an alternative to receive textual information (e.g. scrollbars) in audio form.


IPTV_ESI_502: The IPTV Terminal Device should support caption decoding and display.


5.5.1 End-user requirements


IPTV_ESI_024: The IPTV architecture shall provide the end-user ability to discover and display the closed caption flow delivered with the TV channel.


IPTV_ESI_025: When several closed caption flows are available with a TV channel, the IPTV Terminal Device will render the preferred closed caption flow.





WG6-R-0041-001A Captioning�Provision for captioning.�


WG6-R-0041-001B Captioning features�The ability to select from a range of languages, speed and verbosity for captioning.� 


WG6-R-0041-001C External interface for captions�The ability to transmit the captions through an external interface on the terminal�


WG6-R-0041-001D Captions in own window� The ability to view the captions in a separate window and vary its presentation.�


WG6-R-0041-002A At least two video sources� The ability to select and receive two (related) video sources. ( e.g. one � with sign language translation )� 


WG6-R-0041-002B Layout of video presentation�The ability to arrange display of the two video sources in different � layouts�. � 


WG6-R-0041-003 At least two audio sources�The ability to select and receive two audio sources. ( e.g. one with audio � description )�


WG6-R-0041-004 Good audio quality�The audio transmission and reproduction should be of good quality to make it possible for people with hearing impairments to perceive the sound well.�


WG6-R-0041-005 Simple control of accessible features �The methods for activating and deactivating captioning, extra video source and � extra audio source should be easy to use and should not incur an excessive delay.�


WG6-R-0041-006 Good video quality for sign language�Video should be transmitted with sufficient quality for sign language perception if there is sign language in the contents. This requires at least 20 frames per second and sufficient spatial resolution to reproduce details of the signing person’s hands, face, lips, eyes and body.�


WG6-R-0041-007 Good video quality for lip reading�Video should be transmitted with sufficient quality for lip reading perception. This requires at least 20 frames per second and a sufficient spatial resolution to reproduce details of the speaking person’s lips and face�.


WG6-R-0041-008 Lip synchronism�Video and audio should be transmitted and displayed with sufficient synchronism for lip-reading. �


WG6-R-0041-009 Accessible on Screen Display�Any On Screen Display facilities for control of the terminal and the programs should be easy to read and unambiguous.�


WG6-R-0041-010 External interface to on-screen display.�Any On Screen Display facilities should also be available via external interfaces�.�


WG6-R-0041-011 Accessible remote control�Result of the use of the controls should be available in the form of voice output.�


Further requirements to be checked: see Accessibility checklist�The ITU-T accessibility checklist should be applied to the work on IPTV.


A6.1	Other Requirements from Contributions


WG6-R-0036-001


Media-providing entities and media terminals should be able to negotiate/coordinate appropriate Codecs/Profiles/Encoding configurations for specific usage environment to adapt to heterogeneous usage environments and in case a single terminal can accommodate multiple services


WG6-R-0036-002


A specific [service] can have multiple choice of codec to use (to support any newly developed codecs in the future)


WG6-R-0074-001 Partitioning


Video Codecs should allow [support] partitioning (ID_0074, page 2)
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