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1
Scope

The ability to deliver high levels of service quality to users is an essential aspect of IPTV services, and thus captured in many IPTV-related requirements. As IPTV services can easily be degraded if the media decoders are exposed to impairments such as packet losses, mechanisms are needed to reliably deliver good IPTV service quality in the presence of such defects.

This document describes specific mechanisms and discusses the applicability of the mechanism to IPTV services and network conditions, and provides recommendations and guidance on their use.

2
References

The following ITU-T working text and other references contain provisions, which, through reference in this text, constitute provisions of this working text. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this working text are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.

The reference to a document within this working text does not give it, as a stand-alone document, the status of a Recommendation

[ITU-T Y.1541]


ITU-T Recommendation Y.1541 (2002) - Internet protocol aspects – Quality of service and network performance. Network performance objectives for IP-based services.

[ATIS-0800005] 

ATIS-0800005 (2006) - ATIS IPTV Packet Loss Report
[IETF RFC2733] 

IETF RFC2733 (1999) - An RTP Payload Format for Generic Forward Error Correction. 
[3GPP TS26.346] 
3GPP TS26.346 (2005) - Multimedia Broadcast/Multicast: Protocols and Codecs. 
[ETSI EN301192] 
ETSI EN 301 192(2004) - Digital Video Broadcasting: DVB Specification for Data Broadcasting
[ETSI TS 102 034]
Draft ETSI TS 102 034 (2007) - DVB over IP-based Networks (DVB-IPI) (“IP Phase 1 Handbook”), version 1.3.1, ETSI WI reference RTS/JTC-DVB-206.
[SMPTE 2022-1]

SMPTE specification 2022-1 (2006) - Forward Error Correction for Real-time Video/Audio Transport Over IP Networks. 
[IETF RFC3450]

IETF RFC3450 (2002) - Asynchronous Layered Coding Protocol Instantiation.

[IETF RFC3451]

IETF RFC3451 (2002) - Layered Coding Transport (LCT) Building Block.

[IETF RFC3452]

IETF RFC3452 (2002) - Forward Error Correction (FEC) Building Block.

[IETF RFC3550]

IETF RFC3550 (2003) - Real Time Protocol: A Transport Protocol for Real-Time Applications

[IETF RFC3556]

IETF RFC3556 (2003) - Session Description Protocol (SDP) Bandwidth Modi-fiers for RTP Control Protocol

[IETF RFC3605]

IETF RFC3605 (2003) - Real Time Control Protocol (RTCP) Attribute in Ses-sion Description Protocol (SDP)

[IETF RFC3611]

IETF RFC3611(2003) Real Time Protocol Control Protocol Extended Re-ports (RTCP XR)

[IETF RFC3694]

IETF RFC3694 (2004) - Compact Forward Error Correction (FEC) Schemes.

[IETF RFC3962]

IETF RFC3962 (2004) - FLUTE - File Delivery over Unidirectional Transport.

[IETF RFC4585]

IETF RFC4585 (2004) - Extended RTP Profile for Real-time Transport Control Protocol (RTCP)-Based Feedback (RTP/AVPF)

[IETF RFC4588]

IETF RFC4588 (2005) - RTP Retransmission Payload Format

3
Definitions

TBD

4
Abbreviations and acronyms

Editor’s note: Updates necessary.
This working document uses the following abbreviations and acronyms:
3GPP
Third Generation Partnership Project 

ARQ
Automatic Repeat request

DVB
Digital Video Broadcasting 
ECG
Electronic Content Guide
EPG
Electronic Program Guide
FEC
Forward Error Correction)
IETF
Internet Engineering Task Force

IPTV
Internet Protocol TeleVision

P2P
Point-to-Point

RFC
Request for Comments

RMT
Reliable Multicast Transmission

RTP
Real-Time Protocol

RTT
Round Trip Time
UDP
User Datagram Protocol 

VoD
Video on Demand
5
Conventions

TBD

6
Introduction 

Application layer reliability is an important aspect for IPTV service. Data being delivered over IP networks may suffer from packet losses. In case of the delivery of video and audio data errors such as packet losses or bit errors being exposed to the media decoder generally degrade the IPTV service quality. Moreover, losses in the metadata such as EPG (Electronic Program Guide), ECG (Electronic Content Guide), and interactive user data may cause more severe problem in IPTV service. Therefore, reliability support for them is essential to IPTV service.

Retransmission, FEC (Forward Error Correction), and hybrid combinations of both are known mechanisms for error recovery. When an error recovery scheme and the associated protocol is selected, at least the following aspects should be taken into account:

1) type of IPTV service, e.g., real time streaming video, EPG, application data 

2) type of data delivery mechanisms, e.g., broadcast, multicast, unicast, overlay multicast, and P2P,

3) protocol or processing overhead at senders and receivers, 

4) network bandwidth overhead  aspects

The document is structured such that first general requirements and specific defined service requirements are introduced in section 7. Section 8 provides an overview on available standardized mechanismss. Section 9 classifies the mechanisms and finally Section 10 provides conclusions and recommendations.
7
Requirements

The material provided in this document is intended to address the requirement that the IPTV architecture provide a mechanism for resiliency in the service provide infrastructure to maintain a high QoE for video services.

There are many different components in IPTV. They provide various types of data for IPTV service, such as video, audio, and metadata via IP networks. This networked deliverable data can be classified as the following: 
1) IPTV application services such as 

· Linear Broadcast Service, and

· On-Demand Service, and 
· Downloadable Multimedia Services; as well as 
2) other data elements such as 
· metadata (e.g., EPG and ECG), 
· interactive user data (e.g., user messages in a chat), 
· control data, and so on.

For the pre-dominant linear broadcast and on-demand services, IPTV content basically consists of real-time data such as video and audio. Thus, it requires high bandwidth and timely delivery. 

For an IPTV live broadcast service, the data is multicast to a set of receivers in real-time streaming. Thus, it should be delivered in time to multiple receivers, otherwise high recovery latency may make the retransmitted data unusable. 
For a Video-on-Demand service, the data is unicast from a sender to a single receiver in soft real-time streaming. It also requires timely delivery but this is different from IPTV broadcast service in terms of the number of receivers. 
For download services, the content is downloaded from a sender to a receiver prior to playback. It does not require timely delivery but can be handled in the same manner as bulk data delivery. The distribution can be in unicast or multicast mode.

The other data elements of IPTV services consist of metadata and user data. This type of data may use a relatively small amount of network bandwidth compared to video and audio data. It may be delivered with relaxed delivery requirements. 
The interactive user data is somewhat different from the other content or metadata in terms of its source. While the content and metadata is provided by content or service providers, the interactive user data is sent by the user. For example, a user’s response to a TV quiz show is sent to a specific server which collects users’ responses, and the users’ chat messages on the subject of the content can be exchanged with other users.
8
Overview on error recovery mechanisms
8.1
Retransmission

NOTE:  This material has been taken in large part from ATIS-0800005 on Packet Loss, section 3.1.2.
RTP retransmission is one viable packet loss recovery technique for real-time applications.  Retransmitted RTP packets can be sent in a separate stream from the original RTP stream.  Like TCP retransmissions, it is assumed that feedback from receivers to senders is available, but, unlike TCP, RTP/UDP does not mandate congestion control by reducing the packet transmission rate, thereby making RTP more appropriate for broadcast–grade video.

The companion protocol to the Real Time Protocol (RTP), the Real Time Control Protocol, (RTCP) as specified in RFC 3550 does not acknowledge single RTP packets but does report statistics on packet loss and jitter.  The source node can evaluate the statistics to decide if adaptation is appropriate.  Recently, an extension to the RTCP for the Audio-Visual Profile (AVP) enables receivers to provide, statistically, more immediate feedback to senders, allowing for efficient feedback-based repair mechanisms (e.g., retransmission) to be implemented.  

More specifically, the RTP Retransmission -related specifications from the IETF uses a simple system in which clients request retransmission of specific, lost packets by sending negative acknowledgements (RTCP NACK) to a feedback target/retransmission source over the RTCP flow of the RTP session.  A receiver can use a single NACK packet to request transmission for one or multiple lost packets.  Then the retransmission source responds with a retransmission of the missing packets over IP unicast or alternatively via IP multicast (for multicast sessions). 

References for RTP, RTCP and RTP retransmissions are as follows:

	RFC
	Date
	Status
	Title
	Abstract
	Reference

	3550
	07-03
	S
	Real Time Protocol: A Transport Protocol for Real-Time Applications
	The Real Time Protocol provides end-to-end network transport functions suitable for applications transmitting real-time data, such as audio, video or simulation data, over multicast or unicast network services.
	[IETF RFC3550]

	3556
	07-03
	S
	Session Description Protocol (SDP) Bandwidth Modifiers for RTP Control Protocol
	This document defines an extension to the Session Description Protocol (SDP) to specify two additional modifiers for the bandwidth attribute.  These modifiers describe the bandwidth allowed for Real Time Control Protocol (RTCP) packets in a Real-time Transport Protocol (RTP) session.
	[IETF RFC3556]

	3605
	10-03
	S
	Real Time Control Protocol (RTCP) Attribute in Session Description Protocol (SDP)
	When the session crosses a network address translation device that also uses port mapping, the ordering of ports can be destroyed by the translation.  To handle this, the document proposes an extension attribute to SDP.
	[IETF RFC3605]

	3611
	11-03
	S
	Real Time Protocol Control Protocol Extended Reports (RTCP XR)


	This document defines the Extended Report (XR) packet type for the Real Time Control Protocol (RTCP) and defines how the use of XR packets can be signaled by an application if it employs the Session Description Protocol (SDP).
	[IETF RFC3611]

	4585
	8-04
	S
	Extended RTP Profile for Real-time Transport Control Protocol (RTCP)-Based Feedback (RTP/AVPF)


	This document defines an extension to the Audio-visual Profile (AVP) that enables receivers to provide, statistically, more immediate feedback to the senders and thus allow for short-term adaptation and efficient feedback-based repair mechanisms to be implemented.
	[IETF RFC4585]

	4588
	9-05
	S
	RTP Retransmission Payload Format
	This document describes an RTP payload format for performing retransmissions.  
	[IETF RFC4588]

	RFC Editor Que
	3-06
	S
	draft-ietf-avt-rtcpssm-13.txt
	Extension that specifies how unicast NACK RTCP packets are correlated to the multicast sender for a particular RTP stream.
	[IETF AVT-RTCPSSM]


Legend: E = Experimental, I = Informational, S = Proposed Standard
8.2
FEC

Forward Error Correction (FEC) at the Application/Transport layers generally refers to packet erasure correction techniques. In these techniques, an amount of data is sent which is in total greater than the stream or the object to be communicated, with the property that the stream or the object can be reconstructed from any sufficiently large subset of the transmitted data. The stream or object is thus resilient to a certain amount of loss (at most the difference between the transmitted and the original data size).

8.2.1
FEC for Streaming Applications

In general, for streaming applications, there are considerable advantages in using systematic FEC codes, in which the original packets of the stream source packets are sent accompanied by a certain overhead of “repair” packets. The repair packets can be used to recover source packets which have been lost between sender and receiver.

Many possible application/transport FEC schemes for streaming media exist which could be applied to IPTV. The following are some of the erasure correction schemes for streaming media that have been standardized elsewhere:

· IETF RFC2733 [IETF RFC2733]

· This defines a simple mechanism for applying short block parity codes to RTP streams. The scheme is limited by the small number of packets that can be protected as a block (24 packets). This RFC has not been widely implemented and will likely soon be obsolete by an update which provides slightly longer blocks (48 packets) and the possibility to apply unequal protection to different parts of each packet.
· 3GPP TS26.346 Multimedia Broadcast/Multicast: Protocols and Codecs [3GPP TS26.346] 

· This standard defines a generic framework for application of FEC to media streams. The framework is not specific to RTP and operates just above the UDP layer. This framework could be used with many FEC codes, however 3GPP specify and require support of a single specific code (the Digital Fountain Raptor code).
· ETSI EN301 192 Digital Video Broadcasting: DVB Specification for Data Broadcasting [ETSI EN301 192]
· This defines how a link layer erasure code is intended to be used with the DVB-H system for transmission to mobile terminals. This FEC scheme operates below the IP layer and is completely independent of applications and is based on a large Reed-Solomon erasure code.

· ETSI TS 102 034 1.3.1 Transport of MPEG 2 Transport Stream (TS) Based DVB Services over IP Based Networks [ETSI TS 102 034]
· DVB has recently completed an evaluation of FEC codes for IPTV applications within the IPI working group. As a result of this activity, DVB has produced an FEC specification for IPTV based on a layered approach with a base layer consisting of a simply parity (XOR) code taken from SMPTE-2002-1 [SMPTE-2002-1] and an enhancement layer based on the Raptor code as used in the 3GPP specification [3GPP TS26.346]. The DVB-IP AL-FEC solution has been carefully reviewed and assessed in the DVB project to meet the requirements of an FEC solution in different IPTV environments with respect to performance, flexibility, and implementation aspects.
The IETF has also initiated a new working group fecframe to standardize a framework for application of FEC to media streams; this is along similar lines defined by 3GPP (Multimedia Broadcast/Multicast Service for 3G cellular networks). The framework will not specify a particular FEC code but will use an approach similar to that adopted by the IETF RMT working group, which standardized protocols for reliable file delivery over IP multicast. This approach allows the most powerful FEC codes to be used for streaming solutions as opposed to RFC 2733, which provides a flexible framework that applies to any type of streaming format. The DVB-IP AL-FEC makes use of this concept as well.

The FEC framework is currently in draft status within the IETF.
8.2.2
FEC for Download Services

The IETF RMT working group standardizes protocols for reliable file delivery over IP multicast. References for the relevant IETF RMT documents are included below. The RMT group defined an FEC Building Block, which described how the specification of protocols, which use FEC, could be separated from specification of the FEC codes themselves. This results in a set of plug & play specifications which can be combined according to the needs of a given application.

Table 1:  IETF RMT RFC status

	RFC
	Date
	Status
	Title
	Abstract
	Reference

	2887
	08-00
	I
	The Reliable Multicast Design Space for Bulk Data Transfer
	This document provides an overview of the design space and application constraints.
	[IETF RFC2887]

	3048
	01-01
	I
	Reliable Multicast Transport Building Blocks for One-to-Many Bulk-Data Transfer
	This document describes a framework for the standardization of bulk-data reliable multicast transport.
	[IETF RFC3048]

	3269
	04-02
	I
	Author Guidelines for RMT Building Blocks and Protocol Instantiation Documents
	This document provides general guidelines to assist the authors of Reliable Multicast Transport (RMT) building block and protocol instantiation definitions.
	[IETF RFC3269]

	3450
	12-02
	E
	Asynchronous Layered Coding Protocol Instantiation
	This document describes the Asynchronous Layered Coding (ALC) protocol, a massively scalable reliable content delivery protocol.
	[IETF RFC3450]

	3451
	12-02
	E
	Layered Coding Transport (LCT) Building Block
	Layered Coding Transport (LCT) provides transport level support for reliable content delivery and stream delivery protocols.  The transport is specifically designed to support protocols using IP multicast, but also provides support to protocols that use unicast.
	[IETF RFC3451]

	3452
	12-02
	E
	Forward Error Correction Building Block
	This document describes how to use Forward Error Correction (FEC) codes to efficiently provide and/or augment reliability for data transport.
	[IETF RFC3452]

	3453
	12-02
	I
	The Use of Forward Error Correction in Reliable Multicast
	This memo describes the use of Forward Error Correction (FEC) codes to efficiently provide one-to-many reliable data transport. Different classes of FEC codes and some of their basic properties are described. 
	[IETF RFC3453]

	3695
	02-04
	E
	Compact Forward Error Correction (FEC) Schemes
	This document introduces some Forward Error Correction (FEC) schemes with a more compact FEC payload.  The schemes can deliver blocks of an object of indeterminate length.
	[IETF RFC3695]

	3926
	10-04
	E
	FLUTE - File Delivery over Unidirectional Transport
	This document defines a protocol for the unidirectional delivery of files that is suited to multicast networks.  The specification builds on Asynchronous Layered Coding, the base protocol for massively scalable multicast.
	[IETF RFC3926]


8.3
Hybrid

Editor’s note: Removed if no input at 6th meeting.
9
Usage Guidelines 

9.1
General Discussion on Retransmission and FEC
Retransmission and FEC are two different techniques to recover packet losses during the delivery of IPTV services. The retransmission approach recovers from packet losses by requesting retransmission from the sender or intermediate retransmission server. The FEC approach operates by adding redundant information to the data at the sender. 

An FEC-based error recovery protocol uses redundant information allow the receiver to correct packet losses. With this redundant information, the receivers can recover from packet losses locally at the receiver. There is no need for a back channel to request retransmission from the sender. It therefore can be used for uni-directional communications such as satellite broadcast. The recovery latency is fixed.
Since the redundant information should be always be sent along with the original packets. FEC consumes more average bandwidth than retransmission. This might be a problem for networks with limited bandwidth (e.g. xDSL, wireless). Even when the service is provided in the network with enough bandwidth, it may degrade the session throughput due to the redundant traffic. The complexity in encoding and decoding FEC data is also costly at both the sender and receiver. Moreover, it cannot guarantee complete recovery from packet loss. If the packet loss exceeds the repair capabilities of the FEC scheme recovery is not possible. FEC also introduces a delay due to the generation and processing of the redundant information and as data must be buffered before the error recovery can take place. This depends on bitrate, FEC block size and coding scheme. 
Retransmission-based error recovery protocols use feedback messages to recover from packet losses, thereby requiring a return feedback path and one or more retransmission servers. On detecting a packet loss by noting the gap of packet sequence number, a receiver requests a sender or designated repair servers to retransmit the lost packets. Since a retransmission is done on demand, the additionally required average bandwidth for error recovery can be minimized. It does not suffer from encoding or decoding overhead because the entire lost packet is retransmitted to the receiver. Retransmission may be either unicast or multicast depending on the distribution of clients reporting the errors.
In the retransmission-based approach, however, an intermediate retransmission server may receive many feedback messages from multiple receivers who experience packet losses Feedback implosion, the concept of receiving many feedback messages for common errors, can be addressed with an appropriate architecture and design. Since the error recovery is handled by requesting and receiving a retransmitted packet from a sender, it takes more than the Round Trip Time (RTT) between a retransmission server and a receiver to perform the recovery. This requires buffering of the data at the receiver buffer management at a retransmission server. Retransmission may not require the same level of computing complexity as FEC.

When retransmission is used in multicast delivery, proper attention must be paid to the ratio of clients to retransmission servers to avoid any scalability issues. A distributed retransmission approach can be introduced to resolve the issues of timeliness, scalability, and feedback implosion. A local retransmission server placed in the vicinity can be used to recover the error losses across the access and consumer environment and a core retransmission located near the head end to recover losses in the core and common losses requested via the local retransmission server.  

9.2
Relation of mechanisms to the QoS classes in Y.1541

9.2.1
Overview

ITU-T Recommendation Y.1541 [ITU-T Y.1541] describes a number of QoS classes for IP networks. Specifically, Table 1/Y.1541 defines six IP network QoS classes and the respective network performance objectives. In addition, Table 3/Y.1541 proposes two additional provisional QoS classes mainly for the purpose to support sufficient QoS for digital television transmission. The difference to those in Table 1 is that these values need not to be met by networks until they are revised (up or down) based on operational experience. 

Appendix VIII of Y.1541 considers digital television transmission on IP networks and concludes that, by the use of a specific application layer error recovery mechanism digital television quality requirements can be met using the new provisional QoS classes (classes 6 and 7) introduced in the 02/2006 version of the document.

However, as stated in the document additional experience on application layer error recovery mechanisms may allow revising the considerations on QoS classes 6 and 7. Error recovery mechanisms being considered in the ITU-T IPTV architecture are related to the QoS classes in Y.1541 and appropriate parameter settings should be applied.

For this relation, suitable performance metrics shall be applied. Table VIII.1/Y.1541 proposes some loss/error considerations. DVB and the ATIS IIF [ATIS-0800005] propose to measure the performance of mechanisms in terms of the mean time between visible artifacts (MTBA) in the video playout. Both have used a quality target of 4 hours MTBA, which also fits into the loss ratio recommendations of Table VIII.1/Y.1541. 

Y.1541 QoS classes specify an upper bound on the packet loss ratio (Class 0-4: 10-3, provisional classes 6 and 7: 10-5), but do not specify packet loss patterns. However, suitable parameter settings to meet the requirements may be affected not only by the loss rate, but also by loss patterns. In order to present application layer reliability performance with different loss patterns, different packet loss models may be considered, e.g. independent random loss model or burst loss models. 

Y.1541 also specifies limits on the IP Packet Transfer Delay (IPTD), IP Packet Delay Variation (IPDV), and IP Packet Error Rate (IPER). The effect of these parameters in relation to the error recovery mechanism is also of interest.

The performance and parameter settings for a certain mechanism may also depend on the service bit rate. This effect should also be considered when relating mechanisms to QoS classes.
9.2.2
DVB-IP AL-FEC 

9.2.2.1
Parameters

The DVB AL-FEC code according to Annex A is a block erasure code, meaning that it applies erasure protection to blocks of packets of the original stream. The code is basically fully determined by two parameters:

1. The size of each of these blocks is usually expressed in terms of the protection period, which is the interval of time taken to send the packets of a block.

2. For each block, the AL-FEC code provides a number of additional “repair” packets that can then be sent immediately after the original packets of the block (the “source” packets). The number of repair packets sent for each block is another parameter of the code, usually expressed as the FEC overhead – the ratio of repair packets to source packets.

There is a trade-off between these two parameters of the code, protection period and FEC overhead: in general if the protection period is increased then the FEC overhead required will decrease and vice versa, all other factors remaining equal. The ‘other factors’ are the packet loss rate and pattern and the quality target. This feature allows service operators to trade efficiency vs. channel switching times.

Note that the channel switching times correlate to the latency added by the AL-FEC. However, there are also many other things which contribute to channel change time, for example IGMP latency, the need to wait for an IDR frame, RTP buffering, video decoding buffer etc. These factors have already led to the development of a number of channel change acceleration techniques. A good survey is available in [ISMA TD00096] and some of the techniques described there are already deployed. These techniques can be used to mitigate the additional delay caused by the use of FEC, making it practical to consider relatively long protection periods without significantly impacting channel change time.
9.2.2.2
Relation to Network Performance Parameters
By some representative investigations, the AL-FEC mechanism is related to the different network parameters. 

For the IPLR two models are considered: 

· An independent random loss model assumes that each packet is lost with independent probability. Although in practice IP packet losses are not independent, this channel provides some kind of baseline from which other cases can be assessed.

· A short burst loss model considers burst outages of fixed duration, occurring at independent random intervals (Poisson distribution). This is intended to simulate a DSL access line subject to electrical impulse noise. In this case each impulse causes an outage equal in length to the DSL inter-leaving depth, which we take to be 8ms.

For a streaming service such as IPTV the absolute IPTD is only important insofar as it affects channel change time and so need not be considered further here for the simulations. The IPTD is additive to the latency introduced by the AL-FEC mechanism.

The IPDV may affect performance if it results in packets arriving too late to be rendered to the user. The use of FEC mitigates this problem, since as long as each packet arrives before the appointed time to decode its FEC block there will be no problem. Packets at the beginning of a block could arrive extremely late and still arrive in time. On the other hand if packets at the end of the block arrive too late then cannot be used, but these packets may be considered lost and recovered by the FEC.

In general, as long as the IPDV is in the range of the protection period, or the protection period is greater than the IPDV as defined in Y.1541, then for QoS classes 0-4 the IPDV does not have any influence on the performance. Therefore, for QoS classes 0 and 1 and protection periods of at least 50ms, the IPDV does not influence the performance. Furthermore, it should be noted that with the addition of modest IPDV requirements, then Y.1541 Classes 2-4 would also be suitable for IPTV applications, especially if the protection period is relaxed.

It is expected that erroneous packets are detected by the UDP checksum and therefore are converted to packet losses. As the IPER for QoS classes 0-4 is a magnitude less than the IPLR, this effect is negligible.

9.2.2.3
Recommended Parameter Settings
The recommended parameter settings for the DVB-AL-FEC mechanism for QoS classes 0-4 are provided in the following. The influence of IPTD, IPDV, and IPER has been discussed in clause 9.3.2.2. Therefore, the benchmarking and recommended parameter setting are provided for IPLR of 10-3 for two channel models, namely independent random packet losses (random) and the short burst model (burst) with 8ms independent burst losses.

Results are obtained for Standard Definition (2.1Mbit/s) and High Definition (9.4Mbit/s) video streams. The streams are assumed to be CBR MPEG-2 Transport Streams encapsulated within RTP packets with 7 MPEG-2 TS packets per RTP packet to achieve a MTBA of at least 4 hours. Table 1 shows the required overhead for different bit rates, different channel models at IPLR 10-3, and different protection periods.

Table 2:  Required Overhead for DVB-IP AL-FEC for different bit rates, different channel models at IPLR 10e-3, and different protection periods
	Protection Period
	Random, 

2.1 MBit/s
	Random, 

9.4 MBit/s
	Burst, 

2.1 MBit/s
	Burst, 

9.4 MBit/s

	100 ms
	16%
	5%
	20%
	12%

	200 ms
	8%
	3.5%
	10%
	6%

	400 ms
	5%
	3%
	7%
	4%

	600 ms
	4%
	2%
	4%
	2.5%

	800 ms
	3.5%
	2%
	4%
	2.5%

	1000 ms
	3%
	2%
	4%
	2%


The results show that with modest additional delay and low to modest FEC overhead, a consumer television quality target of a MTBA of 4 hours can be achieved using the standard Y.1541 QoS Classes 0 and 1. The provisional QoS classes 6 and 7 are not required by the use of the DVB-IP AL-FEC solution. Note that in all cases the enhanced decoder according to Annex A, section A.5.1.2, was applied as the minimum decoder could not fulfil the service requirements.

In addition, note that if the FEC source block structure is chosen with proper alignment, for example with the random access points of the video stream, then the FEC latency can be absorbed into the video decoding buffer latency. This would mean that the protection period is in general not additive to the end-2-end latency, but generally lower. With encoding parameters and alignment strategies, even no difference in the latency may be observed when FEC is used and when it is not.
10 
Recommendations

The support of an application layer error recovery mechanism is not required for all networks, in particular for networks that can fulfil the desired IPTV service requirements.
In the case that a network cannot fulfil the packet loss requirements necessary to achieve the IPTV service requirements, the use of an application layer error recovery mechanism is recommended. 

For an application layer error recovery mechanism based on FEC, the DVB-IP AL-FEC in Annex A of this document is recommended. 

· The relation of this AL-FEC mechanism to the QoS classes in Y.1541 [ITU-Y.1541], especially recommended parameters settings for different QoS classes and different services is discussed in section 9.2.2, specifically in Table 1. Consumer television quality can be achieved using the standard Y.1541 QoS Classes 0 and 1 together with the DVB-IP AL-FEC mechanism, low to modest overhead and the enhanced decoder according to Annex A, section A.5.1.2.
Editor’s Note: An application layer error recovery mechanism based on retransmission may also be recommended.
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Annex A

Editor’s note: The following text is a cut and paste of part of the references as well as Annex E of the ETSI draft TS102 034 v1.3.1 under the study item reference RTS/JTC-DVB-206. Note that ETSI draft TS102 034 v1.3.1 has been approved by the DVB project. As soon as this Technical Specification, from which the text has been cut and pasted, has been approved by ETSI, this Annex will be removed and all pointers to this Annex within this document will be replaced by [Annex E, ETSI TS102 034].
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A.1
Introduction

This Annex defines an optional protocol for Application Layer FEC (AL-FEC) protection of streaming media for DVB-IP services. This AL-FEC protocol is a layered protocol based on a combination of the following two forward error correction codes:

· a simple packet-based interleaved parity code, equivalent to a subset the code defined in [4]

· the Raptor code, as defined in [1] and [2]

Note that the code defined in [4] is only applicable to the case of media carried within a single RTP flow. In this case, FEC repair packets may be sent in one (or more) layers, the first layer containing packets generated by the interleaved parity code and the optional second and subsequent layers containing packets generated by the DF Raptor code. Receivers process only packets from the layer or layers they support. A key property of the code defined in this specification is that simultaneous support of multiple layers is possible and FEC packets from these multiple layers can be combined at the receiver to achieve error correction performance which is better than any single layer alone.

Section A.3 of this Annex defines the first layer, based on [4].

Section A.4 of this Annex defines the subsequent layers, based on [1] and [2].

Section A.5 of this Annex describes hybrid decoding procedures which can make use of packets from all layers of the code.

Finally, Section A.6 of this Annex defines complete FEC protocols for multicast and unicast video with both MPEG-2 Transport Stream encapsulation and direct transport of audio and video over RTP, constructed using the components described in the previous sections.

A.2
Terms and Acronyms
	Term/Acronym
	Definition/Description

	Bundle
	Collection of Streams (a.k.a. Flows) that are collected into a single Source Block, and used to generate a single stream of Repair Symbols. For example, a low-bitrate audio stream might be bundled with a high-bitrate stream, providing better FEC protection than if it hadn’t been bundled.

	Flow
	Another term for “Stream”, used in the context of Bundles.

	Intermediate Block
	A block of data derived from the original Source Block data in the case of DF Raptor Encoder or the combination of Received Source Symbols and Repair Symbols in the case of DF Raptor Decoder.

	Repair Symbol
	A Symbol generated by the DF Raptor Encoder that is derived from Source Symbols.

	Source Block
	A block of source data over which the DF Raptor Encoder provides FEC repair information.

	Source Symbol
	The unit of data from a Source Block. All Source Symbols within a source block are the same size.

	FEC
	Forward Error Correction

	Encoding Symbol
	A source symbol or a repair symbol

	Source Packet Information (SPI)
	Information included in a source block related to or from a source packet

	FEC Streaming Configuration Information
	Information which controls the operation of the FEC Streaming Framework.

	FEC Payload ID
	See [3]

	Source FEC Payload ID
	See [3]

	Repair FEC Payload ID
	See [3]

	FEC Object Transmission Information
	See [3] 

	FEC Encoding ID
	See [3]

	Content Delivery Protocol
	See [3]


Table A.1 - Terms and Acronyms

A.3
SMPTE 2022-1-based code

SMPTE 2022-1 [4] based coding MAY be applied for streams which meet the requirements of [5].

All requirements of [4] and [5] shall apply, with the modifications and exceptions as shown in Table A.2 below. Modifications/exceptions are classified as follows:

(R)
Additional requirement (normative)

(E)
Exception (normative)

(N)
Note (informative)

Table A.2: Modification/exceptions to [4] and [5]
	Section from [4] and [5]
	Modification/exception

	[4] 6.1 RTP/UDP/IP layer
	(R) The SSRC SHALL have the same value in every packet of the stream

	[4] 7 FEC scheme
	(N) The term “FEC Scheme” used here does not have the same meaning as “FEC Scheme” in the present document or in [1].

	[4] 7.1 FEC packet arrangement
	(E) When used with multiple layers, then the L * D block of packets protected by one or more FEC packets SHALL be wholly contained within a single source block of the Raptor code.

	[4] 7.1 FEC packet arrangement
	(E) Only the first FEC stream shall be supported

	[4] 6.1 FEC buffer overhead and latency implications
	(E) The limits defined in this section SHALL NOT apply. Receivers SHALL support values of L and D within the restrictions L*D <= 400 and L <= 40 (L is the burst size). Receivers MAY also support values of L and D outside this range.

	[4] 7.4 FEC header format
	(R) The D bit SHALL be set to 0

	[4] 7.4 FEC header format
	(R) The SNBase ext bits SHALL NOT be used

	[4] 7.5 FEC traffic shaping issues
	(E) The requirements of this section SHALL NOT apply.

	[4] 8 System Configuration
	(E) In the case of multicast, the FEC Stream MAY use a separate IP multicast destination address to support layered sending 

	Annex B Non block aligned FEC arrangement
	(E) The sending arrangement described in this Annex SHALL NOT be used.


A.4
Raptor code

A.4.1
Introduction

The FEC Building Block [3] defined by the IETF Reliable Multicast working group describes an approach to the specification of protocols using FEC but separates the definition of the protocol from the specification of the FEC code itself. In the language of the FEC Building Block, separate specifications are provided for “Content Delivery Protocols” and for “FEC Schemes”, the former defining the protocols and the latter defining the actual FEC codes. The FEC Building Block describes rules that both kinds of specification shall follow so that they can be used together and so it provides the “glue” between Content Delivery Protocols and FEC Schemes.

Following this approach, this section is organized as a number of modular components. These are then combined to form complete protocols suitable for the DVB-IP services. These components include:

· An FEC Streaming Framework, equivalent to that defined in [1], which provides an overall protocol framework for the application of FEC to media streams. This is described in Section A.4.2.

· A number of FEC Schemes, which define protocol components according to the IETF FEC Building Block [3] suitable for various classes of application and which define how the Raptor FEC code is applied for streaming applications. These are defined in Section A.4.3.

Complete protocol specifications for multicast and unicast video with both MPEG-2 Transport Stream encapsulation and direct transport of audio and video encapsulated in RTP are then described in Section A.5. In both cases, the construction is based on the building blocks described above. 

A.4.2
FEC Streaming Framework

A.4.2.1
Introduction

This section defines a framework for the definition of CDPs, in the sense of the FEC Building Block, which provides for FEC protection of streamed data flows over UDP. This section does not define a complete Content Delivery Protocol, but rather defines only those aspects that are expected to be common to all Content Delivery Protocols that support streaming data over UDP. 

The framework defined in this section is not specific to a single streaming application protocol. The framework provides FEC protection for application protocol flows over UDP and for combined protection of multiple such flows. For example, multiple RTP flows may be protected together with the associated RTCP flows and potentially also other related flows such as security protocol packets.

Content Delivery Protocols which use this framework shall provide for communicating two kinds of information from sender to receiver:

· FEC Streaming Configuration Information

· FEC Object Transmission Information

FEC Streaming Configuration Information is information independent of the FEC Scheme being used that is needed by the FEC Streaming Framework, e.g. the definition of the UDP flows that are protected by the FEC Streaming Framework. The FEC Streaming Configuration Information is defined in this section and the means to transport it (for example with Service Discovery Information) shall be defined by each Content Delivery Protocol.

FEC Object Transmission Information is information which is specific to a particular FEC Scheme. The FEC Object Transmission Information is defined by each FEC Scheme. Content Delivery Protocols shall define a means to transport the FEC Object Transmission Information from sender to receiver.

The architecture outlined above is illustrated in Figure A.1.

+ - - - - - - -- - - - - - - - - - - - - - - - - +

|                                                |

  +--------------------------------------------+

| |                                            | |

  |               Application                  |

| |                                            | |

  +--------------------------------------------+

| +---------------------------------+     |      |

  |    Application/                 |     |

| | Transport Protocol (e.g. RTP)   |     |      |

  |                                 |     |-Configuration/Coordination

| +---------------------------------+     |      |

                     ^                    |

|                    |  UDP flows         |      |

                     v                    v

| +--------------------------------------------+ |    +----------------+

  |                                            |      |                |

| |  FEC Streaming Framework (this section)    |------|   FEC Scheme   |

  |                                            |      |                |

| +--------------------------------------------+ |    +----------------+

                     ^

|                    |  UDP flows                |

                     v

| +--------------------------------------------+ |

  |                                            |

| |                   UDP                      | |

  |                                            |

  +--------------------------------------------+

| +--------------------------------------------+ |

  |                                            |

| |                  IP                        | |

  |                                            |

| +--------------------------------------------+ |

 Content Delivery Protocol

+ - - - - - - - - - - - - - - -  - - - - - - - - +

Figure A.1: FEC Streaming Framework Architecture

A.4.2.2


Procedural overview

A.4.2.2.1
General

The mechanism defined in this section consists of three components: 

(i) construction of a 'source block' from source media packets belonging to one or several UDP packet flows. The UDP flows MAY include, for example, RTP and RTCP packets and also other protocols related to the stream. 

(ii) optional extension of source packets to indicate the source block and the position within the source block occupied by the data from and related to the source packet. 

(iii) definition of repair packets, sent over UDP, which can be used by the FEC decoder to reconstruct missing portions of the source block. 

The protected data may be from several different UDP flows that are protected jointly. In general, multiple source blocks will be constructed for a stream; each source block is constructed from different sets of source packets. For example, each source block may be constructed from those source packets related to a particular segment of the stream in time. 

A receiver supporting this streaming framework SHALL support the packet format for FEC Source packets and SHALL also support the packet format for FEC Repair packets. 

This section does not define how the sender determines which source packets are included in which source blocks. A specific Content Delivery Protocol MAY define this mapping or it MAY be left as implementation dependent at the sender, possibly including some memory constraints at receivers. However, a CDP specification SHALL define how a sender communicates to the receiver themaximum length of time that the sender will allow between a source packet and a repair packet that protects that source packet. 

At the sender, the mechanism processes original UDP packets to create: 

(i) a stored copy of the original packets in the form of one or more 'source block(s)'. The source block is a logical block of data to which the FEC code will subsequently be applied. It is constructed by concatenating 'Source Packet Information' (SPI) for each source packet. Generally, the SPI for a packet contains a short identifier for the flow the packet belongs to, a length indicator for the packet, the UDP payload and possible padding bytes. 

(ii) FEC Source packets for transmission to the receiver. 

The FEC Streaming Framework uses the FEC encoder specified by the FEC Scheme in use to generate the desired quantity of repair symbols from a source block. These repair symbols are then sent using the FEC repair packet format to the receiver. The FEC Repair packets are sent to a UDP destination port different from any of the original UDP packets' destination port(s) as indicated by the FEC Streaming Configuration Information. 

The receiver recovers original source packets directly from any FEC Source packets received. The receiver also uses the received FEC Source Packets to construct a stored copy of the original packets in the same source block format as constructed at the sender. 

If any FEC Source packets related to a given source block have been lost, then this copy of the source block at the receiver will be incomplete. If sufficient FEC source and FEC Repair packets related to that source block have been received, the FEC Framework may use the FEC decoding algorithm defined by the FEC Scheme to recover a (hopefully, but not necessarily, complete) copy of the source block. The SPI for the missing source packets can then be extracted from the completed parts of the source block and used to reconstruct the source packets to be passed to the application. 

The receiver of FEC Source packets SHALL be able to identify the source block and the position within the source block occupied by the SPI derived from each packet. This information is know as FEC Source Packet Identification Information and may be communicated in several ways. The FEC Source Packet Identification Information  MAY be encoded into a specific field within the FEC Source packet format defined in this Annex, called the Source FEC Payload ID field. The exact contents and format of the Source FEC Payload ID field are defined by the FEC Scheme. Alternatively, the FEC Scheme or CDP MAY define how the FEC Source Packet Identification Information is derived from other fields within the source packets. This section defines the way that the Source FEC Payload ID field, if used, is appended to source packets to form FEC Source packets. 

The receiver of FEC Repair packets SHALL also be able to identify the source block and the relationship between the contained repair data and the original source block. This information is known as FEC Repair Packet Identification information. This information SHALL be encoded into a specific field, the Repair FEC Payload ID field, the contents and format of which are defined by the FEC Scheme. 

Any FEC Schemes to be used in conjunction with this framework SHALL be a systematic FEC Scheme and SHALL be based on source blocks. The FEC Scheme MAY define different FEC Payload ID field formats for FEC Source packets and FEC Repair packets. 

A.4.2.2.2
Sender Operation

It is assumed that the sender has constructed or received original data packets for the session. These may be RTP, RTCP or other UDP packets. The following operations describe a possible way to generate compliant FEC Source packet and FEC repair packet streams: 

1. A source block is constructed as specified in Section A.4.2.3.2, by concatenating the SPI for each original source packet. In doing so, the Source FEC Packet Identification Information of the FEC Source packet can be determined and included in the Source FEC Payload ID field, if used. In the SPI the identity of the packet's UDP flow is marked using a short 'UDP flow ID', defined in this Annex. The association of UDP flow specifications to UDP flow IDs is defined by the FEC Streaming Configuration Information. 

2. The FEC Source packet is constructed according to Section A.4.2.3.3. The identity of the original flow is maintained by the source packet through the use of the same UDP ports and IP addresses which have been advertised by the Content Delivery Protocol (for example using DVB Service Discovery), as carrying FEC Source packets generated from an original stream of a particular protocol (e.g. RTP, RTCP, etc.). The FEC Source packet generated is sent according to normal UDP procedures. 

3. The FEC encoder generates repair symbols from a source block and the FEC Streaming Framework places these symbols into FEC Repair packets, to be conveyed to the receiver(s). These repair packets are sent using normal UDP procedures to a unique destination port to separate them from any of the source packet flows. The ports to be used for FEC Repair packets are defined in the FEC Streaming Configuration Information. 

A.4.2.2.3
Receiver Operation

The following describes a possible receiver algorithm, when receiving an FEC source or repair packet: 

1. If an FEC Source packet is received (as indicated by the UDP flow on which was received): 

a. The original source packet is reconstructed by removing the Source FEC Payload ID, if used. The resulting packet MAY be buffered to allow time for the FEC repair.

b. The Source FEC Packet Identification Information is determined, either from the Source FEC Payload ID, if used, or by other means. 

c. The SPI for the resulting packet is placed into the source block according to the Source FEC Packet Identification Information and the source block format described in Section A.4.2.3.2. The IP addresses and UDP ports the packet was received on/sent from are used to determine the UDP flow ID within the SPI. 

2. If an FEC Repair packet is received (as indicated by the UDP flow on which it was received), the contained repair symbols are associated with a source block according to the Repair FEC Payload ID. 

3. If at least one source packet is missing and at least one repair packet has been received for a source block then FEC decoding may be desirable. The FEC decoder determines if the source block constructed in step 1 plus the associated repair symbols received in step 2 contains enough symbols for decoding of any or all of the missing source symbols in the source block and, if so, performs a decoding operation. 

4. Any SPI that was reconstructed during the decoding operation is then used to reconstruct the missing source packets and these are buffered as normal received source packets (see step 1a above). 

Note that the above procedure may result in a situation in which not all original source packets are recovered. 

A.4.2.3


Protocol Specification

A.4.2.3.1
General

This section specifies the protocol elements for the FEC Streaming Framework. The protocol consists of three components which are described in the following sections: 

1. Construction of a source block from source packets. The FEC code will be applied to this source block to produce the repair data. 

2. A format for packets containing source data. 

3. A format for packets containing repair data. 

The operation of the FEC Streaming Framework is governed by certain FEC Streaming Configuration Information. This configuration information is also defined in this section. A complete protocol specification that uses this framework SHALL specify the means to determine and communicate this information between sender and receiver.

A.4.2.3.2
Structure of Source Block

This clause defines the layout of the source block. A source block consists of the concatenation of SPI for at least one original source UDP packet. 

Let 

n
be the number of UDP packets in the source block. n MAY be determined dynamically during the source block construction process. 

T
be the source symbol size in bytes. Note: this information is provided by the FEC Scheme as defined in SectionA.4.2.3.6.

i
the index to the ( i+1)-th UDP packet to be added to the source block, 0 <= i < n.

R[i]
denote the number of octets of the UDP payload of the i-th UDP packet. 

l[i]
be a length indication associated with the i-th UDP packet – the nature of the length indication is defined by the FEC Scheme 

L[i]
denote two octets representing the value of l[i] in network byte order (high order octet first)  of the i-th UDP packet.

f[i]
denote an integer 'UDP flow ID' identifying the UDP flow from which the i-th packet was taken 

F[i]
denote a single octet representing the value of f[i] 

s[i]
be the smallest integer such that s[i]*T >= (l[i]+3). Note s[i] is the length of SPI[i] in units of symbols of size T bytes. 

P[i]
denote s[i]*T-(l[i]+3) zero octets. Note: P[i] are padding octets to align the start of each UDP packet with the start of a symbol. 

SPI[i]
be the concatenation of F[i] ,L[i], R[i] and P[i]. 

Then, the source block is constructed by concatenating SPI[i] for i = 0, 1, 2, ... n-1. The source block size, S, is then given by sum {s[i]*T, i=0, ..., n-1}. 

Source blocks are identified by integer Source Block Numbers and symbols within a source block by integer Encoding Symbol IDs. This section does not specify how Source Block Numbers are allocated to source blocks. Symbols are numbered consecutively starting from zero within the source block. Each source packet is associated with the Encoding Symbol ID of the first symbol containing SPI for that packet. Thus, the Encoding Symbol ID value associated with the j-th source packet, ESI[j], is given by 

ESI[j] = 0, for j=0 

ESI[j] = sum{s[i], i=0,...,(j-1)}, for 0 < j < n 

The Source FEC Packet Identification Information consists of the identity of the source block and the Encoding Symbol ID associated with the packet.

A UDP flow is uniquely defined by an IP source and destination address and UDP source and destination port values. The assignment of UDP flow ID values to UDP flows is part of the FEC Streaming Configuration Information. 

A.4.2.3.3
Packet format for FEC Source packets

The packet format for FEC Source packets SHALL be used to transport the payload of an original source UDP packet. As depicted in Figure A.2, it consists of the original UDP packet, followed, optionally, by the Source FEC Payload ID field, if used. 

+------------------------------------+

|             IP header              |

+------------------------------------+

|            UDP header              |

+------------------------------------+

|       Original UDP Payload         |

+------------------------------------+

|  Source FEC Payload ID (optional)  |

+------------------------------------+

Figure A.2: Structure of FEC Source Packets

The IP and UDP header fields SHALL be identical to those of the original source packet. The Original UDP Payload field SHALL be identical to the UDP payload of the original source packet. The UDP payload of the FEC Source packet SHALL consist of the Original UDP Payload followed by the Source FEC Payload ID field. 

The Source FEC Payload ID field, if present, contains information required for the operation of the FEC algorithm, in particular for the derivation of the Source FEC Packet Identification Information. The format of the Source FEC Payload ID and the derivation of the Source FEC Packet Identification Information are defined by the FEC Scheme. Note that the FEC Scheme or CDP may define a means to derive the Source FEC Packet Identification Information from other information in the source packet (for example the RTP Sequence number).In this case the Source FEC Payload ID field described here is not appended to the packet and the Source FEC packet is identical in every way to the original Source packet. 

A.4.2.3.4
Packet Format for FEC Repair packets

The packet format for FEC Repair packets is shown in Figure A.3. The UDP payload consists of a Repair FEC Payload ID field and one or more repair symbols generated by the FEC encoding process. 

+------------------------------------+

|             IP header              |

+------------------------------------+

|            UDP header              |

+------------------------------------+

|       Repair FEC Payload ID        |

+------------------------------------+

|          Repair Symbols            |

+------------------------------------+

Figure A.3: FEC Repair packet format

The Repair FEC Payload ID field contains information required for the operation of the FEC algorithm. This information is defined by the FEC Scheme. The format of the Repair FEC Payload ID field is defined by the FEC Scheme. 

Any number of whole repair symbols may be contained within an FEC Repair packet, subject to packet size restrictions or other restrictions defined by the FEC Scheme. The number of repair symbols within a packet can be determined from the symbol length and the packet length. Partial repair symbols SHALL NOT be included in FEC repair packets. 

A.4.2.3.5
FEC Streaming Configuration Information

The FEC Streaming Configuration Information is information that the FEC Streaming Framework needs in order to apply FEC protection to the UDP flows. A complete Content Delivery Protocol specification for streaming that uses the framework specified here SHALL include details of how this information is derived and communicated between sender and receiver. 

The FEC Streaming Configuration Information includes identification of a number of UDP packet flows. Each UDP packet flow is uniquely identified by a tuple { Source IP Address, Destination IP Address, Source UDP port, Destination UDP port }. 

A single instance of the FEC Streaming Framework provides FEC protection for all packets of a specified set of source UDP packet flows, by means of one or more UDP packet flows containing repair packets. The FEC Streaming Configuration Information includes, for each instance of the FEC Streaming Framework: 

1. Identification of the UDP packet flow(s) carrying FEC Repair packets, known as the FEC repair flow(s). 

2. For each source UDP packet flow protected by the FEC repair flow(s): 

a. Identification of the UDP packet flow carrying source packets. 

b. An integer identifier, between 0 and 255, for this flow. This identifier SHALL be unique amongst all source UDP packet flows which are protected by the same FEC repair flow. 

3. The FEC Scheme that is to be applied

Multiple instances of the FEC Streaming Framework, with separate and independent FEC Streaming Configuration Information, may be present at a sender or receiver. A single instance of the FEC Streaming Framework protects all packets of all the source UDP packet flows identified in (2) above i.e. all packets on those flows SHALL be FEC Source packets as defined in Section A.4.2.3.3. A single source UDP packet flow SHALL NOT be protected by more than one FEC-SF instance. 

A single FEC repair flow provides repair packets for a single instance of the FEC-SF. Other packets SHALL NOT be sent within this flow i.e. all packets in the FEC repair flow SHALL be FEC repair packets as defined in Section A.4.2.3.4 and SHALL relate to the same FEC Streaming Framework instance. 

The FEC Streaming Framework SHALL be informed of the symbol size to be used for each source block. This information MAY be included in the FEC Streaming Configuration Information or it MAY be communicated by other means, for example within the FEC Repair Payload ID field. A complete Content Delivery Protocol specification SHALL specify how this information is communicated between sender and receiver. 

A.4.2.3.6
FEC Scheme requirements

In order to be used with this framework, an FEC Scheme SHALL: 

- adhere to the requirements of [3].

- be systematic 

- be based on source blocks which are non-overlapping and contiguous within the stream

- specify how the Source Block Number and Encoding Symbol ID associated with a source packet are derived or communicated from sender to receiver (for example, within the Source FEC Payload ID field) 

- specify how the symbol length is derived or communicated from sender to receiver (for example, as part of the FEC Object Transmission Information).

- specify how the length indication, l[i], included in the Source Packet Information, is derived from a UDP packet.

- specify how the Source Packet Information length, s[i], is derived from a UDP packet.

A.4.3
FEC Schemes for streaming

A.4.3.1

Raptor FEC Scheme for arbitrary packet flows

This clause defines an FEC Scheme for Raptor protection of arbitrary packet flows over UDP. 
A.4.3.1.1
Formats and Codes

A.4.3.1.1.1
FEC Object Transmission Information

This FEC Object Transmission Information elements for this FEC Scheme and their value ranges are as follows:

Maximum Source Block Length

A non-negative integer less than 216, in units of symbols
Encoding Symbol Size

A non-negative integer less than 216, in units of bytes

An encoding format for this information in a 4 octet field is defined in Figure A.4 below:

                     1                   2                   3

 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|       Symbol Size (T)         |   Max. Source Block Length    |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure A.4: Encoded Common FEC Object Transmission Information for Raptor FEC Scheme for arbitrary packet flows

A.4.3.1.1.2
FEC Payload ID

A.4.3.1.1.2.1
Source FEC Payload ID
The Source FEC payload ID is composed as follows:
                        1                   2                   3

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|   Source Block Number (SBN)   |   Encoding Symbol ID (ESI)    |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure A.5: Source FEC Payload ID format for Raptor FEC Scheme for arbitrary packet flows

Source Block Number (SBN), (16 bits): An integer identifier for the source block that the source data within the packet relates to.

Encoding Symbol ID (ESI), (16 bits): The starting symbol index of the source packet in the source block.
The interpretation of the Encoding Symbol Identifier is defined by the FEC Streaming Framework (See SectionA.4.2).
A.4.3.1.1.2.2
Repair FEC Payload ID

The structure of the Repair FEC Payload ID is defined in Figure A.6 below:

                     1                   2                   3

 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|   Source Block Number (SBN)   |   Encoding Symbol ID (ESI)    |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

|   Source Block Length (SBL)   |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
Source Block Number (SBN), (16 bits): An integer identifier for the source block that the repair symbols within the packet relate to.

Encoding Symbol ID (ESI), (16 bits): integer identifier for the encoding symbols within the packet.

Source Block Length (SBL), (16 bits): The number of source symbols in the source block.
Figure A.6: Repair FEC Payload ID

The interpretation of the Source Block Number, Encoding Symbol Identifier and Source Block Length is defined by the FEC Code Specification.
A.4.3.1.2
Procedures

This FEC Scheme uses the procedures of the framework defined in Section  REF  anchor9  \* MERGEFORMAT A.4.2.2 to construct a source block to which the FEC code can be applied. The sender SHALL allocate Source Block Numbers to source blocks sequentially, wrapping around to zero after Source Block Number 216-1.
During the construction of the source block as per Section A.4.2.3.2,

-
The length indication, l[i], included in the Source Packet Information for each packet shall be the UDP payload length.

-
The value of s[i] in the construction of the Source Packet Information for each packet shall be the smallest integer such that s[i]*T >= (l[i]+3). 

A.4.3.1.3
FEC Code specification

The Raptor FEC encoder defined in Section E7 SHALL be used. The source block passed to the Raptor FEC encoded SHALL consist of the Source Block constructed according to Section A.4.2.3.2 extended with zero or more padding symbols such that the total number of symbols in the source block is equal to the Maximum Source Block Length signaled in the FEC Object Transmission Information. Thus the value of the parameter K used by the FEC encoded is equal to the Maximum Source Block Length for all blocks of the stream. Padding symbols shall consist entirely of bytes set to the value zero.

The symbol size, T, to be used for source block construction and the repair symbol construction are is equal to the Encoding Symbol Size signaled in the FEC Object Transmission Information. The parameter T shall be set such that the number of source symbols in any source block is at most KMAX = 8192.  

The Maximum Source Block Length parameter – and hence the number of symbols used in the FEC Encoding and Decoding operations - SHALL be set to one of the values specified in Section A.7. Recommended derivation of other parameters is presented in section A.4.3.1.6.

A.4.3.1.4
Encoding packet construction

As described in section A.4.2.3.4, each repair packet contains the following information:

-
Source Block Number (SBN)

-
Encoding Symbol ID (ESI)

-
Source Block Length (SBL)

-
repair symbol(s)

The number of repair symbols contained within a repair packet is computed from the packet length. The ESI value placed into a repair packet is given by the following formula:

ESIrepair = Irepair + K
Where Irepair is the index of the repair symbol in the sequence of repair symbols generated according to Section  A.7, where the first repair symbol has index 0, the second index 1 etc. and K is the number of source symbols (equal to the Maximum Source Block Length parameter).

The Source Block Length field of the Repair FEC Payload ID field SHALL be set to the number of symbols included in the Source Packet Information of packets associated with the source block i.e. before padding to the Maximum Source Block Length.

A.4.3.1.5
Transport

This sub-clause describes the information exchange between the Raptor encoder/decoder and any transport protocol making use of Raptor forward error correction for streaming.

The Raptor encoder for streaming requires the following information from the transport protocol for each source block:

-
The symbol size, T, in bytes

-
The number of symbols in the source block, K
-
The Source Block Number (SBN)
-
The source symbols to be encoded

The Raptor encoder supplies the transport protocol with encoding packet information consisting, for each repair packet, of:

-
Source Block Number (SBN) 

-
Encoding Symbol ID (ESI)

-
Source Block Length (SBL)

-
repair symbol(s)

The transport protocol shall communicate this information transparently to the Raptor decoder.

A suitable transport protocol is defined in this specification.

A.4.3.1.6
Example parameters
A.4.3.1.6.1
Parameter derivation algorithm

This section provides recommendations for the derivation of the transport parameter T. This recommendation is based on the following input parameters:

-
B
the maximum source block size, in bytes. For further explanation, see below.

-
A
the symbol alignment factor, in bytes, i.e. symbol size T is a multiple of A.
-
P
the maximum repair packet payload size (not including Repair FEC Payload ID), in bytes, which SHALL be multiple of A
-    
KMAX
the maximum number of source symbols per source block. As defined in Section A.7, KMAX = 1281.
-
KMIN
a minimum target on the number of symbols per source block

-
GMAX 
a maximum target number of symbols per repair packet
A requirement on these inputs is that ceil(B/P) ≤ KMAX.  Based on the above inputs, the transport parameter T is calculated as follows:

 Let,


G = min{ceil(P·KMIN/B), P/A, GMAX}
- the approximate number of symbols per packet

T = floor(P/(A·G))·A
The value of T derived above should be considered as a guide to the actual value of T used. It may be advantageous to ensure that T divides into P, or it may be advantageous to set the value of T smaller to minimize wastage when full size repair symbols are used to recover partial source symbols at the end of lost source packets (as long as the maximum number of source symbols in a source block does not exceed KMAX).  Furthermore, the choice of T may depend on the source packet size distribution, e.g., if all source packets are the same size then it is advantageous to choose T so that the actual payload size of a repair packet P’, where P’ is a multiple of T, is equal to (or as few bytes as possible larger than) the number of bytes each source packet occupies in the source block.

Recommended settings for the input parameters, A, KMIN  and GMAX are as follows:


A = 16


KMIN = 640


GMAX = 10
A.4.3.1.6.2
Examples

The above algorithm leads to transport parameters as shown in Table A.3 below, assuming the recommended values for A, KMIN and GMAX and P = 1424:
Table A.3: Example parameters settings

	1. Max source block size B
	2. G
	3. Symbol size T
	4. G∙T

	5. 16KB
	6. 10
	7. 128
	8. 1280

	9. 32KB
	10. 10
	11. 128
	12. 1280

	13. 128KB
	14. 7
	15. 192
	16. 1344

	17. 256KB
	18. 4
	19. 352
	20. 1408


A.4.3.2

Raptor FEC Scheme for a single sequenced packet flow

This section defines an FEC Scheme for FEC protection of a single packet flow in which source packets each carry a unique sequence number. We call such a packet flow a “sequenced flow”. A primary example would be FEC protection of an RTP flow containing an MPEG-2 Transport Stream within which all data for the service is multiplexed. In this case the RTP Sequence Numbers can be used to derive the Source FEC Packet Identification Information.

Compared to the FEC Scheme defined in Section A.4.3.1, the primary advantage of this scheme is that it does not modify source packets in any way. As a result this FEC scheme can be used in the presence of legacy equipment which would not recognize source packets which had been modified according to the schemes defined in Section A.4.3.1.
In this FEC Scheme, the role played by the Source FEC Payload ID in the scheme of Section A.4.3.1 is replaced by the sequence number. The sequence numbers of packets within each flow to be protected SHALL be incremented by one for each packet in the stream.

The size of the Source Packet Information within a given Source Block for each packet within a given sequenced flow SHALL be the same and is derived from the size of the FEC Repair packets, which SHALL also all be the same size for a given source block. 

A.4.3.2.1
Formats and Codes

A.4.3.2.1.1
FEC Object Transmission Information

See Section A.4.3.1.1.1
A.4.3.2.1.2
FEC Payload ID

A.4.3.2.1.2.1
Source FEC Payload ID
The Source FEC Payload ID field is not used by this FEC Scheme. Source packets are not modified by this FEC Scheme.
A.4.3.2.1.2.2
Repair FEC Payload ID

The Repair FEC Payload ID format for this FEC Scheme is shown in Figure A.7 below:

                     1                   2                   3   

 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

|    Initial Sequence Number    |      Encoding Symbol ID       |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

|      Source Block Length      |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
Figure A.7: Repair FEC Payload ID format

Initial Sequence Number (Flow i ISN) – 16 bits
This field specifies the lowest 16 bits of the sequence number of the first packet to be included in this sub-block. If the sequence numbers are shorter than 16 bits then the received Sequence Number SHALL be logically padded with zero bits to become 16 bits in length respectively.
Encoding Symbol ID (ESI) – 16 bits
This field indicates which repair symbols are contained within this repair packet. The ESI provided is the ESI of the first repair symbol in the packet.

Source Block Length (SBL) – 16 bits
This field specifies the length of the source block in symbols.

A.4.3.2.2
Procedures

This FEC Scheme uses the procedures of the framework defined in Section  REF  anchor9 A.4.2 to construct a source block to which the FEC code can be applied. The sender SHALL allocate Source Block Numbers to source blocks sequentially, wrapping around to zero after Source Block Number 216-1.

During the construction of the source block as per Section A.4.2.3.2,

-
The length indication, l[i], included in the Source Packet Information for each packet shall be dependent on the protocol that is carried. Rules for RTP are specified below in Section A.4.3.2.2.3.

-
The value of s[i] in the construction of the Source Packet Information for each packet shall be equal to the number of repair symbols placed in each repair packet, which SHALL be the same for all repair packets of a block.

A.4.3.2.2.1
Derivation of Source FEC Packet Identification Information

The Source FEC Packet Identification Information for a source packet is derived from the sequence number of the packet and information received in any Repair FEC packet belonging to this Source Block. Source blocks are identified by the sequence number of the first source packet in the block. This information is signaled in all Repair FEC packets associated with the source block in the Initial Sequence Number field.

The length of the Source Packet Information (in bytes) for source packets within a source block is equal to length of the payload containing encoding symbols of the repair packets (i.e. not including the Repair FEC Payload ID) for that block, which SHALL be the same for all repair packets. The Source Packet Information Length (SPIL) in symbols is equal to this length divided by the Encoding Symbol Size (which is signaled in the FEC Object Transmission Information).

The set of source packets which are included in the source block is determined from the Initial Sequence Number (ISN) and Source Block Length (SBL) as follows:

Let,

I be the Initial Sequence Number of the source block

LP be the Source Packet Information Length in symbols

LB be the Source Block Length in symbols
Then, source packets with sequence numbers from I to I +LB/LP-1 inclusive are included in the source block.
Note that if no FEC Repair packets are received then no FEC decoding is possible and it is unnecessary for the receiver to identify the Source FEC Packet Identification Information for the source packets.

The Encoding Symbol ID for a packet is derived from the following information:

The sequence number, Ns, of the packet

The Source Packet Information Length for the source block, LP
The Initial Sequence Number of the source block, I
Then the Encoding Symbol ID for packet with sequence number Ns is determined by the following formula:
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Note that all repair packet associated to a given Source Block SHALL contain the same Source Block Length and Initial Sequence Number.

A.4.3.2.2.2
Derivation of repair packet Encoding Symbol IDs

The Encoding Symbol ID for a repair packet indicates which repair symbols the packet contains. This is given directly by the Encoding Symbol ID field of the Repair FEC Payload ID.

A.4.3.2.2.3
Procedures for RTP flows

In the specific case of RTP packet flows, then the RTP Sequence Number field SHALL be used as the sequence number in the procedures described above.

The length indication included in the Source Packet Information SHALL be the RTP payload length plus the length of the CSRCs, if any, and the RTP padding bytes, if any. Note that this length is always equal to the UDP payload length of the packet, minus 12.
A.4.3.2.3
FEC Code specification

The requirements of section A.4.3.1 apply.

A.4.3.2.4
Example parameters

A.4.3.2.4.1
Parameter derivation algorithm

It is recommended that the algorithm of Section A.4.3.1.6.1 is used.

In the case of RTP streams carrying MPEG-2 Transport Streams, then the maximum repair packet size should be set to

P = ceil((n·188 + 15)/A)·A
Where n is the nominal number of 188 byte TS packets per IP Source packet.

The maximum source block size is determined by application configuration at the sender.
A.4.3.2.4.2
Examples

The above algorithm leads to transport parameters for MPEG-2 Transport Streams as shown in Table A.4 below, assuming the recommended values for A, KMIN and GMAX:

Table A.4: Example parameters settings

	21. Maximum packets per protection period
	22. Nominal TS packets per IP packet
	23. Maximum Packet Size, P
	24. Maximum Source Block Size, B
	25. G
	26. Symbol size T

	27. 100
	28. 7
	29. 1344
	30. 134400
	31. 7
	32. 192

	33. 200
	34. 7
	35. 1344
	36. 268800
	37. 4
	38. 336

	39. 300
	40. 7
	41. 1344
	42. 403200
	43. 3
	44. 672

	45. 400
	46. 7
	47. 1344
	48. 537600
	49. 2
	50. 672


A.5

FEC Decoder

A.5.1

Decoder requirements (normative)

A.5.1.1
Minimum decoder requirements
FEC decoders that are compliant to this Annex shall support processing of the SMPTE 2022-1 [4] packets. This means that whenever:

(1) an SMPTE 2022-1 FEC packet has been received and 

(2) all but one of the media packets protected by this FEC packet have been received within the previous max-block-size source packets and/or within a time window beginning max-block-size-time before the current time and
(3) the time at which the remaining media packet is useful to the media decoder has not passed,

then, the SMPTE 2022-1 decoding operation shall be applied and the resulting recovered packet passed to the media decoder.

Note that the above requirement applies independently of the arrival time or order of the packets involved. The parameters max-block-size  and max-block-size-time are part of the FEC Configuration Information and are discussed further in Section A.6.

A.5.1.2
Enhanced decoder requirements

FEC decoders may additionally support Raptor FEC packets. In this case, if a receiver receives a mathematically sufficient set of encoding packets (which may include both SMPTE 2022-1 FEC packets and Raptor FEC packets) for reconstruction of a source block within the previous max-block-size source packets and/or within a time window beginning max-block-size-time before the current time then the decoder shall recover the entire source block. Note that the example decoder procedures described in Section A.5.2 fulfil this requirement and thus a decoder is compliant to this Annex only if it can successfully decode given any set of packets with which the example decoder can also decode.
A.5.2.
Hybrid decoding procedures (informative)

A.5.2.1
Outline

In the case that a receiver receives FEC repair packets from multiple layers, including packets generated according to the codes of both sections A.3 and A.4, then combined decoding may be provided. This section outlines procedures which may be followed to achieve this.

Combined decoding proceeds in 3 steps:

Step 1: SMPTE 2022-1 decoding

In this step, the packets encoded according to SMPTE 2022-1[4], together with the received source packets, are processed as usual to recover zero of more source packets.

Step 2: Raptor decoding

In this step, if source packets are still missing, then packets encoded according to Raptor, together with the received source packets and any source packets which were recovered in Step 1, are processed using standard Raptor decoding procedures (for example as described in [2]) to recover zero of more source packets.

Step 3: Hybrid decoding

In this step, if source packets are still missing, then remaining (unprocessed) SMPTE 2022-1 [4]  packets are converted to a form in which they can be added to the Raptor decoding process, and Raptor decoding is then continued.

Conversion of SMPTE 2022-1 packets and their use in Raptor decoding are described in the following sections.

A.5.2.2
Conversion of SMPTE 2022-1 packets

The objective of this conversion operation of SMPTE 2022-1 packets is to convert them into a form such that they can be included in the Raptor decoding process. According to SMPTE 2022-1, each FEC packet is constructed by applying a protection operation, based on the exclusive OR operation (XOR), to a number, D, of the source packets (the “protected packets”). The UDP payload of the SMPTE 2022-1 packet contains the following data (amongst other fields):

· An FEC header containing:

· The Length Recovery field, which is the XOR of the RTP payload lengths of the protected packets 

· The XOR of the Payload Type (PT) fields of the RTP headers of the protected packets

· The XOR of the Timestamp (TS) fields of the RTP headers of the protected packets

· The XOR of the RTP payloads of the protected packets

In the first step of the conversion operation, the fields of each received or recovered source packet protected by a received SMPTE 2022-1 FEC packet, are XORed into the corresponding fields of the FEC packet. After this operation, the fields of the FEC packet are each equal to the XOR of the corresponding fields of the remaining (unrecovered) protected packets (which we call the “unrecovered protected packets”).

In the second step of the conversion operation, for each remaining SMPTE 2022-1 FEC packet, the following fields are concatenated to form a ‘virtual’ Raptor repair packet payload:

· A single zero byte

· A two byte length indication, which is equal to the XOR of the RTP payload lengths of the unrecovered protected packets, taken directly from the SMPTE 2022-1 FEC packet

· A two-bit field, which is equal to the XOR of the RTP Version fields of the unrecovered protected packets. This is equal to zero if the number of unrecovered protected packets is even and 2 otherwise.

· Seven (7) zero bits, corresponding to the XOR of the RTP Padding (P), Extension (X), CSRC Count (CC) and Marker (M) bits of the unrecovered protected packets, which are all required to be zero according to SMPTE 2022-1.

· A seven (7) bit field equal to the XOR of the RTP Payload Type (PT) fields of the unrecovered protected packets (taken directly from the corresponding field of the SMPTE 2022-1 FEC header).

· A 16-bit field equal to the XOR of the RTP Sequence Number fields of the unrecovered protected packets. The Sequence Numbers of the unrecovered protected packets can be explicitly calculated based on the SNbase, offset and NA values of the FEC header of the FEC packet as per SMPTE 2022-1.

· A 32-bit field equal to the XOR of the RTP Timestamp (TS) fields of the unrecovered protected packets (taken directly from the corresponding field of the SMPTE 2022-1 FEC header).

· A 32-bit field equal to the XOR of the RTP SSRC fields of the unrecovered protected packets. This is equal to zero if the number of unrecovered protected packets is even and equal to the SSRC of the stream otherwise.

· The XOR of the RTP payloads of the unrecovered protected packets, taken directly from the remainder of the SMPTE 2022-1 FEC packet

· A number of zero-valued padding bytes, such that the total length of the “virtual” repair packet payload is equal to the length of the other Raptor repair packet payloads (which are required to all be the same according to SectionA.4.3.2.5).

The resulting “virtual” repair packet payload is then equal to the XOR of the Source Packet Information of the unrecovered protected packets. 

A.5.2.3
Extension of Raptor decoding

A possible Raptor decoding algorithm is described in Section C.7 of [2] in terms of a Gaussian Elimination process upon a matrix A. If decoding is not possible without use of the SMPTE 2022-1 packets, then this decoding process will fail during the second phase described in Section C.7 of [2]. At this point, the matrix A has less than L non-zero rows (Note, the symbol L here denotes the number of intermediate symbols of the Raptor code as defined in [2], not the L value associated with the SMPTE 2022-1 packets).

Let G be the number of symbols per packet (which can be calculated as the Raptor repair packet payload size divided by the symbol size). Then each “virtual” Raptor repair packet constructed above consists of exactly G new symbols, each of which is the XOR of exactly Ns source symbols (which we call the “unrecovered protected symbols”), where Ns is the number of unrecovered protected packets associated with the SMPTE 2022-1 FEC packet from which the “virtual” Raptor repair packet was constructed.

For each such new symbol, a new row is added to the decoding matrix A. This row is constructed as follows:

· The row is initialized to zero

· For each of the Ns unrecovered protected symbols, the LTEnc generator is used to determine the set of intermediate symbols whose sum is equal to the unrecovered protected symbol. For each such intermediate symbol a ‘1’ is XORed into the appropriate position of the new row

Phase two of the decoding process is then continued with these additional rows and symbols.
A.6
FEC Content Delivery Protocols


This section defines several complete FEC Content Delivery Protocols, making use of the components defined in the foregoing sections.

A.6.1
Multicast MPEG-2 Transport Stream over RTP

This section defines a Content Delivery Protocol for FEC protected multicast delivery of MPEG-2 Transport Streams over RTP.

A.6.1.1
Control protocols

FEC Configuration information SHALL be delivered using the DVB Service Discovery mechanisms as described in Section 5. The DVB Broadcast Discovery record MAY contain the multicast address(es) and port(s) for one or more FEC layers. Receivers may choose which layers to join depending on capability and local configuration.

When the Raptor layer is provided, the Flow ID within the Source Packet Information for the MPEG-2 TS flow SHALL be zero.

A.6.1.2
Transport protocol

The MPEG-2 Transport Stream shall be transported according to clause 7.1.1.

FEC protection of the MPEG-2 Transport Stream MAY be provided according to Sections A.3 and A.4 above. When a Raptor layer is provided, the FEC Scheme defined in A.4.3.2 SHALL be used.

A.6.2

Unicast MPEG-2 Transport Stream over RTP

This section defines a Content Delivery Protocol for FEC protected unicast delivery of MPEG-2 Transport Streams over RTP.

A.6.2.1
Control protocols

The receiver shall indicate in the Transport header of the RTSP SETUP request which FEC layers are requested by supplying port numbers that should be used for the FEC repair packets. Only requested FEC layers shall be sent to the receiver.

The server may supply the FEC parameters max-block-size, max-block-size-time and FEC Object Transmission Information in the Transport header of the RTSP SETUP response.

The Flow ID for the MPEG-2 TS flow SHALL be zero.

A.6.2.2
Transport protocol

The MPEG-2 Transport Stream shall be transported according to clause 7.1.1.

FEC protection of the MPEG-2 Transport Stream MAY be provided according to Sections A.3 and A.4 above. When a Raptor layer is provided, the FEC Scheme defined in A.4.3.2 SHALL be used.

A.6.3
Generic multicast video (informative)

This section defines a Content Delivery Protocol for FEC protected multicast delivery of arbitrary audio/video streams (for example H.264 encapsulated in RTP or MPEG-2 TS encapsulated in UDP).
A.6.3.1
Control protocols

FEC Configuration information SHALL be delivered using the DVB Service Discovery mechanisms as described in Section 5. The DVB Broadcast Discovery record MAY contain the multicast address(es) and port(s) for one or more FEC layers. Receivers may choose which layers to join depending on capability and local configuration.

A.6.3.2
Transport protocols

The audio/video stream is assumed to be carried by one or more UDP flows. FEC protection of these UDP flows MAY be provided using the procedures of Section A.4.2.2 and in particular the FEC Scheme defined in Section A.4.3.1.

A.6.4
Generic unicast video (informative)

This section defines a Content Delivery Protocol for FEC protected unicast delivery of arbitrary audio/video streams (for example H.264 encapsulated in RTP). This section is provided to describe how FEC can be applied to future extensions to the DVB IPI Handbook which address direct encapsulation of audio/video streams in RTP.
A.6.4.1
Control protocols

The receiver shall indicate in the Transport header of the RTSP SETUP request which FEC layers are requested by supplying port numbers that should be used for the FEC repair packets. Only requested FEC layers shall be sent to the receiver.

The server may supply the FEC parameters max-block-size, max-block-size-time and FEC Object Transmission Information in the Transport header of the RTSP SETUP response.

A.6.4.2
Transport protocols

The audio/video stream is assumed to be carried by one or more UDP flows. FEC protection of these UDP flows MAY be provided using the procedures of A.3 and in particular the FEC Scheme defined in Section A.4.

A.7. Raptor explicit encoding sequences

The Raptor code defined in this Annex is defined in terms of explicit encoding operation sequences which shall be applied to generate repair symbols from source symbols.

Note: The FEC code which results from these encoding sequences is identical to that generated by the procedures described in Annex C of [2]. As a results, the example decoder procedures described in [2] may be used.

The Maximum Source Block Size used with the FEC Schemes defined in Section A.4.3 SHALL be one of the following values:

101, 120, 148, 164, 212, 237, 297, 371, 450, 560, 680, 842, 1031, 1139, 1281

Explicit encoding operation sequences are provided for each of the block sizes indicated above, supporting highly efficient implementation of encoders for the Raptor code for these block sizes. 

This section describes the notation used for the encoding sequences. The encoding sequences are provided as text files attached to this specification.

Each text file consists of two parts, a “pre-coding” section and a “repair symbol encoding” section. The two sections of the file are separated by a blank line.

The encoding sequence assumes that the data to be encoded is stored in a (virtual) block of memory. Each virtual memory location stores a complete symbol. At the start of the process, the source symbols are assumed to be stored consecutively in memory locations 0 to K-1 inclusive, where K is the block size.

Additional working memory locations are required to be available up to and including memory location L-1, where L is given in the following table for each value of K. Note that the L value here is exactly the value of L calculated according to Annex C of [2]. The additional working memory shall be initialized to zero.

	K
	L

	101
	127

	120
	149

	148
	181

	164
	197

	212
	251

	237
	277

	297
	337

	371
	419

	450
	499

	560
	613

	680
	739

	842
	907

	1031
	1103

	1139
	1213

	1281
	1361


Figure A.8: Total memory requirement in symbols (L) for different block sizes

Each line of the “pre-coding” section of the text file consists of a series of memory location indices (in decimal notation), separated by spaces and each optionally preceded by the character “>”. Each line is interpreted as follows:

Let,


A
be a working register which stores one symbol


n
be the number of memory location entries on the line


mi
be the ith entry of the line, for i = 0, …, n-1


C[x]
be the symbol at memory location x

0
be the zero symbol (all bits are zero)


(
be the bitwise exclusive OR operation
The following algorithm should be followed for each line in sequence:

A := 0
FOR i = 0 to n-1


IF mi is preceded by “>” THEN



C[mi] := C[mi] ( A


ELSE



A := A ( C[mi]

ENDIF

Each line of the “repair symbol encoding” section of the file lists the memory locations which shall be XORed together to produce a repair symbol, the first line providing the list for the repair symbol with ESI K, the second for the repair symbol with ESI K+1 etc.

For example, when included within the pre-coding section of the file, the line:

4 8 3 5 > 7 6 > 10

Would result in the following symbol assignments:


C[7] := C[7] ( C[4] ( C[8] ( C[3] ( C[5]

and

C[10] := C[10] ( C[6] ( C[4] ( C[8] ( C[3] ( C[5]
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