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 IPTV Network control aspects

1 Scope

This working document describes different aspects for IPTV network control. It provides list of requirements to address control and signalling related to authentication and authorization, content delivery, quality of service (QoS), quality of experience (QoE) and security. 
2 References

The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this working document. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; all users of this working document are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.

The reference to a document within this working document does not give it, as a stand-alone document, the status of a Recommendation.

TBD


3 Definitions

This working document uses or defines the following terms:

TBD

4 Abbreviations

This working document uses the following abbreviations.
AS


CAC
Connection Admission Control
CDN 


Content delivery network
IGMP
Internet Group Management Protocol

IP
Internet Protocol
ISP   
Internet Service Provider
NNI
QoE
Quality of Experience

QoS
Quality of Service
SNI

UNI
5 Conventions

TBD

6 General requirements of IPTV Network control aspects

This section will describe general overview of IPTV network control aspects. There are many of views addressing to control aspects of IPTV networks. These overall requirements could be incorporated with high-level architectural model such as value chains among different players or domains.
7 Control and signalling aspects

7.1 Network Control

7.1.1 Multicast Network Control

Multicast network transport is one of the major drivers to promote IPTV service in telecommunication network. Multicast functionality is required to make efficient use of network bandwidth resources when delivering broadcast content. Therefore, multicast and its control function are important in network to deliver IPTV service content 
Because there can be various types of IP multicast schemes for efficient broadcast content delivery, it is required that each multicast scheme can be controlled.
Editor’s note: consideration how to develop requirements for the IPTV broadcasting service on the IP bearer network with various IP multicast capability.

NET_01: The equipment in transport stratum for IPTV service is recommended to support the static configuration of IP multicast distribution tree

NET_02: The equipment is recommended to support well designed dynamic IP multicast protocol to reduce influence for IPTV service
NET_03: The IPTV network is recommended to support multicast user authentication function. 
NET_04: The IPTV network is recommended to support alternative multicast schemes; such as CDN, overlay multicast, P2P, and so on. It is required to have a capability of managing different multicast schemes compatible.
NET_05: The IPTV network is recommended to support Multicast Protocol proxy in Access Node or other network node where multicast replicated to users.
NET_06: The IPTV network is recommended to support multicast in access network.
7.1.1.1 Multicast IP address management 

NET_07: The multicast IP address is recommended to be manageable to ensure the deployment of   IPTV service successfully.
NET_08: Multicast IP Address Transition is recommended to be supported for Cross- domain IPTV Broadcasting Service Stream.
NET_09: The IPTV network is recommended to support the Control of Users’ Multicast Address for user multicasting

7.1.1.2 Connection Admission Control 

NET_010: It is required that Connection Admission Control supported in Access network based on available resources. When end user subscribes to a multicast stream, access network will perform CAC: check if current available resources are enough for the new service subscription. The resources can be bandwidth, connection number and user service privilege profile.
NET_011: IPTV Multicast network is recommended to support multicast user authentication for multicast services of IPTV. 
NET_012: IPTV network is recommended to support configuring users’ corresponding multicast privileges according to the multicast group address. 

NET_013:  IPTV network is recommended to support configuring the relationship between users and their multicast privilege.

More specifically, IPTV network and multicast control function is recommended to support building privilege table for multicast users according to the multicast group address, so that when users receive IPTV multicast services, multicast network control deals with IPTV multicast services according to users' multicast privilege. and the multicast replication function is recommended to forward multicast media content to users which have the privilege of IPTV multicast services. That is to say, multicast network control will forward the IPTV service contents to the user only if the user has multicast privilege.  
For reason that some IPTV service traffic is mixed in access network,
NET_014: IPTV network is recommended to support the QoS class queues for each IPTV service stream or each IPTV service stream category.
NET_015: IPTV network is recommended to support queues control function to guarantee quality for IPTV service streams in access network. 
It is necessary to guarantee its quality of all using IPTV services (except Best Effort service) even if multiple services are used at a customer premise.
NET_016: IPTV network is recommended to support the Bandwidth Allocation Function (BAF) for IPTV service stream or for each IPTV service stream category in access network. 

For reference, the bandwidth allocation function can be operated based on the following information. 

· User ID

· Service Stream ID 

· Bandwidth 



Whole bandwidth of access line

Minimum guarantee bandwidth 

Maximum guarantee bandwidth
7.1.1.3 Attachment control network
The attachment control network is required to support the multicast control function and multicast replication function which provide IPTV multicast services for users. The multicast control function is recommended to build the privilege table for multicast users, and the multicast replication function is recommended to forward multicast media content to users which have the privilege of IPTV multicast services
Editor’s note: make a definition.

7.1.1.4 Multicast session identifier management
Because there can be various multicast schemes, it is required to describe multicast session uniquely; for example, a multicast session using pure IP multicast can be described by IP multicast address, but a multicast session using CDN can be described by URL. IPTV is recommended to manage identifier to describe a specific multicast session uniquely.
7.2 Multicast Availability Requirements

7.2.1 Multicast Service failure recovery 

NET_017: IPTV System is required to provide the capability for ensuring sufficient availability of multicast network for IPTV services.
Editor Note: What if one party in a multicast group wants to pause and restart a video?  Do you want users to be able to pause and resume communications without losing any information when they are a part of a multicast group? 
7.2.1.1 Redundant system architecture & topology
NET_018: The IPTV network is recommended to be fully redundant system architecture and topology such that a single point of failure is recommended to not affect the whole network.
7.2.1.2 Robust network against Attacks 

NET_019: The IPTV network is recommended to be designed to be robust such that it can tolerate unexpected attacks such as DOS attack.
7.3 Multicast security Requirements

This section describes general requirements for multicast security. 

Security is a critical issue for multicast network deployment.
NET_020: IPTV network multicast control is recommended to authenticate user for multicast service and only deliver multicast service to authenticated user.
7.4 Broadcast TV Control

Channel zapping protocol are the interactions for and between the Service Stratum and the Transport Stratum in terms of channel selection.
NET_021: Multicast control of Broadcast TV is recommended to include but not limit to the followings:

a)   Channel Access Control
b)
Channel Preview Capability 
c)
Call Detail Record 
d)
 Priority of BTV and other traffic
e)
Service Management System 
7.5 Session Control
Editors Note: Basic stream and session protocol requirements need to be included
NET_022: The stream session control protocol may support cross server session.
NET_023: The stream session control protocol is recommended to support carrying authentication/authorization token.
NET_024: The stream session control protocol is recommended to support carrying message signature.
7.6 Stream Control

NET_025:  The stream transport protocol is recommended to support representation of position in frame.
NET_026:  The stream transport protocol is recommended to support frame awareness.
NET_027: The stream transport protocol is recommended to support frame awareness for trick modes.
NET_028: The stream transport protocol may support physical server aware client.
8 Content distribution aspects
This section will identify network aspects of protocols and mechanisms to support non-real time and real-time delivery of content and information in support of IPTV applications.  This includes defining requirements for the following areas:

· Services such as VOD & EPG content delivery, System Information, Ad-Insertion (e.g. SCTE 35) 

· Content Transport leveraging system layers such as MPEG-2 Transport Streams and/or IETF RTP 

· Signalling protocols

· Support of IPTV capabilities such as QoS/QoE, Content Protection, Closed Captioning 
· Defining a CDN component is required to record and provide performance statistic.[C-268]
8.1 Content Distribution Network Requirements
Media in IPTV services may be delivered by CDN or other mechanisms. 
NET_029: To ensure manageability and interoperability, the CDN-based IPTV media delivery mechanism is recommended to include the following functional network entities:
1) Media Delivery Manager(s), responsible for global load balancing and interfacing with other subsystems; 

2) Media Delivery Agents, responsible for local load balance; and
3) Stream media servers, responsible for storing content and streaming media
Whereas,

Media Delivery Manager supports serving control function, content control function and operation maintenance function. 
The Media Delivery Agent is attached with every stream media nodes and supports serving control function, content control function and operation maintenance function for the corresponding node. 
The stream media servers support streaming function, content storage function, content distribution/delivery function, and operation maintenance function.
8.1.1 Content distribution network topology
NET_030: Content distribution network is recommended to be layered. Each layer may have several serving node.

NET_031: The IPTV content distribution network is recommended to be constructed flexibly by serving nodes.A node controller and several stream servers may construct the serving node.
NET_032:  Same content distribution network layer is recommended to adopt distributed structure.
NET_033: The serving node in same content distribution network layer may communicate with each other to exchange the contents. 

NET_034: The node controller is recommended to provide the load balance among the stream servers in the serving node, and adjusts the deployment of the contents between serving nodes.

NET_035: Stream server is required to provide stream serving in real-time to users under the control of the node controller.
8.1.2 Content Segmentation

It may be a difficulty to store and distributed large video program files in their entirety, efficiently and reliably. 
NET_036: When storing video contents to the media servers, media servers can divide a lengthy program into segments.  

NET_037: In some IPTV deployments Content Segmentation may be required. When content segmentation is required the following requirements is recommended to apply: 


- Segment is recommended to be generated at codec frame boundaries.


- Partitioning is recommended to be codec format aware. E.g., it is recommended to support codec format like MPEG-2, MPEG-4, VC-1, H.264 and AVS.


- Partition is recommended to be able to be applied to both clear-text and encrypted contents.


- Codec format agnostic frame index file may be built to support the quick identification of any frame within the segment and the entire program file.
8.1.3 Distributed content storage/cache and content serving
· Distributed Content Storage/Cache
Powered by content distribution protocol, content distribution system can store or cache segmented content in a distributed mechanism on servers at different level based on viewing demand patterns and operator-specified policies. The content storage/cache nodes are classified by their physical network location and their subscriber coverage in the hierarchical distributed content storage/cache architecture. The hierarchical distributed architecture enables service providers to dynamically distribute video contents according to pre-defined distribution policies based on attributes such as content classification, subscriber viewing demand, and bandwidth availability. 
The distributed content distribution mechanism enables service providers to store beginning content segments directly on the storage/cache node at edge (closest to the subscribers), and store the remaining  content segment on storage/cache node at the intermediate or central level. Once the viewing is started, it can ensure the end user can get and play the first content segment timely, and then the remaining segment can be dynamically delivered. This simplifies and expedites content distribution, reduces storage requirements, and minimizes network congestion.
· Distributed Content Serving
Content serving in distributed content serving architecture is completed by several independent content serving nodes, the content delivery control node appoints an appropriate content serving node to provide streaming service for each IPTV client & terminal according to the load of each content serving node and the state of content segments distributed in each content storage/cache node. According to the distribution protocol, the remaining content segments not stored on edge servers are pushed from the upper level storage cache nodes to storage/cache node at edge level dynamically.
Editor’s note: contributions are invited to generalize it.  
8.1.4 Centralized Content Location Management

NET_038: A centralized content location management module is recommended to be responsible for keeping track of the locations of all the content in the entire system. It is recommended to maintain a record of network topology, a content location, and a content distribution session. 

The network topology describes the topology of the media servers and the network topology among them. Content is copied from one location to another by creating content distribution sessions between two media servers in the two locations. These sessions are created and deleted as the copy process starts and finishes. This information is used by the content location management module to keep track of the bandwidth usage among the media servers and the central site. 

NET_039: The characteristics of the centralized content location management include the followings

It is recommended to be possible to track each content program location in the distributed media servers.

It is recommended to be possible to keep track of the distribution sessions among media servers.

Statistical and historic data of content delivery and copy sessions is recommended to be kept. 

8.1.5 Content Distribution Protocols
The initial content distribution is typically through content pushing.  The content is pushed from central media server to edge media servers according to the policy, schedule and distribution topology provided by centralized content location management. 

In general, the content delivery protocols is recommended to flexible enough to support the followings.

NET_040: Flexible policies for content distribution is recommended to be supported. 

NET_041: The scheduled pushing of content to delivery servers is recommended to be supported. 

NET_042: When a program is missing from the edge media server and subscribers are requesting for the program content distribution system is recommended to be able to quickly identify a source of the content and start copying.

NET_043: The dynamic pulling of content by the delivery servers is recommended to be supported.

NET_044: It is recommended to be possible to support multiple sources for content pulling.
8.1.6 Statistic performance of Content Delivery Network
Statistic performance of Content Delivery network mainly includes the content storage server, the content serving server and the content delivery control function.
· The content storage server - manage content stored in both memory and persistent storage according to policy, i.e. content swapping, content deletion etc. 

· Is required to record number of requests satisfied by pushed contents. The greater proportion this number accounts for among total number of requests, the more effective the content push is.
· Is required to record number of requests satisfied by pulled contents. The greater proportion this number accounts for among total number of requests, the more effective the content pull is.
· Is required to record number of requests satisfied by pulling remote contents. These are the requests that triggered pulling operation. The smaller proportion this number accounts for among total number of requests, the more effective the content push is.
· Is required to record number of requests satisfied by local contents. The greater proportion this number accounts for, the more effective the combination of push and pull is. 
· Is required to record number of requests for remote contents. The smaller proportion this number accounts for among total number of requests, the more effective the content push is.

· Is required to record number of content push sessions. The ratio between number of requests satisfied by pushed contents and this number indicates the effectiveness of content push. The greater the ratio, the more requests a push session satisfies, therefore more effective.
· Is required to record number of content pull sessions. The ratio between  number of requests satisfied by pulled contents and this number indicates the effectiveness of content pull. The greater the ratio, the more requests a pull session satisfies, therefore more effective.
· The content serving server - transmit requested content to end system in designated forms, or redirect request to other functionalities. 
· Is required to support content request redirecting

· Is required to record number of received requests for contents. This number indicates the amount of load on the node. The greater the number, the higher the demand is.

· Is required to record number of served bytes. This number indicates the number of bytes actually consumed by users – the effective bytes. Sum of bytes for pushed contents and bytes for pulled contents indicates the number of bytes made available to users. The ratio between the effective bytes and the available bytes indicates effectiveness of content push and pull. The greater the ratio is, the more effective the content push and pull are.
· Is required to record number of unsatisfied requests. A request could be unsatisfied either due to overloading of the content serving node, or overloading of related content storage server(s).
· Content delivery control function - trigger and control content transmission among content storage server, designate content, source, destination, speed of the transmission
Editor’s notes: contributions are invited to generalize it.
8.2 Distributed Content Distribution
NET_045: The IPTV network is recommended to support a distributed architecture among content edge servers. 
NET_046: Co-located edge media servers is recommended to have the ability be organized in a distributed structure to share the load, to raise the reliability and to reduce the total cost of the edge servers.
 
According to the method of the distributed structure, original files or content can be stored evenly on the servers. User’s requests can be redirected to the most suitable edge server automatically without the help of a central device.
8.3 Distributed Edge Server Networks
Distributed architecture is applied to organize all local edge server networks to form distributed edge server networks. That is, distributed architecture among all local edge server networks is recommended to be supportable such that the burden of both serving users and content storage can be evenly distributed on all local edge server networks. 

· Content Locating

Some automatic content locating approach is applied in the local edge server network to find a suitable edge server for the user. If not found, the user’s request will be routed among all local edge server networks (by using automatic content locating method again) to locate a suitable local edge server network containing edge server with desired content.
· Server functions
Each edge server in local edge server network is recommended to support automatic content locating methods for distributed structure. Each local edge server network is recommended to support automatic content locating methods for distributed structure. Automatic content locating capability is recommended to be supported by some agent server in each local edge server network, i.e. the agent server acts as the content locating agent of the corresponding local edge server network.
In DHT, edge server calculates and distributes content ID and content information to edge server in its local edge server network. Agent server calculates and distributes content ID and content information to another agent server which directly distributes content ID and content information to edge server in that edge server network. Content information is searched among edge servers in requestor’s local network. If not found, some agent server is found to be responsible for the content information. That agent server directly searches content information in that edge server network by locating some edge server storing the required content information.

9 IPTV Consumer Domain Attachment and Initialization Specification
 The IPTV device attachment and initialization process can be broken down into the following steps:
· Setup & Configuration 
· Network Attachment

· Service Provider Discovery 

· Services discovery and Service attachment
· Service Provider Discovery 

Service Provider discovery is the process by which an ITF(IPTV Terminating Function) becomes aware of the available IPTV Service Providers, learns the location of their Service Discovery (SD) Servers and the means for attaching to each SD server.  As a result, by contacting the discovered SD Server(s), an ITF can perform the subsequent Services Discovery and Service Attachment procedures.

· Services Discovery and Service Attachment

Services Discovery is the process by which an ITF receives the necessary signaling information which prepares it to learn about and access the available IPTV Services.  The ITF interacts with one or more Service Provider Servers (discovered earlier) in order to acquire information about specific services. 

The Services Discovery function includes both the ‘services discovery authorization’ means and the ‘services description’. Having been authorized by a Service Provider SD Server, the consumer needs to be able to navigate through the variety of service offerings and then attach to a specific service.
Editor’s note: Need some detail flow edited into the documentation from C-529 as reference.
10 Identification aspects
This section will identify IPTV users, customers and subscribers from identification viewpoints. This section will identify identification requirements to support IPTV services, which could be used in various players such as customer, service providers, network providers and content providers.
This section will also identify requirements of unified identification and its mechanism.
NET_047:  The source or distributor for IPTV services could be identified by using IPv4/IPv6 address, URL name, E.164 number, etc. 

The IPTV service providers acquire, encode, and protect content. And then they deploy content to their delivery platforms. The network deploys content to multiple locations and utilizes various mechanisms, such as server-load balancing, content caching, request routing, to optimize the content delivery. 

NET_048: The IPTV network controls, manages and makes provision to optimize the service for various types of resources.  For these activities, the IPTV network may utilize 5 types of content identifications. 

· Content ID(CID) - Individual content is recommended to be identified with a unique identification.  This identification would be used for transactions between SP and CP.  CP will issue this identification.

· Content Reference ID(CRID) - Some content can be serviced in various formats by various IPTV operators.  A movie is unique.  But, when serviced SD and HD format by 2 operators, a terminal is recommended to specify which operator’s and which format to be serviced.  User would use this identification for content searching and selection.

· Locator - A user selects the content and operator with aid of some content navigation application such as EPG and ECG.  But, the actual location of the selected content can be changed by the operator’s provision and management activities.  It depends on time and space.  And some content comprise of multiple media streams. For example, a movie can be streamed with a video stream and an audio stream.  So we need different content identifications, one for user selection process and the other for streaming.  A locator specifies where the content to be acquired and how to request it. This identification would be used for requesting the session establishment.

Editor’s note: we need to clarify it. 
· Physical Locator – The location specified in locator may be the same with the actual server location.  But, used with CDN technologies, the requests can be routed to different servers with different IP addresses.  This identification would be used for routing the service request and could be known to the relevant domains and/or the terminal. 

· Internal Locator – when a load-balancing switch with a number of servers, the servers are known with a single IP address.  But each server has a unique IP address internally.  This identification would be used for the operator’s internal provision or management activities and would be known only inside the operator’s domain.
· Content Provider ID (CPID) - unique identification of a Content Provider.  A union of CPID and CID could identify a unique content.
· Service Provider ID (SPID) - unique identification of a Service Provider.  All IPTV services is recommended to have a SPID to identify their provider.
· Network Provider ID(NPID)  – unique identification of a Network Provider.  A union of NPID and Locator could identify content on Content Delivery Network.
· User ID (UID)– unique identification of a Consumer, User or Subscriber.  The UID is issued by the Service Provider, and a union of SPID and UID could identify a unique user.
11 Home, Access and Core network aspects
This section will identify specific requirements on addressing functions and signalling as to home, access and core network technologies in relation to IPTV service aspects.
NET_049: The access control network is recommended to support the multicast control function and multicast replication function which provide IPTV multicast services for users. 

11.1 Requirements of the IPTV network control aspect
NET_050: The home or access network is recommended to provide NAT traversal function where required.

NET_051: The edge devices (i.e. home gateway) is recommended to have the capability of service traffic identifying and marking.

12 IPTV Inter-working

12.1 General Inter-working requirements

12.1.1 End to End High Availability guarantee policy
Multicast services are mostly affected by network link failure and/or routing protocol neighbour failure. 
NET_052: Graceful restart techniques to avoid temporary service disruption during link failure and neighbour failure is recommended to be supported. 
12.2 Unicast Inter-working requirements
12.2.1 Unicast traffic policy
NET_053: ISPs can send multicast and unicast traffic simultaneously over the same links or different links. 

12.3 Multicast Inter-working requirements
This section describes requirements for transportation of multicast traffic amongst service providers. Its main objective is to present a set of requirements and scenarios which would result in general requirements about service negotiation, selection and development for IPTV multicast service provider
12.3.1 Addressing requirements
12.3.2 In-service process among ISPs
12.3.3 Routing Policy
12.3.3.1 Topology requirements 

Editor Note: Is recommended to be clearly define “Multicasts Traffic Exchange Point”
NET_054: Multicast traffic exchange point could be located at any point of network. Routers could be connected directly or indirectly using tunnel mechanism.
Topology options

Centralized Multicast Exchange Point: SPs establish multicast peering at centralized point

Distributed Multicast Exchange Point: Multicast traffic is transmitted at closest regional pops to maximize the resource utilization. 
Multi-homing vs. Single-homing

Multi-homing: In this topology, customer ISP peers with single backbone ISP or two backbone ISPs for failure redundant and traffic load balancing. One of many cautions in this topology is that customer ISP is recommended to advertise only their local AS information not to transit other ISP’s multicast traffic.
Editor Note: Single Homing and Multi-homing definition need to check original contributor.
Single-homing:
12.3.4 Security Policy over multicast exchange peers
12.3.5 End to End multicast QoS guarantee policy
NET_055: IPTV network is recommended to have service quality measurement function to facilitate high quality service.

12.3.5.1     Inbound/outbound QoS policy
NET_056: The IPTV network is recommended to provide mechanisms to support QoS/QoE parameter adjustment due to changes of content characteristics on a channel.

NET_057: The stream session control protocol is recommended to support QoS/QoE adjustment procedure due to changes of content characteristics on a channel.

13 Overlay Networking

Editor Note: Require definition of  Overlay multicast 

NET_058: IPTV network is recommended to support Overlay multicast mechanism as one of IPTV delivery mechanisms for contemporary media destined to large sized group

NET_059: Overlay multicast based IPTV media delivery systems is recommended to be supported
14 Other aspects

Editor’s note: This section is for inviting future contributions, which could be addressed to IPTV network control aspects. Following issues are addressed for the time being.

· Various home, access and core transport scenarios for multicasting

· Multicast VPN including multicast group management

Any other issues relate to IPTV Network control aspects
__________

	Contact:
	Linli Lu

Alcatel Shanghai Bell

China
Palin Yang

Huawei Technologies Co.,Ltd.
China
	Tel:
86-21-50554520-5183

Fax:
86-21-50301383

Email
Linli.Lu@alcatel-sbell.com.cn
Tel:
86-25-84565470
Fax:
86-25-84565480
Email
yangpeilin@huawei.com 

	

	Attention: This is a document submitted to the work of ITU-T and is intended for use by the participants to the activities of ITU-T's Focus Group on IPTV, and their respective staff and collaborators in their ITU-related work.  It is made publicly available for information purposes but is required to not be redistributed without the prior written consent of ITU.  Copyright on this document is owned by the author, unless otherwise mentioned.  This document is not an ITU-T Recommendation, an ITU publication, or part thereof.



