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ABSTRACT

This document proposes to update the document on IPTV-related Protocols with the protocols in the working document on “Application Layer Error Recovery Mechanisms.”
1
Introduction

The WG2 of the IPTV FG on IPTV has drafted a Working Document on “Application Layer Error Recovery Mechanisms.” The document includes different mechanisms for the recovery of lost packets, especially if the IPTV network functions cannot provide sufficient QoS. Application Layer Error Recovery Mechanisms are included in IPTV-related protocol. This document proposes to update the IPTV-related Protocols related working document with the relevant protocols. As the IPTV-related protocol document is not yet progressed significantly, Digital Fountain as the editor of this document offers to work on the integration of the relevant protocol during the Malta meeting. 

2
Background
To provide some background information, Figure 1 provides an overview on Application Layer Forward Error Correction (AL-FEC) integrated in IPTV-related protocols. Prominently the IETF has defined components and protocols, which allow delivering files or streaming content to single or multiple/many users in parallel over IP transport bearers. However, also other bodies have combined and extended IETF tools with other tools to provide successful service delivery.

In most deployed IPTV LMB services, audio/video (A/V) streams are multiplexed into an MPEG-2 Transport Stream. The resulting MPEG-2 packets are encapsulated either directly in UDP or in RTP/UDP. The use of Real-Time Transport Control Protocol (RTCP) allows sending information to receivers about transmission statistics, and IGMP provides means to join and leave multicast streams. Especially Mobile IPTV services rely commonly on direct encapsulation of A/V streams into media specific RTP payload formats. The Real-Time Streaming Protocol (RTSP) may be used for control of the delivery of broadcast TV and audio programs as well as for on-demand and download delivery. 

For non-real time services, the A/V streams are multiplexed and encapsulated in a file format (FF), which after being downloaded, permits for local playback. For the transport of such multimedia files in download delivery services TCP/IP may be used. For the case of file distribution over IP multicast the IETF has specified a File Delivery over Unidirectional Transport (FLUTE) protocol for unidirectional file delivery. FLUTE provides mechanisms to signal and map the properties of a file to the Layered Control Transport (LCT) and the Asynchronous Layered Coding (ALC) protocol such that receivers can extract all relevant file parameters from the received files. 
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Figure 1 Application Layer FEC in IPTV-related Protocols
3
Proposal

It is proposed to add the Application Layer Error Recovery Protocols relevant for IPTV in an appropriate form to the Working Document on “IPTV-related protocols”. Digital Fountain as the editor of the application layer reliability document offers to work on the integration of the relevant protocols during the Malta meeting. For easier processing the WD on “Application Layer Error Recovery Mechanism” is embedded.
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In addition, it is proposed to integrate the AL-FEC relevant configuration information into the relevant IPTV-related protocol document. The configuration information currently in the living list for application layer error recovery mechanisms, see document T05-FG.IPTV-DOC-0153. The relevant item is provided below:

Item 9 (added 6th Meeting of ITU-T FG IPTV, Tokyo): Signalling and Control Information for DVB-IP AL-FEC mechanism
Source: FG IPTV-C-1000, Digital Fountain, “Signalling and Control Information for DVB-IP AL-FEC mechanism”

The ITU-T FG IPTV does not yet define a full set of content delivery protocols, i.e. the control and transport protocols are still under review. However, it quite likely that the media will be transported either through MPEG-2 TS over RTP/UDP or by generic audio/video streams. Therefore, DVB AL-FEC solution likely covers the expected transport protocols.

With respect to control protocols, the details to support the AL-FEC mechanism need to be specified at this point, but it is essential to understand what control information needs to be transported for the AL-FEC, once the content delivery protocol more clearly defined.

For the control protocols, it is proposed to use the same semantics for the ITU-T FG IPTV AL-FEC as for the DVB-IP AL-FEC solution as specified in section E.6. The details on the syntax still need to be defined.

The following information may be necessary to be conveyed for the AL-FEC (see also [ETSI TS 102 034]):
FEC Base Address

In the multicast case, this option may be included in messages from server to client. It indicates the IP Multicast address on which the base AL-FEC layer may be found. If not included then the base AL-FEC layer is sent on the same multicast address as the source data.

FEC Base Port 

This option may be included in messages from server to client and from client to server. It indicates the UDP destination port for the base AL-FEC layer. When included in a message from client to server, it indicates that AL-FEC is supported by the client and specifies the destination UDP port that should be used for the AL-FEC base layer. When included in a message from server to client, it indicates the UDP destination port that the server will use for the AL-FEC base layer. In the multicast case, if this option is specified but the FEC Base Address is not, then the AL-FEC layer is assumed to be available on the same multicast address as the main stream. If this header is not specified then AL-FEC is not provided and the FEC Base Address shall not be present. This header shall be present if the FEC Enhance Port header is present.

FEC Enhance Address 

In the multicast case, this option may be included in messages from server to client. It indicates the IP Multicast address on which an enhancement AL-FEC layer may be found. This option may be repeated to specify multiple enhancement layers.

FEC Enhance Port 

This option may be included in messages from server to client and from client to server. It indicates the UDP destination port for the enhancement AL-FEC layer. When included in a message from client to server, it indicates that the AL-FEC enhancement layer is supported by the client and specifies the destination UDP port that should be used for the AL-FEC enhancement layer. When included in a message from server to client, it indicates the UDP destination port that the server will use for the AL-FEC enhancement layer. In the multicast case, if this option is specified but the FEC Enhance Address is not, then the AL-FEC enhancement layer is assumed to be available on the same multicast address as the main stream. If this header is not specified then AL-FEC enhancement is not provided and the FEC Enhance Address shall not be present. This header shall only be present if the FEC Base Port Layer header is present.

FEC MaxBlockSize

This indicates the maximum number of stream source packets that will occur between the first packet of a source block (which is included) and the last packet for that source block (source or repair).

FEC MaxBlockTime

This indicates the maximum sending duration of any AL-FEC block in milliseconds.

FEC OTI

This indicates the FEC Object Transmission Information for the Raptor AL-FEC layer(s).

A specific syntax for transporting this information can be found in [ETSI TS 102 034]
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Application layer error recovery mechanisms for IPTV

(October, 2007)

1
Scope


The ability to deliver high levels of service quality to users is an essential aspect of IPTV services, and thus captured in many IPTV-related requirements. As IPTV services can easily be degraded if the media decoders are exposed to impairments such as packet losses, mechanisms are needed to reliably deliver good IPTV service quality in the presence of such defects.


This document describes specific mechanisms and discusses the applicability of the mechanism to IPTV services and network conditions, and provides recommendations and guidance on their use.


2
References


The following ITU-T working text and other references contain provisions, which, through reference in this text, constitute provisions of this working text. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this working text are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.


The reference to a document within this working text does not give it, as a stand-alone document, the status of a Recommendation


[ITU-T Y.1541]


ITU-T Recommendation Y.1541 (2002) - Internet protocol aspects – Quality of service and network performance. Network performance objectives for IP-based services


[ATIS-0800005] 

ATIS-0800005 (2006) - ATIS IPTV Packet Loss Report

[IETF RFC2733] 

IETF RFC2733 (1999) - An RTP Payload Format for Generic Forward Error Correction 

[3GPP TS26.346] 
3GPP TS26.346 (2005) - Multimedia Broadcast/Multicast: Protocols and Codecs 

[ETSI EN301192] 
ETSI EN 301 192(2004) - Digital Video Broadcasting: DVB Specification for Data Broadcasting

[ETSI TS102034]

ETSI TS 102 034v1.3.1 (2007) – Digital Video Broadcasting (DVB); Transport of MPEG-2 TS Based DVB Services over IP Based Networks

[ETSI TS102472] 
ETSI TS 102 472 (2006) - Digital Video Broadcasting (DVB): IP Datacast over DVB-H: Content Delivery Protocols

[SMPTE 2022-1]

SMPTE specification 2022-1 (2006) - Forward Error Correction for Real-time Video/Audio Transport Over IP Networks 

[IETF RFC3451]

IETF RFC3451 (2002) - Layered Coding Transport (LCT) Building Block


[IETF RFC3550]

IETF RFC3550 (2003) - Real Time Protocol: A Transport Protocol for Real-Time Applications


[IETF RFC3556]

IETF RFC3556 (2003) - Session Description Protocol (SDP) Bandwidth Modifiers for RTP Control Protocol


[IETF RFC3605]

IETF RFC3605 (2003) - Real Time Control Protocol (RTCP) Attribute in Session Description Protocol (SDP)


[IETF RFC3611]

IETF RFC3611 (2003) Real Time Protocol Control Protocol Extended Reports (RTCP XR)


[IETF RFC4585]

IETF RFC4585 (2004) - Extended RTP Profile for Real-time Transport Control Protocol (RTCP)-Based Feedback (RTP/AVPF)


[IETF RFC4588]

IETF RFC4588 (2005) - RTP Retransmission Payload Format


3
Definitions


TBD


4
Abbreviations and acronyms


This working document uses the following abbreviations and acronyms:

3GPP
Third Generation Partnership Project


ALC
Asynchronous Layered Coding 


AL-FEC
Application Layer FEC 


ARQ
Automatic Repeat request


ATIS IIF
Alliance for Telecommunication Industry Solutions - IPTV Interoperability Forum

AVP
Audio-Visual Profile


CBR
Constant Bit Rate


CDP
Content Delivery Protocol

DSL
Digital Subscriber Line


DVB
Digital Video Broadcasting


DVB-H
Digital Video Broadcasting - Handheld 

ECG
Electronic Content Guide

EPG
Electronic Program Guide

FEC
Forward Error Correction

FLUTE
File Delivery over Unidirectional Transport


IETF
Internet Engineering Task Force


IP 
Internet Protocol


IPDV 
IP packet Delay Variation


IPER 
IP packet Error Ratio


IPLR 
IP packet Loss Ratio 

IPTD 
IP Packet Transfer Delay

IPTV
Internet Protocol TeleVision


ITU-T 
International Telecommunication Union – Telecommunication Standardization Sector


LCT
Layered Coding Transport


MBMS
Multimedia Broadcast/Multicast Service


MPEG
Moving Pictures Experts Group


MTBA
Mean Time Between Artefacts

NACK
Negative ACKnowledgement


P2P
Point-to-Point


QoE
Quality of Experience


QoS
Quality of Service


RFC
Request for Comments


RMT
Reliable Multicast Transmission


RTCP
Real-Time Control Protocol


RTP
Real-Time Protocol


RTT
Round Trip Time

TCP
Transmission Control Protocol


TS
Transport Stream


UDP
User Datagram Protocol 


VoD
Video on Demand


5
Conventions


TBD


6
Introduction 


Application layer reliability is an important aspect for IPTV service. Data being delivered over IP networks may suffer from packet losses. In case of the delivery of video and audio data errors such as packet losses or bit errors being exposed to the media decoder generally degrade the IPTV service quality. Moreover, losses in the metadata such as electronic program guide(EPG), electronic content guide (ECG), and interactive user data may cause more severe problem in IPTV service. Therefore, reliability support for them is essential to IPTV service.


Retransmission, forward error correction (FEC), and hybrid combinations of both are known mechanisms for error recovery. When an error recovery scheme and the associated protocol is selected, at least the following aspects should be taken into account:


1) type of IPTV service, e.g., real time streaming video, EPG, application data 


2) type of data delivery mechanisms, e.g., broadcast, multicast, unicast, overlay multicast, and P2P,


3) protocol or processing overhead at senders and receivers, 


4) network bandwidth overhead  aspects


The material in this document is intended to address the requirement that the IPTV architecture provide a mechanism for resiliency in the service provider infrastructure to maintain a high QoE for video services.


The document is structured as follows: Clause 7 provides an overview on application layer error recovery mechanisms and related standards. Clause 8 classifies the mechanisms. Finally, Clause 9 provides conclusions and recommendations.

7
Overview on error recovery mechanisms and related standards

7.1
Retransmission


RTP retransmission is one viable packet loss recovery technique for real-time applications.  Retransmitted RTP packets can be sent in a separate stream from the original RTP stream.  Like TCP retransmissions, it is assumed that feedback from receivers to senders is available, but, unlike TCP, RTP/UDP does not mandate congestion control by reducing the packet transmission rate, thereby making RTP more appropriate for broadcast–grade video.


The companion protocol to the Real Time Protocol (RTP), the Real Time Control Protocol, (RTCP) as specified in [IETF RFC 3550] does not acknowledge single RTP packets but does report statistics on packet loss and jitter.  The source node can evaluate the statistics to decide if adaptation is appropriate.  Recently, an extension to the RTCP for the Audio-Visual Profile (AVP) enables receivers to provide, statistically, more immediate feedback to senders, allowing for efficient feedback-based repair mechanisms (e.g., retransmission) to be implemented.  


More specifically, the RTP Retransmission related specifications from the IETF uses a simple system in which clients request retransmission of specific, lost packets by sending negative acknowledgements (RTCP NACK) to a feedback target/retransmission source over the RTCP flow of the RTP session.  A receiver can use a single NACK packet to request transmission for one or multiple lost packets.  Then the retransmission source responds with a retransmission of the missing packets over IP unicast or alternatively via IP multicast (for multicast sessions). 


References for RTP, RTCP and RTP retransmissions are as follows:


Table 7-1:  IETF RTP and RTCP RFCs status


		RFC

		Date

		Status

		Title

		Abstract

		Reference



		3550

		07-03

		S

		Real Time Protocol: A Transport Protocol for Real-Time Applications

		The Real Time Protocol provides end-to-end network transport functions suitable for applications transmitting real-time data, such as audio, video or simulation data, over multicast or unicast network services.

		[IETF RFC3550]



		3556

		07-03

		S

		Session Description Protocol (SDP) Bandwidth Modifiers for RTP Control Protocol

		This document defines an extension to the Session Description Protocol (SDP) to specify two additional modifiers for the bandwidth attribute.  These modifiers describe the bandwidth allowed for Real Time Control Protocol (RTCP) packets in a Real-time Transport Protocol (RTP) session.

		[IETF RFC3556]



		3605

		10-03

		S

		Real Time Control Protocol (RTCP) Attribute in Session Description Protocol (SDP)

		When the session crosses a network address translation device that also uses port mapping, the ordering of ports can be destroyed by the translation.  To handle this, the document proposes an extension attribute to SDP.

		[IETF RFC3605]



		3611

		11-03

		S

		Real Time Protocol Control Protocol Extended Reports (RTCP XR)




		This document defines the Extended Report (XR) packet type for the Real Time Control Protocol (RTCP) and defines how the use of XR packets can be signaled by an application if it employs the Session Description Protocol (SDP).

		[IETF RFC3611]



		4585

		8-04

		S

		Extended RTP Profile for Real-time Transport Control Protocol (RTCP)-Based Feedback (RTP/AVPF)




		This document defines an extension to the Audio-visual Profile (AVP) that enables receivers to provide, statistically, more immediate feedback to the senders and thus allow for short-term adaptation and efficient feedback-based repair mechanisms to be implemented.

		[IETF RFC4585]



		4588

		9-05

		S

		RTP Retransmission Payload Format

		This document describes an RTP payload format for performing retransmissions.  

		[IETF RFC4588]



		RFC Editor Que

		3-06

		S

		draft-ietf-avt-rtcpssm-13.txt

		Extension that specifies how unicast NACK RTCP packets are correlated to the multicast sender for a particular RTP stream.

		[b_IETF AVT-RTCPSSM]





Legend: E = Experimental, I = Informational, S = Proposed Standard

7.2
Forward Error Correction


Forward Error Correction (FEC) at the Application/Transport layers generally refers to packet erasure correction techniques. In these techniques, an amount of data is sent which is in total greater than the stream or the object to be communicated, with the property that the stream or the object can be reconstructed from any sufficiently large subset of the transmitted data. The stream or object is thus resilient to a certain amount of loss (at most the difference between the transmitted and the original data size).


7.2.1
FEC for Streaming Applications


In general, for streaming applications, there are considerable advantages in using systematic FEC codes, in which the original packets of the stream source packets are sent accompanied by a certain overhead of “repair” packets. The repair packets can be used to recover source packets which have been lost between sender and receiver.


Many possible application/transport FEC schemes for streaming media exist which could be applied to IPTV. The following are some of the erasure correction schemes for streaming media that have been standardized elsewhere:


· IETF RFC2733 [IETF RFC2733]


· This defines a simple mechanism for applying short block parity codes to RTP streams. The scheme is limited by the small number of packets that can be protected as a block (24 packets). This RFC has not been widely implemented and will likely soon be obsolete by an update which provides slightly longer blocks (48 packets) and the possibility to apply unequal protection to different parts of each packet.

· 3GPP TS26.346 Multimedia Broadcast/Multicast Service (MBMS): Protocols and Codecs [3GPP TS26.346] 


· This standard defines a generic framework for application of FEC to media streams. The framework is not specific to RTP and operates just above the UDP layer. This framework could be used with many FEC codes, however 3GPP specify and require support of a single specific code (the Digital Fountain Raptor code).

· ETSI EN301 192 Digital Video Broadcasting: DVB Specification for Data Broadcasting [ETSI EN301 192]

· This defines how a link layer erasure code is intended to be used with the DVB-H system for transmission to mobile terminals. This FEC scheme operates below the IP layer and is completely independent of applications and is based on a large Reed-Solomon erasure code.


· ETSI TS 102 034 1.3.1 Transport of MPEG 2 Transport Stream (TS) Based DVB Services over IP Based Networks [ETSI TS 102 034]

· DVB has recently completed an evaluation of FEC codes for IPTV applications within the IPI working group. As a result of this activity, DVB has produced an FEC specification for IPTV based on a layered approach with a base layer consisting of a simply parity (XOR) code taken from SMPTE-2002-1 [SMPTE-2002-1] and an enhancement layer based on the Raptor code as used in the 3GPP specification [3GPP TS26.346]. The DVB-IP AL-FEC mechanism has been carefully reviewed and assessed in the DVB project to meet the requirements of an FEC mechanism in different IPTV environments with respect to performance, flexibility, and implementation aspects.

The IETF has also initiated a new working group fecframe to standardize a framework for application of FEC to media streams; this is along similar lines defined by 3GPP (Multimedia Broadcast/Multicast Service for 3G cellular networks). The framework will not specify a particular FEC code but will use an approach similar to that adopted by the IETF RMT working group, which standardized protocols for reliable file delivery over IP multicast. This approach allows the most powerful FEC codes to be used for streaming mechanisms as opposed to RFC 2733, which provides a flexible framework that applies to any type of streaming format. The DVB-IP AL-FEC makes use of this concept as well.


The FEC framework is currently in draft status within the IETF.

7.2.2
FEC for Download Services


References for the relevant IETF reliable multicast transport (RMT) documents are provided in Table 7-2. The IETF has defined FEC Building Block, which describes how the specification of protocols, which use FEC, could be separated from specification of the FEC codes themselves. This has resulted in creation of a set of plug & play specifications which can be combined according to the needs of a given application.


Table 7-2:  IETF RMT RFC status


		RFC

		Date

		Status

		Title

		Abstract

		Reference



		2887

		08-00

		I

		The Reliable Multicast Design Space for Bulk Data Transfer

		This document provides an overview of the design space and application constraints.

		[b_IETF RFC2887]



		3048

		01-01

		I

		Reliable Multicast Transport Building Blocks for One-to-Many Bulk-Data Transfer

		This document describes a framework for the standardization of bulk-data reliable multicast transport.

		[b_IETF RFC3048]



		3269

		04-02

		I

		Author Guidelines for RMT Building Blocks and Protocol Instantiation Documents

		This document provides general guidelines to assist the authors of Reliable Multicast Transport (RMT) building block and protocol instantiation definitions.

		[b-IETF RFC3269]



		3450

		12-02

		E

		Asynchronous Layered Coding Protocol Instantiation

		This document describes the Asynchronous Layered Coding (ALC) protocol, a massively scalable reliable content delivery protocol.

		[b_IETF RFC3450]



		3451

		12-02

		E

		Layered Coding Transport (LCT) Building Block

		Layered Coding Transport (LCT) provides transport level support for reliable content delivery and stream delivery protocols.  The transport is specifically designed to support protocols using IP multicast, but also provides support to protocols that use unicast.

		[b_IETF RFC3451]



		3453

		12-02

		I

		The Use of Forward Error Correction in Reliable Multicast

		This memo describes the use of Forward Error Correction (FEC) codes to efficiently provide one-to-many reliable data transport. Different classes of FEC codes and some of their basic properties are described. 

		[b_IETF RFC3453]



		3695

		02-04

		E

		Compact Forward Error Correction (FEC) Schemes

		This document introduces some Forward Error Correction (FEC) schemes with a more compact FEC payload.  The schemes can deliver blocks of an object of indeterminate length.

		[b_IETF RFC3695]



		3926

		10-04

		E

		FLUTE - File Delivery over Unidirectional Transport

		This document defines a protocol for the unidirectional delivery of files that is suited to multicast networks.  The specification builds on Asynchronous Layered Coding, the base protocol for massively scalable multicast.

		[b_IETF RFC3926]



		5052

		09-07

		E

		Forward Error Correction Building Block

		This document describes how to use Forward Error Correction (FEC) codes to efficiently provide and/or augment reliability for data transport.

		[b_IETF RFC5052]



		5053

		09-07

		E

		Raptor Forward Error Correction Scheme for Object Delivery

		This document describes a Fully-Specified Forward Error Correction (FEC) scheme, corresponding to FEC Encoding ID 1, for the Raptor forward error correction code and its application to reliable delivery of data objects.

		[b_IETF RFC5053]





FEC in download delivery services, which could be applied to IPTV services, has been standardized elsewhere. All of them rely on the IETF RMT RFCs in Table 7-2, especially on FLUTE, LCT and ALC.


· 3GPP TS26.346 Multimedia Broadcast/Multicast Services (MBMS): Protocols and Codecs [3GPP TS26.346] 


· For the download delivery service of this standard File Delivery over Unidirectional Transport (FLUTE) as specified in [b_IETF RFC3926] is applied. FLUTE provides mechanisms to signal and map the properties of a file to the Asynchronous Layered Coding (ALC) protocol [b_IETF RFC3451] such that receivers can assign these parameters to the received files. The object to be transmitted is partitioned in one or several source blocks. For each source block, additional repair symbols can be generated by applying an FEC code. FLUTE could be used with different FEC codes, however 3GPP specifies and requires support of a single specific code (the Raptor code [b_IETF RFC5053]). FLUTE with Raptor allows the support of very efficient scheduled multicasting as well as carousel services. The latter is efficiently supported by the fountain property of the Raptor code.

· ETSI TS 102 472 Digital Video Broadcasting: IP Datacast over DVB-H: Content Delivery Protocols [ETSI TS 102 472]

· The Content Delivery Protocol (CDP) for file delivery in DVB-H re-uses the technology of 3GPP MBMS [3GPP TS26.346] download delivery. The use of Raptor codes is strongly recommended, especially for files with size larger than 32 kByte.

7.3
Hybrid Combinations of FEC with Retransmissions and Feedback


FEC and retransmission technologies for error recovery are not necessary competing technologies, but they may be used combined and complementary. By applying such combinations, some interesting benefits may be obtained. The significance of the benefits depends, among others, on the considered service, the considered distribution mean, i.e. multicast or unicast, and/or the number of available retransmission servers. This clause provides a high-level overview of possible combinations.


For retransmission-based mechanisms when combined with an FEC repair mechanism, negative acknowledgements (NACKs) of packets may result in the transmission of repair packets instead of original data packets. This may be beneficial especially for the case of multicast transmission as the repair packets may serve the retransmission request of several receivers, which may have observed the loss of different data packets. Such a scheme may allow to reduce the average transmit bandwidth.


For FEC-based mechanisms, the introduction of feedback messages may be used to influence the sender strategy. For example, if receivers are aware that the sender will transmit some small amount of initial repair data for the current source block, retransmission requests need only to be sent in case this initial repair information is not sufficient. If the loss exceeds what can be repaired by the initial repair data, retransmission requests can be made and in response the sender can send additional repair data for the source block that is independent of the initial repair data. Such a scheme may reduce the amount of necessary feedback messages and therefore may allow reducing the amount of necessary retransmission servers when compared to conventional retransmission mechanisms. In an alternative setup, a default level of AL-FEC protection is provided which is capable of correcting all anticipated errors (i.e. the same level of AL-FEC protection as for an AL-FEC-only mechanism). For each FEC source block, the receiver may send an acknowledgement packet requesting that sending of FEC data for that source block should be terminated early, because the receiver has received enough data to recover the block. Such scheme may allow reducing the average bandwidth when compared to an AL-FEC-only mechanism.


8
Usage Guidelines 


8.1
General Discussion on Retransmission and FECRetransmission and FEC are two different techniques to recover packet losses during the delivery of IPTV services. The retransmission approach recovers from packet losses by requesting retransmission from the sender or intermediate retransmission server. The FEC approach operates by adding redundant information to the data at the sender. 


An FEC-based error recovery protocol uses redundant information to allow the receiver to correct packet losses. With this redundant information, the receivers can recover from packet losses locally at the receiver. The main advantage of FEC is that there is no need for a back channel to request retransmission from the sender. It therefore very suitable for uni-directional communications, but can obviously also be used on any (bidirectional) network. FEC introduces a fixed delay due to the generation and processing of the redundant information and as data must be buffered before the error recovery can take place. The delay depends, among others, on service bitrates, FEC block size, and sending arrangements.

Retransmission-based error recovery protocols use feedback messages to recover from packet losses, thereby requiring a return feedback path and one or more retransmission servers. On detecting a packet loss, e.g. by noting the gap of packet sequence number, a receiver requests a sender or designated repair servers to retransmit the lost packets. Retransmission may be either unicast or multicast depending on the distribution of clients reporting the errors. 


Since the error recovery is handled by requesting and receiving a retransmitted packet from a server with a copy of the original stream, the time needed to receive a repair packet is composed of  the Round Trip Time (RTT) between the receiver and the  recovery retransmission server plus any jitter imposed in the packet repair process. 


Jitter could be caused by variations in time for detecting lost packet and for generating the repair packet due to server loads. Buffering at the receiver is needed to provide time to receive repair packets before the data stream is sent to the decoder. There are trade-offs among buffer size, latency through the buffers, server load based on the number of users on the server, and quality of the video delivery.


In terms of bandwidth consumption in case of FEC, since the redundant information should be always be sent along with the original packets, it generally consumes more average bandwidth than retransmission. Since a retransmission is done on demand, the additionally required average bandwidth for error recovery can be lowered. However, note that to serve the retransmission request fast enough, a certain peak bandwidth higher than the average bandwidth needs to be reserved for retransmission. Therefore, for the case of retransmission, the bandwidth being saved compared relative to FEC may generally only be used for lower priority traffic on the shared access. 

The complexity in encoding and decoding FEC data may provide some computational at both the sender and receiver. Retransmission approaches do not require extra decoder computing because the entire lost packet is retransmitted to the receiver. 


In the retransmission-based approach, an intermediate retransmission server may receive many feedback messages from multiple receivers who experience packet losses. This may lead to the phenomenon of feedback implosion, the concept of receiving many feedback messages for common errors. Implosion can be reduced using appropriate architectural design.


To reduce the problem of feedback implosion for retransmission-based mechanisms, a careful architectural design is necessary. When retransmission is used in multicast delivery, proper attention must be paid to the ratio of clients to retransmission servers to avoid any scalability issues. A distributed retransmission approach can be introduced to resolve the issues of timeliness, scalability, and feedback implosion. A local retransmission server placed in the vicinity can be used to recover the error losses across the access and consumer environment and a core retransmission located near the head end to recover losses in the core and common losses requested via the local retransmission server. However, such architecture may require additional network equipment to serve retransmission requests or the function may reside in servers already present for other purposes. Due to the different architectural design, feedback implosion is not existent for FEC-based approaches.   


Any application layer recovery scheme has a non-zero probability that a complete recovery from packet loss cannot be done. Lowering the probability for missing packets is a balance between complexity of design and quality of the received video.  In case of FEC, if the packet loss exceeds the repair capabilities of the FEC scheme, recovery will not be possible. In case of retransmission, recovery may be deficient due to non-persistent ARQ protocols or late arrival of packets. 


In these unlikely cases of failures, media post-decoder remediation schemes may need to be used.


8.2
Relation of mechanisms to the QoS classes in Y.1541


8.2.1
Overview


[ITU-T Y.1541] describes a number of QoS classes for IP networks. Specifically, Table 1/Y.1541 defines six IP network QoS classes and the respective network performance objectives. In addition, Table 3/Y.1541 proposes two additional provisional QoS classes mainly for the purpose to support sufficient QoS for digital television transmission. The difference to those in Table 1/Y.1541 is that these values need not to be met by networks until they are revised (up or down) based on operational experience. 


Appendix VIII of [ITU-T Y.1541] considers digital television transmission on IP networks and concludes that, by the use of specific application layer error recovery mechanism digital television quality requirements can be met using the new provisional QoS classes.


However, as stated in the document additional experience on application layer error recovery mechanisms may allow revising the considerations on QoS classes 6 and 7. Error recovery mechanisms being considered in the ITU-T IPTV architecture are related to the QoS classes in Y.1541 and appropriate parameter settings should be applied.


For this relation, suitable performance metrics shall be applied. Table VIII.1/Y.1541 proposes some loss/error considerations. DVB and the ATIS IIF [ATIS-0800005] propose to measure the performance of mechanisms in terms of the mean time between visible artefacts (MTBA) in the video playout. Both have used a quality target of 4 hours MTBA, which also fits into the loss ratio recommendations of Table VIII.1/Y.1541. 


Y.1541 QoS classes specify an upper bound on the packet loss ratio (Class 0-4: 10-3, provisional classes 6 and 7: 10-5), but do not specify packet loss patterns. However, suitable parameter settings to meet the requirements may be affected not only by the loss rate, but also by loss patterns. In order to present application layer reliability performance with different loss patterns, different packet loss models may be considered, e.g. independent random loss model or burst loss models. 


Y.1541 also specifies limits on the IP Packet Transfer Delay (IPTD), IP Packet Delay Variation (IPDV), and IP Packet Error Rate (IPER). The effect of these parameters in relation to the error recovery mechanism is also of interest.


The performance and parameter settings for a certain mechanism may also depend on the service bit rate. This effect should also be considered when relating mechanisms to QoS classes.

8.2.2
DVB-IP AL-FEC 


8.2.2.1
Parameters


The DVB AL-FEC code according to [ETSI TS102034], Annex E, is a block erasure code, meaning that it applies erasure protection to blocks of packets of the original stream. The code is basically fully determined by two parameters:


1. The size of each of these blocks is usually expressed in terms of the protection period, which is the interval of time taken to send the packets of a block.


2. For each block, the AL-FEC code provides a number of additional “repair” packets that can then be sent immediately after the original packets of the block (the “source” packets). The number of repair packets sent for each block is another parameter of the code, usually expressed as the FEC overhead – the ratio of repair packets to source packets.


There is a trade-off between these two parameters of the code, protection period and FEC overhead: in general if the protection period is increased then the FEC overhead required will decrease and vice versa, all other factors remaining equal. The ‘other factors’ are the packet loss rate and pattern and the quality target. This feature allows service operators to trade efficiency vs. channel switching times.


Note that the channel switching times correlate to the latency added by the AL-FEC. However, there are also many other things which contribute to channel change time, for example IGMP latency, the need to wait for an IDR frame, RTP buffering, video decoding buffer etc. These factors have already led to the development of a number of channel change acceleration techniques. A good survey is available in [b_ISMA TD00096] and some of the techniques described there are already deployed. These techniques can be used to mitigate the additional delay caused by the use of FEC, making it practical to consider relatively long protection periods without significantly impacting channel change time.

8.2.2.2
Relation to Network Performance Parameters

By some representative investigations, the AL-FEC mechanism is related to the different network parameters. 


For the IP packet loss ratio (IPLR) two models are considered: 


· An independent random loss model assumes that each packet is lost with independent probability. Although in practice IP packet losses are not independent, this channel provides some kind of baseline from which other cases can be assessed.


· A short burst loss model considers burst outages of fixed duration, occurring at independent random intervals (Poisson distribution). This is intended to simulate a DSL access line subject to electrical impulse noise. In this case each impulse causes an outage equal in length to the DSL inter-leaving depth, which we take to be 8ms.


For a streaming service such as IPTV the absolute IPTD is only important insofar as it affects channel change time and so need not be considered further here for the simulations. The IPTD is additive to the latency introduced by the AL-FEC mechanism.


The IPDV may affect performance if it results in packets arriving too late to be rendered to the user. The use of FEC mitigates this problem, since as long as each packet arrives before the appointed time to decode its FEC block there will be no problem. Packets at the beginning of a block could arrive extremely late and still arrive in time. On the other hand if packets at the end of the block arrive too late then cannot be used, but these packets may be considered lost and recovered by the FEC.


In general, as long as the IPDV is in the range of the protection period, or the protection period is greater than the IPDV as defined in Y.1541, then for QoS classes 0-4 the IPDV does not have any influence on the performance. Therefore, for QoS classes 0 and 1 and protection periods of at least 50ms, the IPDV does not influence the performance. Furthermore, it should be noted that with the addition of modest IPDV requirements, then Y.1541 Classes 2-4 would also be suitable for IPTV applications, especially if the protection period is relaxed.


It is expected that erroneous packets are detected by the UDP checksum and therefore are converted to packet losses. As the IPER for QoS classes 0-4 is a magnitude less than the IPLR, this effect is negligible.


8.2.2.3
Recommended Parameter Settings

The recommended parameter settings for the DVB-AL-FEC mechanism for QoS classes 0-4 are provided in the following. The influence of IPTD, IPDV, and IPER has been discussed in clause 8.3.2.2. Therefore, the benchmarking and recommended parameter setting are provided for IPLR of 10-3 for two channel models, namely independent random packet losses (random) and the short burst model (burst) with 8ms independent burst losses.


Results are obtained for Standard Definition (2.1Mbit/s) and High Definition (9.4Mbit/s) video streams. The streams are assumed to be CBR MPEG-2 Transport Streams (TS) encapsulated within RTP packets with 7 MPEG-2 TS packets per RTP packet to achieve a MTBA of at least 4 hours. Table 9-1 shows the required overhead for different bit rates, different channel models at IPLR 10-3, and different protection periods.


Table 8-1:  Required Overhead for DVB-IP AL-FEC for different bit rates, different channel models at IPLR of 10e-3, and different protection periods


		Protection Period

		Random, 


2.1 MBit/s

		Random, 


9.4 MBit/s

		Burst, 


2.1 MBit/s

		Burst, 


9.4 MBit/s



		100 ms

		16%

		5%

		20%

		12%



		200 ms

		8%

		3.5%

		10%

		6%



		400 ms

		5%

		3%

		7%

		4%



		600 ms

		4%

		2%

		4%

		2.5%



		800 ms

		3.5%

		2%

		4%

		2.5%



		1000 ms

		3%

		2%

		4%

		2%





The results show that with modest additional delay and low to modest FEC overhead, a consumer television quality target of a MTBA of 4 hours can be achieved using the standard Y.1541 QoS Classes 0 and 1. The provisional QoS classes 6 and 7 are not required by the use of the DVB-IP AL-FEC mechanism. Note that in all cases the enhanced decoder according to [ETSI TS102034], Annex E, sub-clause E.5.1.2, was applied as the minimum decoder could not fulfil the service requirements.


In addition, note that if the FEC source block structure is chosen with proper alignment, for example with the random access points of the video stream, then the FEC latency can be absorbed into the video decoding buffer latency. This would mean that the protection period is in general not additive to the end-2-end latency, but generally lower. With encoding parameters and alignment strategies, even no difference in the latency may be observed when FEC is used and when it is not.

9 
Recommendations


The support of an application layer error recovery mechanism is not required for all networks, in particular for networks that can fulfil the desired IPTV service requirements.

In the case that a network cannot fulfil the packet loss requirements necessary to achieve the IPTV service requirements, the use of an application layer error recovery mechanism is recommended. 


For an application layer error recovery mechanism based on FEC, the DVB-IP AL-FEC in [ETSI TS102034], Annex E, is recommended. 


· The relation of this AL-FEC mechanism to the QoS classes in Y.1541 [ITU-TY.1541], especially recommended parameters settings for different QoS classes and different services is discussed in section 9.2.2, specifically in Table 1. Consumer television quality can be achieved using the standard Y.1541 QoS Classes 0 and 1 together with the DVB-IP AL-FEC mechanism, low to modest overhead and the enhanced decoder according to [ETSI TS102034], Annex E, sub-clause E.5.1.2.

Editor’s Note: An application layer error recovery mechanism based on retransmission may also be recommended.
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