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INTRODUCTION

Because IPTV service can be provided by several multicast schemes, it is required to survey each scheme in detail and to reflect WG4 documents dealing with IPTV network control aspects. 
Firstly, this document mentions i) emerging alternative IP multicast schemes, ii) the difficulty to make various IP multicast mechanisms compatible and then iii) possibility to make them compatible.

Showing that various emerging alternative IP multicast schemes can be applied to support IPTV service, we propose to modify three parts of WG4 document “IPTV Network Control Aspects.” 

DISCUSSION
1) Alternative IP multicast mechanisms are emerging because of partially deployed IP multicast
Considering the capabilities provided by current Internet, pure IP multicast is the best way to support group communications services. However, the current Internet still does not fully support IP multicast capabilities due to several reasons. To overcome the IP multicast deployment issues, several scheme which can alternate IP multicast mechanism are emerged. Although the ways of implementing alternative IP multicast are very diverged, their goals for efficient data delivery are same. 

2) It is difficult to make various IP multicast mechanisms compatible

Usually alternative multicast mechanisms are not designed to support all types of IP multicast services but for a specific purpose; usually they focuses on single type of service. Each multicast mechanism uses different message type, configures different network topology. Therefore, it is difficult to communicate group who uses different IP multicast mechanisms. Figure 1 shows when a sender is to send data to multiple users through different multicast environment. 
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Figure 1 – Each multicast environment has its own way to communicate (Case 1)
Figure 2 shows when a receiver is to receive data from multiple users through different multicast environment. 
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Figure 2 – Each multicast environment has its own way to communicate (Case 2)
In both case, a sender as well as a receiver must use interface oriented to each different multicast environment.

Whenever a user subscribes different services using different mechanism, each user must have capabilities for various multicast environments.
3) It is possible to be compatible?

If there is a service manager, which can manage different networks and connect them, as shown in Figure 3, a sender as well as a receiver does not need to worry about various network capabilities. 
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Figure 3 – Common interface to meet compatibility
PROPOSAL
	P-1

Because there are several multicast capabilities to support IPTV service, we propose to insert following paragraph into the section “7.1.1 Multicast Network Control.”


7.1
Network Control

7.1.1
Multicast Network Control

Multicast transport is one of the major drivers to promote IPTV service in telecommunication. Multicast functionality is required to make efficient use of network bandwidth resources when delivering broadcast content. Therefore, multicast and its control function are important in network aspects to deliver IPTV service content especially in access network. 
Because there can be various types of IP multicast schemes for efficient broadcast content delivery, it is required that each multicast scheme can be controlled. 

Editor’s note: consideration how to develop requirements for the IPTV broadcasting service on the IP bearer network with various IP multicast capability.
The equipment in transport stratum for IPTV service should support the static configuration of IP multicast distribution tree to - The equipment should support well designed dynamic IP multicast protocol to reduce influence for IPTV service

The IPTV network should support multicast user authentication function.

The IPTV network should support Multicast Protocol proxy in Access Node (or other network node where multicast replicated to users)
The IPTV network should support alternative multicast schemes; such as CDN, overlay multicast, P2P, and so on.

It is required to have a capability of managing different multicast schemes compatible, 

	P-2

If different multicast mechanisms are used to provide IPTV service, each multicast scheme may identify IPTV service channel differently. Therefore, the way of uniquely describing IPTV service session channel is required. Hence we propose to add new paragraph as the section “7.1.1.4 Multicast session identifier management.”


7.1.1.4
Multicast session identifier management 

Because there can be various multicast schemes, it is required to describe multicast session uniquely; for example, a multicast session using pure IP multicast can be described by IP multicast address, but a multicast session using CDN can be described by URL. IPTV should manage identifier to describe a specific multicast session uniquely.
	P-3

To describe several representative alternative multicast schemes, it is required to list up representative multicast schemes and then describe each scheme in detail. 

Therefore, we propose to change the section “8.1 Distributed Content Distribution” and then insert a new section “8.2.2 Overlay multicast based IPTV service” and new title “8.2.3 P2P based IPTV service.”


8.1 Distributed Content Distribution
A distributed architecture among content edge servers should be supportable

Co-located edge media servers should have the ability be organized in a distributed structure to share the load, to raise the reliability and to reduce the total cost of the edge servers. According to the method of the distributed structure, original files or content can be stored evenly on the servers. User’s requests can be redirected to the most suitable edge server automatically without the help of a central device.
8.2.1 CDN based IPTV service
Media in IPTV services may be delivered by CDN. 
To ensure manageability and interoperability, the CDN-based IPTV media delivery mechanism should include the following functional network entities:
1) Media Delivery Manager(s), responsible for global load balancing and interfacing with other subsystems; 

2) Media Delivery Agents, responsible for local load balance; and
3) Stream media servers, responsible for storing content and streaming media
Whereas,

· Media Delivery Manager supports serving control function, content control function and operation maintenance function. 
· The Media Delivery Agent is attached with every stream media nodes and supports serving control function, content control function and operation maintenance function for the corresponding node. 
· The stream media servers support streaming function, content storage function, content distribution/delivery function, and operation maintenance function.
8.2.2 Overlay multicast based IPTV service
Media in IPTV services may be delivered by overlay multicast mechanism. 
To ensure manageability and interoperability, the overlay multicast based IPTV media delivery mechanism should include the following functional network entities:
1) Session Manager(s), responsible for initiating IPTV service session, global load balancing and interfacing with other subsystems;
2) Overlay Multicast Agents, responsible for relaying data from server; and
3) Stream media servers, responsible for storing content and streaming media
Whereas,

· Session Manager supports serving control function, content control function and operation maintenance function. 
· Overlay Multicast Agent supports data delivery path construction function, content forwarding function, content control function and operation maintenance function.
· The stream media servers support streaming function, content storage function, content distribution/delivery function, and operation maintenance function.
8.2.3
P2P based IPTV service
__________
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