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DISCUSSION
The best way to support IPTV service is multicast; because multicast mechanism utilizes the resource of network’s as well as server’s efficiently. But the current Internet still does not fully deploy IP multicast mechanism because of several deployment issues; cost, management, security, and so on. For past few years, several alternative multicast schemes have been introduced to support efficient group communications where IP multicast is not fully deployed; such as CDN, overlay multicast and so on. 

Therefore not only IP multicast but also other alternative multicast mechanisms should be carefully considered as one of data delivery mechanisms for IPTV service.
In the last IPTV FG meeting, a new working document on IPTV multicast frameworks has been introduced to cover multicast issues for IPTV services. But because the current working document is at its initial stage, it still does not cover multicast models for IPTV services enough. Therefore it is required to have well-defined multicast models for IPTV service. 
PROPOSAL
We propose the following text to be included in the “IPTV multicast frameworks” working document as a part of main body or as an appendix for information.

1 Multicast models for IPTV service

1.1 Pure IP multicast-based model
Figure 1 shows the concept of pure IP multicast based delivery mechanism. 

In this scheme, each member registers IP multicast group by exchanging IGMPv.x messages with its access routers; and then each IP multicast router constructs IP multicast tree by exchanging multicast routing protocol messages; finally data from source flows according to the multicast tree from source to each receivers. 

Because ISP owns and manages Multicast routers, ISP can tightly manage the communication. 
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Figure 1 – Data distribution scheme with pure IP multicast
1.2 Server-based model
Figure 2 shows the concept of replicated-unicast based data delivery mechanism. 

In this scheme, ISP puts a media server or server pool somewhere; each member connects media server or server pool; then the media server sends data to every receiver replicatively.

Because ISP or content provider (CP) owns and manages media server, ISP can tightly manage the communication; but because media server cannot support infinite number of receivers, the size of the group is tightly bounded by the performance of media server or server pool as well as server-side network bandwidth.
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Figure 2 – Data distribution scheme with replicated unicast
1.3 CDN-based model
Figure 3 shows the concept of CDN-based delivery mechanism. 

In this scheme, ISP pre-installs CDN servers in an appropriate place; each receiver finds and then connects the nearest CDN server. Then multimedia streams from source are distributed to each receiver along the data delivery path of CDN servers.

Because ISP or content provider (CP) owns and manages CDN servers, ISP can tightly manage the communication; but because ISP cannot install CDN servers infinitely, the number of installed CDN servers bounds the size of the group tightly. 
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Figure 3 – Data distribution scheme with CDN
1.4 P2P-based model
Figure 4 shows the concept of P2P-based data delivery mechanism.

In this scheme, each end-node can be both a media producer as well as a media consumer. The way of communications is as follows; each node discovers its peers and then connects them; each node can exchange media between themselves. 

Because P2P model does not want to have ISP’s censorship, this model usually does not involve node of ISP’s.  Although the size of group is not logically bounded, it may not be adequate to distribute contemporary media. To improve data receiving, each node tries to finds more peers as possible. 


[image: image4.emf]S

Media SouPce

S

Peers

P

PP

PP

P

PP

ISP

End-Users


Figure 4 – Data distribution scheme with P2P

1.5 Overlay multicast-based model
Figure 5 and Figure 6show a brief concept of overlay multicast mechanism.

 In overlay multicast mechanism, special overlay nodes emulate the functions of IP multicast router’s; such as multicast data tree configuration, multicast data forwarding etc.

In this scheme, each overlay node constructs multicast data delivery path from sender to group dynamically as naïve IP multicast router does. Along the constructed path, each overlay node forwards data, which comes from its upstream node, to its downstream nodes. The size of group is not logically bounded, and it is adequate to distribute contemporary media.
The overlay node which substitutes IP multicast router may form a hardware box, a server, or an end-system; the formation is a deployment or implementation issue. 

Figure 5 shows an overlay multicast scheme without ISP’s participation. Although the concept of this scheme is very similar to P2P based model, but this scheme tries to construct more optimized multicast data tree from source. 
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Figure 5 – Data distribution scheme with Overlay Multicast without ISP
Figure 6 shows an overlay multicast scheme with ISP’s participation. Although the concept of this scheme is very similar to CDN based model, but each node has more liberal to choose its upstream node; it can choose a node of ISP’s or a node of end-user’s. 
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Figure 6 – Data distribution scheme with Overlay Multicast with ISP
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