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1.0
Abstract:

This contribution proposes new text for sub-clauses 9.1 and 9.2 of the working document FG-IPTV-DOC-0064.

2.0
IP Network Traffic Management Capabilities

IP networks allow both reservation as well as differentiated models for QoS support and traffic management. The IP reservation model is that based on the IP Integrated Services (IntServ) and allows the use of RSVP signalling protocol for bandwidth reservation. Two service classes are defined in the context of IP IntServ:

· Guaranteed Service (GS) defines a service type where all packets belonging to the same session are delivered within a deterministic delay bound. Routers along the path of the session must employ appropriate scheduling algorithm and reserve resources to ensure that the delay bound is always satisfied. 
· The Controlled Load Service (CLS) provides a service equivalent to a “lightly” loaded best effort network.
IP networks are also capable of supporting a differentiated model with the IP differentiated service (DiffServ). The IP differentiated model defines a set of edge functions and a number of per-hop behaviour (PHB). Edge functions are those related to classification, metering, marking, dropping, and shaping. A PHB defines an externally observable treatment applied at a network node to a DiffServ behaviour aggregate. A number of PHBs are defined by the IETF in the context of IP DiffServ:
· Expedited Forwarding (EF): The intent of the EF behaviour is to provide the building block for the creation of low-loss, low delay, and low delay variation services. The EF PHB definition mandates that the EF packets should ideally be served at a rate R or faster and bounds the deviation of the actual departure time for each packet by the relationship:
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 is the actual departure time of the jth packet, 
[image: image3.wmf]j

f

 is the target departure time of the jth packet, and 
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 is an error term bounding the deviation of the actual departure time from the target departure time. 
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is a function of the nodal scheduler implementation. 
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 is the length of the jth packet. The above relationship paves the way for the specification of a delay bound as long as the aggregate EF traffic adheres to some traffic pattern (e.g. as specified by a leaky bucket).
· Assured Forwarding (AF): The AF PHB group defines four AF classes. For each class three discard precedence levels are defined (AFij, i=1, 2, 3 or 4 and j=1, 2 or 3). No priority order is defined among the four AF classes. RFC 2597 requires that each node in the networks to allocate certain amount of forwarding resources for each AF class to assure forwarding of the IP packets. However, no delay or loss bounds are defined.
· Class Selector (CS): The CS PHB group is defined for DiffServ to be backward compatible with legacy routers that support the type of service (ToS) bits in the IP packet header. CS PHB group defines 8 forward treatments where packets belonging to CSi are served before packets marked with CSj as long as i>j. It effectively defines a straight priority discipline with CS1 being reserved for the default forwarding (DF) used for the traditional IP best effort (BE) service.

IP DiffServ is scalable compared to IP IntServ since it doesn’t require per flow reservation, scheduling, and buffering. In IP DiffServ flow information is available at the network edge while nodal behaviour is applied on an aggregate basis.
IP DiffServ paradigm doesn’t include the definition of service classes. However service classes could be realized by proper specification of edge rules and consistent application of PHB by the different nodes in the network.

3.0
IP Traffic Management Capabilities Applicable to IPTV

The core IP network transporting IPTV services is expected to be well-engineered and shared between a number of applications including data and voice support. Since IP Diffser allows the core IP network to scale to a large number of flows it is also expected that the network will be equipped with DiffServ capabilities in terms of scheduling implementation that supports all or some of the DiffServ PHBs. RFC 3247 shows that if the EF traffic arriving at an interface is bounded by a leaky bucket with parameters (B, R) then the delay of any packet departing the interface is bounded by:
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IPTV services that require stringent loss and delay constraints may be supported using EF PHB. The use of PHB will ensure that IPTV packets are transported within a certain delay bound with almost no loss as long as the aggregate burstiness of the offered EF traffic is within some bound. The EF PHB must be configured with enough resources to satisfy the delay requirements of video packets. Since performance of video application is sensitive to packet loss, sufficient buffer needs to be allocated to ensure that it accommodates a burst size equal to B.
It is also possible to support IPTV service using AF PHB group as long as the AF class or classes designated for IPTV service are configured with the amount of resources needed to assure the service QoS parameters. Unlike the EF PHB there is no delay constraint associated with the definition of the AF PHB. However the use of the AF offers the added benefit of selectively discard video packets based on their relative importance. This will require the relative importance of video information to be inherited by the IP layer.
An IP node supporting the CS PHB group implies an absolute priority scheduler is in place. IPTV shall be supported at a priority level high enough to maintain its quality assurances. Starvation of classes supporting IPTV services must always be avoided.

4.0
Proposal:

It is proposed to add the text of clauses 2 and 3 of this contribution to sub-clauses 9.1 and 9.2 of the working document FG-IPTV-DOC-0064 as indicated below:

Place text of clause 2 of this contribution to sub-clause 9.1 of FG-IPTV-DOC-0064


Place text of clause 3 of this contribution to sub-clause 9.2 of FG-IPTV-DOC-0064
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