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1. Introduction
We propose bandwidth management architecture in access network for IPTV. In addition, we describe QoS requirements to support IPTV service in access network.
2. Discussion 

Figure 1 shows the current network configuration of IPTV service in current network. If we want to support IPTV service in the existing access network, we can simply make IPTV server mark the IPTV packets and network devices to give higher priority to those packets by packet scheduling and queuing mechanism. This would need any additional deployment of new network devices. 
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1. Service Classification Table (Multimedia Service : IPTV)

5 0(green) Subscriber-1

class_id color_id new flow_id dest IP

5 0(green) Subscriber-1

class_id color_id new flow_id dest IP
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Figure 1: IPTV service flow in the current access network

However, the simple marking scheme does not support more sophisticated control over the network. The followings are required in access network for supporting multimedia service such as IPTV.
· QoS provisioning per subscriber and per service
· Traffic classification based on multiple header fields (5-tuple, 6-tuple, and etc.)
· Minimum bandwidth guarantee
· Traffic shaping/policing
· Advanced packet queuing and scheduling
· Traffic marking (DSCP, 802.1p, and etc.)
   In the next section, we are going to propose access network architecture to support above requirements more efficiently.
3. Proposal 

First, we need to classify services. Even though there are a lot of ways to classify the existing services, the service type can be classified by the following two big concepts. 
· Multimedia service

· Broadcasting(IPTV), VoIP, VoD, and etc.
· Best-effort service

· Web, P2P, and etc. 

A subscriber’s bandwidth is shared by those two service types. The total bandwidth for a subscriber is fixed by SLA (service level agreement) and each multimedia service session is using its own allocated bandwidth. Therefore, if we can identify the multimedia traffic, we can decide how much more bandwidth he or she can use for the best-effort traffic. We defined two classification tables, “service classification table” which is used for the multimedia service identification and “subscriber classification table” which is used for calculating the residual bandwidth which he or she can use for its best-effort traffic.
We identify the traffic first to check whether the packet is of the multimedia session or best-effort session. If the packet is from the best-effort session, it looks up the “subscriber classification table” and it retrieves the bandwidth allocated to the best-effort service. Then the traffic is processed according to the bandwidth information. When the packet is from the multimedia session such as IPTV application session, the traffic is only processed according to the bandwidth information which is retrieved from the “service classification table.” With this approach, we can guarantee the bandwidth of each service session and the total subscriber’s bandwidth simultaneously. In addition, we are able to support bandwidth isolation between multimedia service and best-effort service. The low overhead and implementation simplicity make the hierarchical look-up of classification tables an attractive candidate for adoption in access network. 
Figure 2 shows both of the “service classification table” and “subscriber classification table.” Multimedia services including IPTV application services can identified by six tuples such as source IP address (src IP), destination IP address (dest IP), protocol (PT), DiffServ Code point (DSCP), destination port (dest port) and source port (src port). The lookup result of the first table contains flow_id, class_id and color_id. These three ID fields can be used to retrieve the QoS information of the multimedia session together. The flow_id is the identifier of a traffic flow to which the packet belongs and is used to select a policy which can be maintained in a separate table. The class_id is a relative identifier of a target QoS queue and determines both the internal QoS class on the switching fabric and a target queue on the output port. If the switching fabric does not support QoS differentiation, the ingress network processor simply ignores class_id. To accommodate color-aware srTCM(single rate Three Color Marker), the classifier may also set color_id. The detailed usage of the fields can be discussed through more discussion. The second table, “subscriber classification table,” gives the remaining bandwidth information for a subscriber’s best-effort traffic. The index key of the table is the IP address of a subscriber. In this figure, we only consider downstream traffic in access network. 
In order to make the understanding easy about how the remaining bandwidth for a subscriber is calculated, we give an example in Figure 3. We assume that the bandwidth of the IPTV channel is 20Mbps with MPEG-2 HD (high definition) type and the maximum bandwidth of subscriber-1 is sustainable service rate (SSR) 50Mbps. If the subscriber receives two channels from IPTV head-end, then the remaining bandwidth of the subscriber-1 is 10Mbps (50Mbps – 2 ( 20Mbps) and the best-effort traffic for subscriber-1 in access network should be shaped with 10Mbps.
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Figure 2: Service and subscriber classification tables
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Figure 3: Example scenario about the proposed mechanism
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