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Abstract
This document describes requirements for transportation of multicast traffic amongst service providers. Its main objective is to present a set of requirements and scenarios which would result in general requirements about service negotiation, selection and development for IPTV multicast service provider to meet these requirements and support these scenarios.
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1 Introduction
The multicast mechanism may be deployed by Service Providers (SPs) to achieve some of the    most important objectives summarized as:

· Enhanced Efficiency: Controls network traffic and reduces server and CPU loads

· Optimized Performance: Eliminates traffic redundancy

· Distributed Applications: Makes multipoint applications possible

Generally, this multicast mechanism is used within single service provider. Multicast transmission over inter AS has many considerations. For example, Multicast Group Address, QoS Policy, Multicast routing policy, Security Policy and so on. 

This document discusses requirements for an inter-AS multicast transmission mechanism that may be used to achieve the same set of    objectives across AS boundaries within or beyond an SP's    administrative domains. These application scenarios will also facilitate discussions for a detailed requirements list for this inter-AS multicast transmission.

2 References
TBD

3 Terms and Definitions
IP-TV Service: Watch the contents on TV which received in IP packet type. This service may use unicast or multicast mechanism. 

MSP: Media (IP-TV) Service Provider which provides IP-TV service to Customer. Regacy ISP would be MSP. Or Internet Portal Company or Broadcast Company would be MSP. 

ISP: Internet Service Provider which provides Internet Access to Customer. Regacy ISP would be MSP. Or Internet Portal Company or Broadcast Company would be MSP. 

SP: Service Providers including regional or global providers including MSP and ISP

SP Administrative Domain: a single SP administration over a network or networks that may consist of one AS or multiple ASes.

Inter-AS Multicast:   A generic definition for multicast traffic transmission mechanisms operating over IP network multiple ASes.  

ASBRs:   Autonomous System Border Routers used to connect to another AS of a different or the same Service Provider via one or more links that interconnect ASes.

4 Abbreviations and Acronyms
MSDP: Multicast Source Discovery Protocol

MBGP: Multicast Border Gateway Protocol

PIM-SM: Protocol Independent Multicast Sparse Mode

5 Objectives and requirements of Inter-AS multicast traffic transmission

As mentioned in section 1 above, some SPs have requirements for achieving the same set of multicast objectives across AS boundaries. This section examines these requirements in each of the key corresponding areas: 1) Inter-AS IP-TV Service providing; 2) Inter-AS Resource Optimization 
5.1 Inter-AS IP-TV Service providing and consuming
Many SPs have partial or full deployment of multicast implementations in their networks today, either across the entire network or    minimally on the edge of the network. SPs want to extend their IP-TV service coverage to the customers served from other SPs. 

Customers also have the right to select the IP-TV services considering contents, cost, and quality. So, customer could select separate ISP and MSP. 

Several application scenarios are presented to illustrate this requirement in detail in following section.
5.2 Inter-AS Resource Optimization

As mentioned above, multicast mechanism could enhance the network efficiency and optimize the performance. In Service Provider (SP) networks, the BGP protocol is deployed to exchange routing information between ASes for only unicast traffic. Multicast routing mechanisms should be needed for multicast transmission across SP networks like unicast routing.

5.3 Fast Recovery across ASes 

When extending IP-TV services across ASes, customers often require SPs to maintain the same level of performance targets, such as packet loss and service availability, as achieved within an AS.    As a consequence, fast and stable convergence mechanism against link/ node failures becomes a strong requirement.

6 Application Scenarios for Inter-AS IP-TV services

The following section shows many application scenarios over IP Multicast networks. In these scenarios, the considerations for inter-AS multicast requirements are only focused on, and the requirements of the current intra-AS is not mentioned. Although not explicitly noted in the following discussions, fast and stable recovery of multicast traffic path(s) crossing multiple is particularly important in the case of link/node failures at AS boundaries for all application scenarios presented here.
6.1 Scenario 1 – Leased Multicast Network


[image: image1]
In this scenario, MSP doesn’t have its own IP multicast network. But It collect the customers who uses other ISP’s internet line and provides IP-TV services. MSP has only IP-TV headend Platform and contents. This scenario is similar case to Application Service Provider. They provide the specific services to their own customer independent to customer’s network environment. However, in IP-TV service case, ISP should provide the multicast function or similar functions to MSP customers. So, MSP and ISP should have some agreements on network function and multicast traffic transmission. ISPs provide and manage only physical link and multicast function. MSPs manage IP-TV services including marketing, billing, and contents management and so on. 

6.2 Scenario 2 – Leased IP-TV Platform (Contents and Headend )


[image: image2]
In this scenario, ISPs doesn’t have IP-TV service platforms but they have only multicast network. But ISPs want to provide IP-TV services to their customers. ISPs get the IP-TV contents from MSPs using MSP’s platform and sells the IP-TV services. 

MSPs operate IP-TV platforms, manage the contents and schedule the services according to the IPS’s request. In this case, ISP’s roles are marketing, network management, and customer management. Major ISP may relay the multicast traffic from the MSP to Regional IPSs or small ISPs. 

6.3 Scenario 3 – Extended multicast domain

[image: image3]
In this scenario, ISPs provide IP-TV services as well as Internet Services. And they are also MSPs. ISPs would like to expand IP-TV services to other ISP’s customer. Customers can select the MSP with their individual preference or favorite contents independent on their Internet line. For this scenario, ISPs should mutually admit the transmission of other SP’s IP-TV multicast traffic through their network. From a customers’ perspective, they can select the IP-TV service providers and should pay the cost of the internet line to their ISP and the cost IP-TV service to their MSPs separately.

7 Model for IP-TV Traffic Transmission   

This section describes the model for IP-TV Traffic  transmission between MSP and ISP or between ISPs. 
7.1 Multicast Overlay Model

In this model, there is no multicast interoperation between MSP and ISP or between SPs. ISPs can  establish their own multicast routing policy within their network without considering other SP’s multicast policy. Because there is no multicast policy negotiation, IP-TV multicast traffic should transmitted with unicast mechanism on AS boundary. With unicast tunneling mechanism, multicast traffic could be sent to other SP at any point of network. Although multicast advantages are not utilized efficiently in this model, complexity from the multicast interoperation is decreased. SPs could modify the multicast traffic header according their multicast routing policy.
7.2 Multicast Peer Model

ISP’s multicast networks construct big multicast network. Routers in a SP establish multicast protocol peeing with routers in other SP. They exchange multicast routing information and also exchange unicast routing information for reverse-path check. Multicast traffic is transmitted transparently across the ASes. So, many policies(routing, security, QoS, failover, SLA .. )should be negotiated between SPs.
8 Requirements for IP-TV Interoperation

8.1 Addressing requirements
For interoperable multicast channels, it is recommended to use RFC 3180 range(GLOP addressing in 233/8).  ISPs can use RFC 3138 range(Extended Assignments in 233/8) or RFC 2365  range(Administratively scoped block) if there is an agreement between peering ISPs.

8.2 In-service process among ISPs
TDB

8.3 Routing Policy
8.3.1 Topology requirements Multicast traffic exchange point could be located at any point of network. Routers could be connected directly or indirectly using tunnel mechanism. But SPs must avoid single point of failure. 

· Centralized vs. Distributed
· Centralized Multicast Exchange Point : SPs establish multicast peering at centralized point
· Distributed Multicast Exchange Point: Multicast traffic is transmitted at closest regional pops to maximize the resource utilization. 
· Multi-homing vs. Single-homing

· Multi-homing: In this topology, customer ISP peers with single backbone ISP or two backbone ISPs for failure redundant and traffic load balancing. One of many cautions in this topology is that customer ISP should advertise only their local AS information not to transit other ISP’s multicast traffic.

8.3.2 MBGP policyIt is recommended to use Multicast BGP between ISPs for their multicast service. Multicast BGP is used to advertise multicast source routes for RPF check. Followings are some guidelines for MBGP peering policy.

8.3.2.1 Advertising summarized prefixes if possible

   Increasing routing table size is cumbersome in inter-ISP environments. Summarization technique like CIDR can be used to control the growth of the routing tables.

8.3.2.2 Recommended route filtering policy

· default information
· private addresses(RFC 1918 range)
· all Multicast groups(224/4)

· ISP’s unicast prefix range from peer ISP
8.3.2.3 AS Path filtering
     One ISP can permit routes only sourced from peering ISP and deny routes from its customer AS. In this scenario, AS path filtering technique is conveniently used to filter out unwanted AS’s routes.

8.3.2.4 Maximum prefix limit

  MBGP routers can receive more routes than they can take. This results in MBGP problem which could disrupt multicast service delivery. With maximum prefix limit feature, it is possible to protect a router against this situation. This feature allows you to control how many prefixes can be received from a neighbor.
8.3.2.5 md5 authentication between MBGP peers

MD5 authentication can be used between two MBGP peers. With this, each segment sent on the TCP connection between the peers is verified to protect against the denial of service attacks.

8.3.3 MSDP policyMSDP allows multicast sources for a group to be known to all rendezvous points (RPs) in different domains by way of MSDP SA(Source Active) messages. MSDP SA messages contain source and group information for RPs in PIM-SM domains, and they exchange SA messages without filtering them for specific source or group addresses by default. MSDP SA filter is necessary to prevent bogus (S, G) from sending.

8.3.3.1 Recommended MSDP SA Filter (inbound/outbound)

· Domain-local multicast applications

· Auto-RP groups

· Administratively scoped groups(239/8)
· Default SSM range(232/8)
· Loopback addresses(127/8)

· Private addresses(RFC1918 range)
8.4 Unicast traffic policy
ISPs can send multicast and unicast traffic simultaneously over the same links or different links. 

Unicast routing table is used for multicast RPF check. Multicast traffic should not reject due to conflict between unicast routing policy and multicast routing policy.

Load-balancing mechanism is not exactly same between unicast and multicast. So SPs should establish the traffic/link policy considering these mechanisms.
8.5 Security Policy over multicast exchange peers
8.5.1 uRPF in exchange peer interfaceUnicast Reverse Path Forwarding(uRPF), used for preventing source address spoofing, is a ability which allows the router to check and see if any IP packet received at a router interface arrives on the best return path (return route) to the source address of the packet. If the packet was received from one of the best reverse path routes, the packet is forwarded as normal. If there is no reverse path route on the same interface from which the packet was received, the packet is dropped.

8.5.2 Filtering about non-approved group range, source Block and non-approved application port numbers8.5.3 PIM authentication     The purpose of this feature is authenticating peer’s identity to maintain reliable PIM neighborship between two ISP’s PIM peers.

8.5.4 TCP/ICMP message filtering for 224/4Multicast traffic is transported using UDP. It is recommended to block any TCP and ICMP packets destined to all multicast addresses at all multicast routers.

8.5.5     Protection against multicast source spoofing  It is necessary to apply filtering to block spoofed IP addresses and multicast sources sent from peering ISP.

8.5.6     BSR message filtering Fault RP information can be inserted and spread into the network by malicious users, and results in source interception or service failure. It is recommended to block bootstrap messages in domain exit points because there is no need to use bootstrap messages among multicast domains.

8.5.7     Multicast Route limit This feature is necessary to limit the impact of denial of service attacks based on creating useless IP multicast routing states.

8.6 End to End multicast QoS guarantee policy

8.6.1     Inbound/outbound QoS policy   Many ISPs which provide multicast services have partial or full deployment of Diffserv implementations in their networks today, either across the entire network or minimally on the edge of the network. In inter-AS environments also, they should provide a set of QoS policy such as traffic classification, rewriting and scheduling rules for reliable reliably transport of the multicast traffic.

8.6.2     Policing of multicast & unicast traffic based on contract   ISPs should provide a set of policing mechanisms which could be configured on the inter-AS links to ensure that traffic routed through the links does not exceed the bandwidth negotiated among them.
8.7 End to End High Availability guarantee policy
Multicast services are mostly effected by network link failure and/or routing protocol neighbor down. There have been graceful restart techniques to avoid temporary service disruption during link failure and neighbor down. If these techniques are applied, SPs can improve multicast service stability during temporary outages. One thing to remind is that graceful restart feature is sometimes not compatible among vendors, so make sure if all vendors’ equipments work as an expected manner.

8.8 Billing considerations

Based on contract among ISPs.

8.9 Content protection

  Based on contract among ISPs.
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