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1. Introduction
The contribution high-lights  the short-comings  of those current technologies for dealing with  harmful contents prevention which is an important area of  IPTV content security and proposes  an idea for building an effective  solution using currently available technologies.  
2. Discussion

There is no denying that content security is very crucial to the widespread deployment of IPTV as a set of value-added telecom services.

There are several kinds of available protection mechanisms for preventing IPTV customers from being victimized by harmful contents at present.
Content stream tag is an available method to verify the legitimacy of program sources by applying a special tags(in the form of a piece of information) to media streams for customers’ terminals or network devices like media gateways to recognize. Tags can take different forms using currently available technologies like digital watermark or DRM.
Parental lock is another existing method  to prevent children from harmful contents .It got its name because in most cases it is the parents who  configure  a set of filtering  policies or rules  on the  STB and if the data  contained  in  EGP match some of the  filtering  rules ,media streams will be disabled. Therefore, as a figure of speech, it is just like that the STB is locked to keep harmful contents outside.
There is still other technologies for harmful contents prevention. one of them is based on the external  features or outline of a  video stream, which doesn’t touch     the  content encapsulated in the video stream directly. Just like we search for a book by it’s title .One example is given by the URL-based filtering mechanism.  However, there are several problems with   applying URL-based filtering. On the one hand,  it may erroneously prevent harmless and even useful information from reaching customers  .On the other hand, URL-based filtering relies fully  on a third-party rating system ，but there is no way to ensure the fairness and objectiveness  of such a rating system .Furthermore,  the contents from the same  URL  may vary form time to time and any rating systems cannot  keep up with these changes all the time. 
Another protection mechanism is manual content   monitoring which is based on the identification of harmful contents by human supervisors who continuously watch the supervised contents. In this case, a content supervision  system is needed which decodes media streams passing through it  and displays the video and plays the audio for the human supervisors to watch and listen to .Such systems have been round for quite a long time.   However, there are too large a number of programs in   a commercial IPTV system for such mechanisms continue to be practical. Even if an IPTV system still manages to operate with human supervision of contents like they are doing for cable/satellite/terrestrial TV today,  it will definitely  produce an exceedingly   heavy burden on the system..
As far as we know, current protection mechanisms in use are not sufficient to provide effective protection against harmful contents.   However, we recognize that effective methods can be built using currently available technologies with a good prospect of being commercialized in practical deployment of IPTV.
As an example, we show below the basic idea of a novel mechanism for harmful contents prevention.

A content censor is to be deployed in an intermediary network devices which is mostly likely to be a media gateway as shown in figure 1.The content censor is indeed a module which is capable of performing automatic processing of media streams passing through it and extracting information from the streams.
We take a video stream for example.

A compressed video stream contains compressed video frames. These frames belong to a continue sequence of frames which can be organized into different shots or scenes. A scene consists of a group of consecutive frames with similar foreground and background objects and limited motions.

For each scene, the automatic content censor can pick its key frame (usually the Intra-encoded one)out and it suffices to analyse only this key frame to decide if this scene is harmful or not.

Technologies are already available for the automatic content censor to do all these processing in the compressed domain( eg. DCT domain).The implication is that there is no need for the video stream to be first decoded back into the spatial domain for processing and analysis and then re-encoded back to the compressed domain.  It brings about significant increase in efficiency.

Not only can natural video be effectively analyzed, but also some artificial features of a video can be dealt with as well. One example is textual information. There are a lot of different kinds of artificially superimposed textual information such as subtitles, captions. There is also other textual information fitting more naturally into the scene like a slogan painted on the wall of a building. Textual information taking above forms can be separated from the scene and then fed into a commercially available OCR module to be recognized. Processing of textual information can also be performed in compressed domain.  
Layered-coding can further decrease the computational complexity associated with content censoring by letting the automatic censor module deal with only the base layer of a video which usually contains far less data than the enhancement layers which depend on it. Another advantage of introducing layered coded video streams is that by disabling the base layer, the enhancement layers will be rendered useless since their correct decoding depend on the correct decoding of the base layer. 
When a number of scenes of the video are recognized as harmful, they can be dealt with according to pre-specified rules. For example, these scenes can be cut off and replaced with another stream.

Definition of what is harmful is more of a semantic job. At a semantic level, harmful scenes can be defined with a set of semantic features. A feature definition module needs interaction with human experts to define a scene and fine tune the definition through operation. Of course, the definition of harmful scene features should also take into account factors like local laws, cultures, etc. 
An effective contents filtering system should be an integrated one which combines different technologies like those we discussed above and use human supervision as the last resort to deal with those problems cannot solved by machine. 
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3. Proposal 

It is proposed that WG3 of FG IPTV launch a study of those technologies related to harmful contents prevention with a view of developing a solution to be standardized. 
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Figure 1  A scheme to use  a content censor for contents filtering 
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