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1. Introduction
This contribution proposes that a kind of distributed topology among edge servers (same as edge media servers) in CDN (Content Delivery Networks) should be considered, and related functions are proposed to provide services for end users.
2. Informative Reference
    1. IETF draft-bryan-sipping-p2p-02.txt March 5, 2006 A P2P Approach to SIP Registration and Resource Location;
3. Discussion

The cost of resource storage and calculation of user data becomes more and more expensive as the number of end users grows. As a result, the total cost of CDN becomes a great part in the budget of the whole IPTV network.
The reason is based on two aspects: 
1. The cost of storage: to provide large amount of content and to assure feasible QoS and QoE for increasing end users in a local network, many high capacity storage devices (such as RAID) are deployed near to edge servers. In comparison to normal storage devices, these devices have higher cost.
2. The cost of processing power: to have the ability to process all the local users’ requests, such as replying and redirecting those requests, the edge server needs to be equipped with many high grade processors and interrelated attachments. For a cost comparison example, see Appendix A.
Although a converged network will have advantages in expense reduction of network operations cost, a distributed network can also have the same advantage when the servers are arranged in one geographical location, 
A well-formed distributed structure can also greatly reduce the total message traffic between the network manager and edge servers. 
A distributed network can have more advantages in scalability and failure tolerance also. If one of the servers fails, others can take over automatically. Only if all the servers fail, will users be unable to receive the service.
This contribution proposes a distributed network architecture among edge servers in a local network using lower capacity edge servers than a conventional architecture.

3.1 P2P CDN Structure
Figure 1 below shows the topology among edge servers:
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Figure 1  The topology among edge servers
In the edge server network, those edge servers for the same local user network are organized in a DHT (Distributed Hash Table) structure. In such a structure, every resource has a Resource-ID, which is obtained by hashing some keyword or value that uniquely identifies the resource (especially the program name). The link to the resources can be thought of as being stored in a hash table at the entry corresponding to their Resource-ID. The nodes (edge servers) that make up the overlay network are also assigned with an ID, called a Node-ID, which maps the same hash space as the Resource-IDs. A node is responsible for storing all resources that have Resource-IDs near the node's Node-ID. The hash space is divided up so that all of the hash space is always the responsibility of some particular node. 
Nodes keep information about the location of other nodes in the hash space and in general know about most nodes nearby in the hash space, and progressively fewer more distant nodes.  When a user wishes to search, they consult the list of nodes they are aware of and contact the node with the Node-ID nearest the desired Resource-ID. If that node does not know how to find the resource, it either suggests the closest node it knows about, or asks that node itself and returns the result. In this fashion, the request eventually reaches the node responsible for the resource, which then replies to the end users.
Figure 1 illustrates a simple interactive flow (in red curve with arrow) in a local network. An end user (in left orange colour user cloud) initiates a request for a resource to one of those edge servers. If the server is not responsible for the resource, it will route the request message on the overlay of those servers. After two steps of routing, the request message is delivered to the right server, and finally the server distributes the media flow to the end user.
3.2 Edge Servers Function 
Edge servers in P2P CDN need provide many functions, more than any single entity in a traditional architecture.
First, to be a member of the overlay, the edge server must have the ability to route the message for looking up a resource and maintaining the DHT structure, such as failed server detection.
Second, to assure the local servers load balance, every server in the overlay should report its load statistic information (such as users’ activities in parallel) to the management server periodically. The management server can be selected from those edge servers. At the same time, every server also needs to subscribe to other servers’ load information to act as a basis on resource rearrangement.

Third, the server should manage those resources including resource subscription information. With the help of them, the server can delete those resources that are never subscribed and copy those hot resources to other servers.
Last, the server should provide the same functions as a single entity in traditional architecture, such as receiving and replying to the requests from end users, requesting new resource from higher level devices (for example central server) and so on.
Figure 2 below shows the proposed functions of the edge server:
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Figure 2. The functions of proposed edge server

4. Proposal

     1. It is proposed that the IPTV FG should consider the distributed architecture among edge servers described in this contribution, and take it as a possible solution.
Appendix A
The following table shows a comparison of the cost of two commercially available servers.
	Item
	Medium Grade Server
	High Grade Server

	Configuration
	1.28GHz*4/16GB/36GB*4
	1.2GHz*8/32GB/73GB*6

	Total Cost($US)
	17,500
	115,000

	Cost per GHz processing power($US)
	3,418
	11,979

	Cost per GB storage($US)
	122
	262


The table indicates that a medium grade server turns out to be cheaper than a high grade server on a cost per GHz and cost per GB basis. 
____________
Edge Servers for Another Local Network








1





DHT Overlay Maintenance





Edge Server Network





Local User Network





2





Edge Servers for Local Network








3





4





End User








Local Resource Management





Server Load Information Management





End User Service





Higher Level Server Communication





Resource Rearrangement





To Higher Server





To End User





To Other ES








	Contact:
	Hu Xinyu
Huawei Technologies Co.,Ltd.
China
	Tel:
86-25-84565475
Fax:
86-25-84565028
Email
hu.xinyu@huawei.com 

	

	Attention: This is a document submitted to the work of ITU-T and is intended for use by the participants to the activities of ITU-T's Focus Group on IPTV, and their respective staff and collaborators in their ITU-related work.  It is made publicly available for information purposes but shall not be redistributed without the prior written consent of ITU.  Copyright on this document is owned by the author, unless otherwise mentioned.  This document is not an ITU-T Recommendation, an ITU publication, or part thereof.



[image: image3.wmf]