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Digital Interface Concept for Factory-Fitted Speakerphones
Summary

In this Contribution we propose to require a digital interface to factory-fitted speakerphones. Aim is to ease testing and to improve reproducibility of the test or at least some specific test cases. In addition, at the end of the contribution we present a possibility to separate speech, residual noise, and the residual echo signal in the uplink just before speech encoding. 

Useful Digital Interfaces

Digital interfaces to a hands-free system under test are mainly interesting in the uplink (sending) direction. Fig.1 gives an overview of the interfaces proposed in the following. The main idea is a better reproducibility of tests by using pre-recorded background noise and near-end talker (artificial) speech samples at the point right after the uplink input signal to the hands-free system under test is AD converted.
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Fig. 1: Simultaneous read/write of digital signals in a test case with better reproducibility
We propose to require a digital simultaneous read/write 16 bit linear PCM access to the output path of the AD converter of the hands-free system in the uplink path. While the read signal d_l(n) can be stored externally, the write signal s_l(n)+n_l(n) shall be digitally added to the read signal d_l(n) in the handsfree system. Another simultaneous digital read access shall be realized in the uplink just after the handsfree system before speech encoding, yielding the enhanced uplink speech signal shat_l(n’).
Noise Recordings

This digital interface allows for convenient (separate) recording of signals via the microphone of the system under test. E.g., it allows for recording of artificially reproduced background noise n_l(n) by the 4-loudspeaker arrangement with subwoofer in the car cabin (according to [ETSI EG 202 396-1]). Furthermore, it comfortably will allow for recording of real noises during driving situations with the system under test. Moreover, microphone signals can then be recorded in virtually all test conditions giving information about recording level of the microphone and the AD converter.

Recorded noise signals n_l(n) shall be possible to be fed into the digital interface and be added to the current signal from the AD converter.
Near-End Speech Recordings and Offline Processing
The proposed digital interface can be used for recording (artificial) near-end  speech signals.
We propose that offline addition of recorded speech and noise and optional offline convolution with room impulse functions in case of close-talk mic recordings according to ITU processing standards (STL) shall be used to generate the speech plus noise portion of the uplink input to the system under test. This allows, e.g., for comfortably designing speech plus noise material for the Lombard effect related test proposed in the January 2007 FITCAR meeting and any noise reduction test. 
Improved Test Cases

Two ways of handling this digital input signal are proposed: (a) The speech plus noise signal shall be added to the current signal from the AD converter inside the speakerphone system. (b) Handing over only the digital speech plus noise signal to the system under test. This is of interest for a reproducible test of the noise reduction. 
The second read access of the digital interface (shat_l(n)) will allow to evaluate the noise reduction and echo cancelling properties by monitoring the near-end speaker signal plus residual noise plus residual echo.

The above described digital interfaces will allow for eased tests with better reproducibility. The test cases themselves can be carried out very similar as they are specified now already, except that part of the uplink input signals to the hands-free system stem from pre-recorded files. This will ease development and test at the equipment manufacturer side, but as well it will ease tests at the integrator side (car manufacturers). 

For the physical access we propose to require the hardware integration of AES/EBU compliant interfaces, that can be activated and configured for reading/writing conveniently via car diagnosis means.

A digital interface opens the path to developing improved speech quality measures


With the already listed advantages of a digital interface as described above also totally new possibilities of quality measurement come up. We want to put the attention of the FITCAR focus group to the attached publication from DAGA, March 2007. In summary, first experiments show that from an auditive point of view it seems possible to separate speech, residual noise, and residual echo signal portions in the hands-free systems output signal in the uplink. Prerequisite is that pre-recorded speech and noise s_l(n)+n_l(n) is fed into the system under test, and an enhanced mixture signal shat_l(n’) is written to a file.

Braunschweig Technical University is inviting FITCAR participants to evaluate this scheme in-house. We will be able to provide audio examples at the March meeting in Ulm.

We are aware of the fact that this separation of signals will not cover the masking effect of residual echo and noise by the speech signal. However, an isolated judgement of the near-end speech signal portion of shat_l(n’) is definitely of high interest to the quality evaluation of hands-free systems.
Attachment: Experiments on Speech, Noise, and Echo Separationfor Quality Assessment of Hands-free Systems
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Abstract

Improved quality assessment methods for hands-free sys-
tems become more and more important, since system in-
tegrators need fast and reliable means to decide among
suppliers, considering the hands-free system as a black
box. Proposing digital access to input and output of the
hands-free system, we present some encouraging experi-
ments on how a black box test allows for separation of
the enhanced speech signal into the speech signal portion,
and the residual noise and echo signals. This allows then
for independent judgment of speech degradation and of
noise and echo attenuation/degradation, which we expect
to yield a more reliable analysis in shorter time compared
to the analysis of the enhanced speech signal (modelled
as additive mixture of all three signals).

Introduction

In science, a comfortable way to evaluate speech enhance-
ment algorithms is to digitally add near-end speech and
noise to the echo signal and thereby construct the mi-
crophone signal. During the uplink processing of the
hands-free system the operational influence on the noisy
microphone signal is then to be logged, and later applied
individually to the speech, echo, and noise components of
the microphone signal (see [1]). This presumes linear pro-
cessing, as can be found e.g. in frequency domain noise
reduction, where a gain is applied to the spectral ampli-
tudes. The strength of such method is that one achieves
three separate signals: The (slightly) distorted near-end
talker’s speech signal, the suppressed echo signal, and
the residual noise signal, respectively. Focusing on noise
reduction, e.g., aspects such as speech distortion, noise
attenuation, and noise distortion can then comfortably
be auditively assessed.

This however is an intrusive approach, which requires ac-
cess to the internal processing of the hands-free system.
As this is totally undesirable for practical situations, we
investigate possibilities on how to reconstruct estimates
of the three separate output component signals of the
hands-free system in the uplink without interfering the
internal process of the hands-free system, which we will
briefly describe in the next section, followed by our find-
ings in informative subjective listening tests.

New Non-Intrusive Test Methodology

We assume the hands-free system is being tested in a
laboratory setup, where the near-end speech signal s(n)

and local (car) noise n(n) can be added digitally to the
echo signal d(n). Sampling rate is f; = 8 kHz. The
microphone signal captures exclusively the echo signal
from the far-end speaker, while near-end speech and noise
have been recorded offline before, stored, and are then
added in real time to the echo signal according to

y(n) = s(n) +n(n) +d(n), (1)

with y(n) being the simulated noisy microphone signal
input to the hands-free system under test.

Out methodology is purely performed as offline process-
ing based on the stored digital signals d(n),n(n), s(n),
and the enhanced speech signal §(n'), with n’ repre-
senting some delay. We are aware that such signals are
still not digitally accessible in today’s hands-free systems.
However, they could be made accessible via a digital in-
terface as shown in Fig. 1.

In a first step of the offline processing, the uplink near-
end speech signal s(n) and the enhanced speech signal
§(n’) of the hands-free system must be time aligned, the
latter resulting then in §(n). The real-time digital ad-
dition of system input components according to (1) is
now repeated in the offline processing in the spectral do-
main. Spectral processing with framing, DFT, IDFT,
and overlap-add means that we need to decide for a spe-
cific overlap-add parameter setting. The frame-length
N and frame-shift Na are tested with values of N =
{256,512} samples and Na = {12.5%,25%,50%} - N,
with the Hamming, Hann, rectangular, and Blackman'
window functions.

Independently from the evaluated window function and
the used parameters {N, Na}, the signal after frequency
domain addition according to Yi(k) = Si(k) + Ni(k) +
D;(k) and IDFT with overlap add must result in y(n)
again. Without loss of generality for the analysis to fol-
low, assume now that D;(k) is already included in N;(k),
so that we have a speech component and a noise com-
ponent only. The amplitude/phase formulation of the
frequency domain processing is then

|}/l(k)|€j¢yl(k): |Sl(l€)|8j¢sl(k) + |Nl(l€)|8j¢Nl(k). (2)
Again, we don’t know anything about the processing

of the hands-free system. Besides noise reduction and
(residual) echo cancellation it may perform nonlinear

INote that for Blackman window only Na = {12.5%,25%} - N
is allowed to yield a perfect reconstruction
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Figure 1: New black-box test of an hands-free system

processing steps. However, we simply model it by as-
suming that it applies a complex gain function G;(k) in
our overlap-add framework according to

1Si(k) |5 ™) = Gy (k) - Yy (k)70 B (3)

Given (3), the complex gain of the hands-free system
shall be computed by division according to

1S1(k)| 1
Y1 (k)|

ej¢§l (k)

rrank @
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as signals §(n) and y(n) are available and can be trans-
formed into the spectral domain. The limitation of the
spectral amplitude gain value in (4) is necessary to avoid
complex gains bigger than 1, which could lead to arti-
facts sounding similar to musical noise after the signal
separation.

Due to linearity of frequency domain addition in the
overlap-add framework, we are able now to perform the
last step of our test methodology. Because of the limi-
tation in (4), the sum of the filtered speech component
and the filtered noise component in the frequency domain
only approximates the enhanced speech signal by

|§l(k)|ej¢51 ®) |S’l(k)|ej¢3l(k) + |]\~]l(k)|ej¢]\_’l (k) (5)

The filtered speech, noise, and echo components of the
enhanced speech signal can then individually be com-
puted in the frequency domain by

[Su(k)|e ™) = Gulk) - [Sik) 5D (6)

and in full analogy for the noise N;(k) and echo
ﬁl(k) components. The respective time domain signals
5(n),7(n) and d(n) are computed by subsequent IDFT
and overlap-add. Now subjective listening tests could be
pursued on the filtered component signals §(n), n(n) and
d(n), and in addition of course still on 3(n).

Experimental Results

In informal listening tests we evaluate each overlap-add
parameter setting with 3 types of systems: First, we
take a simple Wiener filter noise reduction scheme based
on a posteriori SNR values and a simple energy-based
VAD and speech pause update of the noise estimate. It
(intentionally) reveals a lot of musical tones. The sec-
ond scheme is a better performing method, namely the

Wiener filter based on a priori SNR values [2], and mini-
mum statistics [3] for noise power estimation. The third
scheme is a real hands-free system comprising a couple
of algorithms such as noise reduction, echo cancellation,
residual echo cancellation, etc. [4]. All these systems
apply a flat-top Hann window of frame-length N = 160
samples and a frame-shift Nao = 120 samples.

In our first experiments, we observed that the proposed
approach introduces whisper or hiss artifacts in the fil-
tered component signals, even if the overlap-add pa-
rameter setting of the system under test is employed
(flat-top Hann window with N = 160 samples and
Na = 120 samples). These artifacts, however, can signif-
icantly be reduced by extending the frame-length (e.g.,
to 512 samples) and by shortening the frame-shift (e.g.,
to 12.5%- N = 64 samples). In addition, alternative win-
dow functions help to further decrease the artifacts. In
summary, we found that a Blackman window of frame-
length N = 512 samples and frame-shift Nao = 64 sam-
ples yielded the best performance. Note that due to the
different overlap-add parameter settings of the systems
under test, we are confident that the found test method-
ology parameter setting is applicable to other unknown
systems as well.

The auditive impression of the filtered speech, echo and
noise components in the three different schemes matches
surprisingly well the impression listeners have from the
mixture. Neither artifacts of the residual noise nor arti-
facts of the residual echo are propagated to the filtered
speech component. They are heard only in the respective
filtered noise and echo components, as we expected. As
concerns the specific artifacts in speech and noise, they
can be detected much easier as compared to listening to
the enhanced speech mixture. We can conclude that our
methodology of non-blind source separation works.
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