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Abstract – Terahertz band (0.1‑10 THz) communications is one of the candidates for 6G systems due to intrinsic massive 
bandwidth and data rate support. Having demonstrated the signiϔicant potential of THz band at various atmospheric alti‑ 
tudes, in this article, we discuss the prospects of THz communications for drone networks, more speciϔically, for Drone Sensor 
Networks (DSNs). For 6G non‑terrestrial communication scenarios, drones will not only serve as on‑demand base‑stations, as 
supporting alternatives or backhauls for the terrestrial base stations, but they will also provide seamless connectivity for 
distributed monitoring and surveillance applications, which require an ultra‑reliable low latency service for carrying 
multimedia data. THz band sensing will also provide additional sensing capabilities from the sky to THz‑enabled DSNs. 
Presenting this vision, in this paper, we ϔirst discuss possible use cases of THz‑enabled drone networks considering 
communication, sensing and localization aspects. Then, for revealing the capacity potential of THz‑enabled drone 
networks, we provide motivating channel capacity results for communication of drones at different altitudes, under ideal 
channel conditions with no fading and realistic channel with beam misalignment and multipath fading. We further present 
major challenges pertaining to employing the THz band for DSNs, addressing physical layer issues, followed with spectrum 
and interference management, medium access control and higher layers and security, while reviewing some prominent 
solutions. Finally, we highlight future research directions with Artiϔicial Intelligence (AI)/Machine Learning (ML)‑based 
approaches and mobile edge computing.

Keywords – Artiϐicial intelligence, disaster management, drone networks, drone sensor networks, machine learning, 
mobile edge computing, monitoring, surveillance, terahertz communications, terahertz sensing

1. INTRODUCTION

Drones will soon inhabit our skies as they are easily avail‑ 
able, reliable and low‑cost devices. The demand for such 
hovering drones is increasingly witnessed in civil and go‑ 
vernment applications, as globally, many governments 
and industries have been investing heavily in deploying 
drone networks as per their requirements [1]. 
Typically, small drones with multi‑copter‑like 
functionalities are favo-rable due to their cheap 
maintenance and convenient deployments [2]. In 
order to achieve a certain mission, it is usually 
desirable to deploy a collection or swarm of drones 
in a networked fashion [3]. Such drone networks 
or Drone Sensor Networks (DSNs) can monitor a 
large coverage area and the sensed data can be 
gathered with enhanced reliability, resilience and 
fault tolerance under diverse conditions.
DSNs can be highly viable in many real‑world scenarios: 
For military surveillance applications (Fig. 1(a)), DSNs 
can monitor a sensitive area, such as across international 
borders, where highly delicate military data (in the form 
of images or videos) can be transmitted securely. In 
addition to the communications perspective, DSNs in‑ 
volving drones with sensing and processing capabilities 
can be utilized in some applications, such as disaster 
management, for instance for detecting dangerous gases 
(Fig. 1(b)). Moreover, drone networks with drones with 
base station‑like capabilities can provide seamless on‑

demand network coverage from the air (Fig. 1(c)), as an 
alternative as well as support to the terrestrial base sta‑ 
tions, for communal gatherings, concerts etc. Such drone 
base stations can also be useful in disaster‑struck areas, 
where the terrestrial communication infrastructure is 
damaged. Nevertheless, in each of the above‑mentioned 
possible real‑world applications, frequent mobility of the 
drones with constrained energy resources will be re‑ 
quired to be addressed to achieve the desired/optimal 
performance.

The intelligent information society of 2030 is expected 
to be globally information driven, highly digitized, with 
the support of unlimited and near instant complete wire‑ 
less connectivity [4]. 6G, here, will be the prime catalyst 
for achieving this target, connecting everything, including 
wireless coverage in all dimensions, as well as concate‑ 
nating almost all different functions such as, communi‑ 
cation, sensing, imaging, computing, caching, navigation 
(e.g., radars), control, for supporting nearly all real‑world 
applications [5]. As wireless communications are rapidly 
progressing towards 6G, from the exponentially growing 
network trafϐic arises need of exploiting the electroma-
gnetic spectrum above the existing sub 6 GHz bands, 
which are almost saturated. A possible solution to this 
need is to utilize the Terahertz (THz) band (0.1‑10 THz) 
[6], as the bridge between the 5G millimeter wave band 
and the free space optics band [7, 8]. A THz band 
offers huge bandwidth, favorable for very high data rate 
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Fig. 1 – Possible real‑world scenarios of THz‑enabled drone networks.

applications, while at the same time promises massive 
antenna gains due to shorter wavelengths [9, 10]. 
However, THz communications are restricted by the 
absorption loss, which is highest at the sea‑level, as the 
atmospheric gas concentration is at the maximum [11, 
12]. Consequently, THz communications have been 
studied mainly for short transmission distances at the 
sea‑level, such as for on‑ chip communications [13] or 
for connecting data centers within up to 10 m [14].
THz bands have been recently considered for aerial 
communications. Despite the highly mobile nature of 
aerial vehicles, a THz band, due to very high frequency, 
promises minimized Doppler effect, making massive rate 
communication links realizable within mobile aerial ve‑ 
hicles by optimal selection of the beam patterns [15]. 
For the razor‑sharp beams due to carrier frequencies in 
the order of THz, the communication links between 
hovering aerial vehicles have to be highly aligned. The 
inϐluence of the micro, small and large‑scale mobility 
uncertainties for drones communicating in millimeter 
wave and THz bands are studied in [16, 17]. It is shown 
that without adaptive beam‑width control, micro‑scale 
mobility induces negligible link capacity degradation, 
whereas small‑scale mobility and large‑scale mobility can 
induce signiϐicant degradation in the link capacity, with 
larger outages. THz‑based drone (Unmanned Aerial 
Vehicle, UAV) networks are analyzed in [18] by assessing 
coverage probability and area spectrum efϐiciency. It is 
concluded that due to massive path loss incurred by THz  band

waves at 0.35 THz, a larger UAV density is required for a 
certain coverage probability, as compared to lower 
carrier frequencies. In [19], THz MIMO‑OFDM communication 
between two UAVs is studied by analyzing the 
orientation and position estimation error bounds. It is 
shown that the positioning accuracy at the millimeter 
levels can be achieved provided that the transmitter to 
receiver separation is considerably small.
In [11], we have performed path loss and total usable 
bandwidth analyses over a THz band (0.75‑10 THz), con‑ 
sidering constant narrowband noise approach for four 
types of aerial vehicles at different altitudes: Drones (at 
1 km), jet planes (at 10 km), high altitude UAVs (at 16 km), 
and satellites (at 99 km). The path loss analysis shows 
that the absorption effect diminishes at the higher alti‑ 
tudes and the total path loss behaves as free space spread 
loss. Moreover, the total usable bandwidth analysis infers 
that at the higher altitudes (e.g. high altitude UAVs and 
satellites), the entire THz band (0.75‑10 THz) becomes 
feasible as a single transmission window, which is about 
9.25 THz wide. In our subsequent work [12], we have pro‑ 
posed an alternative channel model for THz communica‑ 
tions, where, by taking the colored nature of noise Power 
Spectral Density (PSD) into account, the commonly ϐlat 
bands in path loss (gain) and noise PSD are determined 
for the THz spectrum (0.75‑10 THz), and a variable band‑ 
width capacity computation method is proposed as an 
alternative to the standard capacity computation. Our 
extensive capacity analysis of the same four aerial
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scenarios has shown that under fading channel conditions, 
the ergodic capacity at the sea‑level is enhanced by an 
order of magnitude for the drones hovering at 100 m 
altitude supporting multiple Tbps at a range of 10 m, 
whereas 10s of Tbps are realizable among jet planes 
(10 km altitude) and the high altitude UAVs (16 km 
altitude), and multitude of 100s of Tbps are also 
achievable for inter‑satellite links (also cubesats) at a 
range of 1 km. In both works [11, 12], it is concluded 
that the THz communications is highly viable for 
non‑terrestrial communications. Motivated by our earlier 
analyses for THz communications among aerial vehicles in 
[11, 12], in this survey, we review THz band 
communications and sensing for drone networks, more 
speciϐically for DSNs and we highlight the prospects. First, 
we present applications of THz‑enabled DSNs. Secondly, 
we present capacity results for drone‑to‑ drone links, 
considering drones at different altitudes and varying 
fading conditions. We show that THz communi‑ cations 
can be quite promising even under realistic fading 
conditions, providing up to many Tbps at 10 m range and 
10s of Gbps at 50 m range. Motivated by the capacity po‑ 
tential, we next discuss the open issues for THz communi‑ 
cations in DSNs, along with research directions. Lastly, we 
highlight Artiϐicial Intelligence (AI) and Machine Learning 
(ML)‑based approaches.

2. APPLICATIONS OF THZ BAND DRONE
NETWORKS

With the THz band being one of the key enablers of 
prospective 6G research, we envision employing the 
THz band for drone networks as expected use cases of 
6G non‑terrestrial networks. Fig. 2 depicts such possible 
applications of THz‑enabled drone networks, namely 
monitoring and surveillance, sensing, localization and 
on‑ demand network coverage, as elaborated next. 
It is worth‑mentioning here that within each of the 
following applications of the THz band communications, 
sensing and localization, it will be important to deploy 
the THz‑ enabled drones strategically [6] so as to fully 
exploit the THz band for drone networks and DSNs. 
These strate‑ gies include Ultra‑Massive Multiple Input 
Multiple Out‑ put (UM‑MIMO) and Reconϐigurable 
Intelligent Surfaces (RIS), which are explained in 
Section 4 of this paper, in detail.

2.1 Monitoring/Surveillance

As 6G research is progressing towards ubiquitous au‑ 
tomation, aerial monitoring using drones has become 
increasingly popular [20]. Networked state‑of‑the‑art 
drones will become an essential aerial resource for 
many real‑world monitoring applications, such as mili‑ 
tary surveillance, disaster management, etc. In the 
following, we cover such practical monitoring applications 
for THz‑enabled drone networks.

Military Applications
Drone networks have become an integral part of military 
applications around the globe. With the aid of quickly de‑ 
ployable drone networks, a multitude of military‑related 
activities can be performed effectively. Such activities 
include border patrolling by monitoring high resolution 
real‑time videos. For instance in [21], the concept of Bor‑ 
derSense is introduced, which is a new hybrid concept 
of wireless sensor networks, including underground sen‑ 
sors, on‑ground sensors, and drones for wireless sensing 
from the air. With the BorderSense framework, drones 
can provide mobility freedom together with on‑board 
high resolution cameras and highly sensitive sensors for 
provisioning an enhanced coverage as per the military 
requirements. Here, for the military applications, band‑ 
width should be provisioned substantially together with 
an ultra‑reliable low latency service in order to transfer 
sensitive military data/information within fractions of a 
second [10]. In addition, drones providing such military 
applications (e.g., air to air and air to ground) will need to 
be highly energy efϐicient as it will not be realistically pos‑ 
sible to frequently replace their on‑board power sources 
(batteries). With THz‑enabled DSNs, a massive THz band‑ 
width will promise high resolution video monitoring of 
sensitive areas, as in BorderSense framework. Moreover, 
thanks to the unique propagation characteristics of the 
THz band, THz waves show a unique reϐlective nature to 
the metallic surfaces. Therefore, a THz band can be 
effectively utilized in the military surveillance 
applications such as detecting certain weapons [22]. The 
detection of any possible explosives is also possible 
using THz spectral imaging [23]. For instance, THz 
spectral imaging can detect small land mines, while the 
ground radars cannot distinguish between such mines 
and rocks [24]. THz‑enabled DSNs with mobility freedom 
can assist a military by detecting such mines without 
any direct human contact.

Disaster Management
Drone networks or DSNs can be considered in various 
disaster management applications, e.g., for Early War-
ning Systems (EWSs), which perform environmental 
and structural monitoring and process the collected 
informa‑ tion for disaster predictions. Such a DSN can 
also support Search And Rescue (SAR) missions in the 
post disaster management scenarios. DSNs can be utilized 
to restore the damaged communication infrastructure in 
case of a disaster. Additionally, post‑disaster damage 
assessment can be made possible using DSNs with video 
monitoring [25]. THz‑enabled drone networks and DSNs 
with massive bandwidth can support an aerial 
communication backup for EWS, SAR over the 
disaster‑struck region. Energy efϐiciency of the drones 
will be a critical parameter for such autonomous aerial 
operations [26], where frequent replacement of the 
on‑board batteries may not be a feasible operation.
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Fig. 2 – THz‑enabled drone sensor networks: Applications, challenges, and solutions.

2.2 Terahertz for sensing

Unlike infrared and microwaves, THz waves hold many 
unique transmission properties such as a quasi‑optical 
nature and molecular absorption, making the THz band 
an appropriate candidate for some sensing applications, 
such as gas and material sensing, quality control, che-
mical and biological sensing, bearing unique THz 
spectral signatures. Hence, THz‑enabled DSNs can be 
deployed in a variety of practical sensing applications. 
THz signals possess distinctive spectral signatures, i.e., 
quasi‑optical nature having varying absorption loss 
across the THz band, due to the molecular rotations/
vibrations, promising that THz waves can be highly 
suitable for applications related to the rotational 
spectroscopy, such as gas detection [6, 22]. Consequently, 
it becomes possible to utilize THz waves for the purposes 
of detecting various poisonous/dangerous gases like 
hydrogen cyanide, carbon monoxide, etc., possibly over 
disaster‑struck places, including ϐire eruption, massive 
earthquakes, volcanic eruptions, etc. THz‑enabled DSNs, 
here, can be employed to promptly detect/sense such 
poisonous gases with the aid of THz waves by rapid 
detection and relaying such vital information, saving any 
further victims and avoiding other secondary disasters. 
Both active and passive sensing methods can be employed 
for poisonous gas detection using THz spectroscopy. 

An example of detecting a dangerous gas, such as carbon 
monoxide is illustrated in Fig. 1. Here, a THz wave with 
spectrum ranging from 𝑓1 to 𝑓3 is transmitted through a 
drone Tx, which is then received by the drone Rx. If the 
dangerous gas pertaining an absorption at 𝑓2 is available, 
the received THz wave level at 𝑓2 shall be lower as 
compared to the other frequencies. Thus, the gaseous 
presence is sensed/detected. For the gas sensing, 
THz band of 0.2‑1 THz has been considered in the 
literature [27]. After detecting the gas successfully, 
again, the THz band can be utilized for relaying 
(communicating) the sensed information via drone net‑ 
works to a nearby monitoring station for rapid rescue 
operations. Thus, an all‑in‑one operation (sensing and 
communication) can be conveniently achieved by 
deploying THz‑enabled DSNs and drone networks.

2.3 Localization
Besides other requirements of the prospective 6G 
systems, high precision localization is also expected. 
It is predicted that the THz band will promise 
localization accuracy in the order of centimeters [28], 
which is far better than the existing localization‑
based ser‑ vices, such as Global Positioning System 
(GPS), and cell‑ multilateration. Localization methods at 
higher frequencies, such as across the THz band rely on 
the technique of Simultaneous Localization and Mapping 
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(SLAM), where the overall accuracy is enhanced by 
obtaining very high resolution images of the 
surroundings (environment). SLAM techniques 
comprise of three main stages: 1) image capturing of 
the surroundings, 2) range estima‑ tion from the user, 
and 3) aggregation of the images at the approximated 
ranges. For example, an accuracy of the sub‑centimeter 
levels can be acquired by making 3‑ dimensional images 
of the surroundings with the aid of THz signals and 
projecting the time and angle of arrival details from the 
user for estimating the locations. Instead of ground‑based 
localization, THz‑enabled DSNs can assist localization 
applications with an improved aerial ϐield of view over a 
larger coverage area [22].

2.4 Drone base stations
The concept of Drone Base Stations (DBS) has recently 
emerged in the literature, e.g., [29, 30, 31, 32], where 
a hovering/mobile drone with base station‑like capabi-
lities can serve the ground users as an alternative 
back‑up to the terrestrial network. DBS has already 
been investigated in [33] as an extension of 5G. 
However, there is some recent work on DBS for 6G 
networks and tech‑ nologies. For instance in [7], DBSs 
have been considered as a subset of Wireless 
Infrastructure Devices (WIDs), promising coverage and 
capacity improvements for the prospective 6G 
networks. In [34], DBSs have been recognized as a major 
challenge related to the intelligent handover of drones 
in multiple DBS networks for 6G technologies. By 
deploying DBS, aerial wireless coverage can be provided 
to the ground users as well as to the hot spots, 
especially in the areas/regions with scarce or no 
communication infrastructure [35]. Also, it will be pos‑ 
sible to provide seamless high rate connectivity for real‑ 
time multimedia streaming and/or for on‑demand appli‑ 
cations, such as in concerts [36, 37], reducing the overall 
communication load of a nearby terrestrial base station. 
Moreover, in case of a natural disaster, multiple DBSs can 
be deployed over the entire disaster‑struck area with the 
damaged communication infrastructure, e.g., macro‑hot 
spots [29], thereby providing high rate communication 
backup from the air. Here, for DBS scenarios, bandwidth 
should be adequately provisioned with an ultra‑low la‑ 
tency service to provide uninterrupted coverage to the 
ground users. Thanks to a large THz bandwidth, THz‑ 
enabled DBSs can support each of the above use cases ef‑ 
fectively. Still, THz‑enabled DBSs will also take into ac‑ 
count frequent handovers between adjacent DBSs for pro‑ 
viding seamless coverage to the ground users [34].
3. CAPACITY OF THZ COMMUNICATION

AMONG DRONES
Having discussed the insights into the possible applica‑
tions of the THz‑enabled drone networks, in this section,
we present THz channel capacity analysis and some re‑
sults for practical drone scenarios as our motivation for
considering THz communications in DSNs.

Fig. 3 – System model of a THz‑enabled drone network at various atmo‑ 
spheric altitudes consisting of a transmitter drone at altitude ℎ𝑡 , and a 
receiver drone at altitude, ℎ𝑟 . For a given ℎ𝑡 , ℎ𝑟 is found according to 𝜃 
and 𝑑.

Fig. 3 illustrates a simple system model, where a 
transmit‑ ter drone, Tx, and a receiver drone, Rx are 
hovering at alti‑ tudes ℎ𝑡 and ℎ𝑟,  respectively. 𝜃 is the 
phase from the verti‑ cal axis, determining the direction 
of communication. For instance, 𝜃 = 0∘ corresponds to the 
vertically‑up communi‑ cation, 90∘ denotes horizontal 
direction, while 180∘ is the vertically‑down direction.
As discussed in Section 1, THz waves experience a 
dominant water vapor absorption gain in addition to the 
free space spread gain. Besides, the Beam Misalignment 
(BM) fading and Multipath (MP) fading also contribute 
to the overall gain obtained as follows [12, 38]:

𝐺 = 𝐺𝑙𝐺𝑝𝐺𝑓 , (1)

where,𝐺𝑙 is the path gain coefϐicient, and𝐺𝑝 and𝐺𝑓 refer
to BM and MP fading, respectively. 𝐺𝑙 includes the free
space spread gain coefϐicient,𝐺𝑠, and the absorption gain
coefϐicient, 𝐺𝑎 given as:

𝐺𝑙(𝑓, ℎ𝑡, ℎ𝑟, 𝑑) = 𝐺𝑙(𝑓, ℎ𝑡, 𝜃, 𝑑) = 𝐺𝑠(𝑓, 𝑑)𝐺𝑎(𝑓, ℎ𝑡, 𝜃, 𝑑) , (2)

where 𝑓 denotes the carrier frequency of the THzwave in
hertz, ℎ𝑡, ℎ𝑟 are the transmitter (Tx) and receiver (Rx) al‑
titudes in meters, respectively. 𝑑 is the transmission dis‑
tance between Tx and Rx, and 𝜃 denotes the relative posi‑
tion of Rxwith respect to Tx as depicted in Fig. 3. 𝐺𝑠(𝑓, 𝑑)
is the free space spread gain coefϐicient due to the THz
wave attenuation as it propagates across the atmosphere
via an isotropic antenna, obtained as:

𝐺𝑠(𝑓, 𝑑) = 𝑐
4𝜋𝑓𝑑 , (3)

where 𝑐 is the speed of the THz wave in free space, i.e.,
299,792,458 𝑚/𝑠.

𝐺𝑎(𝑓, ℎ𝑡, 𝜃, 𝑑), the absorption gain coefϐicient is mainly
induced by the water vapor molecules present in the at‑
mosphere, mathematically expressed as,

𝐺𝑎(𝑓, ℎ𝑡, 𝜃, 𝑑) = (𝜏(𝑓, 𝑇 (ℎ𝑡, 𝜃, 𝑑), 𝑣(ℎ𝑡, 𝜃, 𝑑)))1/2 , (4)
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where 𝜏(𝑓, 𝑇 (ℎ𝑡, 𝜃, 𝑑), 𝑣(ℎ𝑡, 𝜃, 𝑑)) is the atmospheric 
medium’s transmittance. We employ Line‑By‑Line 
Radiative Transfer Model (LBLRTM) for obtaining 
realistic transmittance values across various atmospheric 
altitudes [39, 40]. 𝑇 (ℎ𝑡, 𝜃, 𝑑) and 𝑣(ℎ𝑡, 𝜃, 𝑑) are the 
atmospheric temperature (in Kelvin) and water vapor 
concentration (in %), respectively, for the link between 
the Tx drone hovering at ℎ𝑡 and Rx drone at ℎ𝑟.
In regard to the impact of the mobility of the 
communicating drones and the resulting Doppler spread, 
thanks to the very high operating frequency in the order 
of THz, mobile drones observe minimized Doppler effect 
[15], promising high rate links between communicating 
drones. It has been shown in [41, 42] that for a typical 
drone relative velocity, 𝑣𝑟 = 10 m/s, the maximum 
Doppler shift is negligible. As an example, by considering 
𝑓𝑐 = 0.75 THz, and 𝑣𝑟 = 10 m/s, the maximum Doppler 
shift is: 𝑓𝑑.𝑚𝑎𝑥 = 𝑓𝑐.𝑣/𝑐 = 25017.31 Hz, which is negligible 
in terms of the inter‑carrier interference. Moreover, since 
we are con‑ sidering drone to drone communications, 
where a swarm (group) of drones move together, 𝑣𝑟 can 
be less than 10 m/s (up to 0 m/s) and 𝑓𝑑.𝑚𝑎𝑥 will be even 
smaller than the example provided above. Therefore, we 
neglect the effect of the Doppler spread in our capacity 
computations.
For beam misalignment fading, we consider the 
following probability density function for the BM fading 
coefϐicient, 𝐺𝑝, [43]:

𝑓𝐺𝑝
(𝑥) = 𝜁2

𝐴0
𝜁2 𝑥𝜁2−1 , (5)

where 𝜁 = 𝑤𝑒𝑞
2𝜎𝑠

, 𝑤𝑒𝑞 is the equivalent Tx beam width,
𝜎𝑠 denotes the jitter (BM) standard deviation, and 𝐴0 is
the fraction of power collected at Rx at no beammisalign‑
ment. This BM fadingmodel has beenwidely employed in
many studies of free space optical systems. For more de‑
tails of the BM fading model, we refer to our earlier work
[12] and also [43].
Finally, for incorporating multipath fading, we consider
the famous 𝛼‑𝜇 model as follows [44]:

𝑓𝐺𝑓
(𝑥) = 𝛼𝜇𝜇

̂𝐺𝛼𝜇
𝑓 Γ(𝜇)

𝑥𝛼𝜇−1𝑒𝑥𝑝 (−𝜇 𝑥𝛼

̂𝐺𝛼
𝑓

) , (6)

where 𝑓𝐺𝑓 
(𝑥) is the pdf of the MP fading coefϐicient, 𝐺𝑓 , 

𝛼 is the fading parameter, 𝜇 is the normalized variance of 
the channel envelope under fading, and 𝐺̂𝑓 is the 𝛼‑ root 
mean value. The 𝛼‑ 𝜇 model is a common model of 
several famous fading distributions. For instance, 𝛼 = 2 
and 𝜇 = 1 represents Rayleigh fading, etc.
For computing noise power, 𝑃𝑛,  we consider a constant 
narrowband approach [14] across the THz band 
(0.75‑10 THz), where each narrowband, Δ𝑓 is 0.3 GHz 
wide, which is the spectral resolution of LBLRTM. 
Numerically,

𝑃𝑛(𝑓, ℎ𝑡, 𝜃, 𝑑, Δ𝑓) = 𝑘𝐵 ∫
Δ𝑓

𝑇𝑛𝑜𝑖𝑠𝑒(𝑓, ℎ𝑡, 𝜃, 𝑑)𝑑𝑓, (7)

where 𝑘𝐵 is the Boltzmann’s constant, 𝑇𝑛𝑜𝑖𝑠𝑒 is the mole-
cular noise temperature obtained as 𝑇𝑛𝑜𝑖𝑠𝑒(𝑓, ℎ𝑡, 𝜃, 𝑑) = 
𝑇0𝜖(𝑓, ℎ𝑡, 𝜃, 𝑑).  Here, 𝑇0 is the reference temperature (in 
Kelvin), and 𝜖 is the channel’s emissivity, 𝜖(𝑓, ℎ𝑡, 𝜃, 𝑑) = 1 
− 𝜏(𝑓, 𝑇 (ℎ𝑡, 𝜃, 𝑑), 𝑣(ℎ𝑡, 𝜃, 𝑑)) [14]. Hence, 𝑇𝑛𝑜𝑖𝑠𝑒 is a
function of transmittance, 𝜏 ,  which is obtained using
LBLRTM. In the results provided in this paper, for cap‑ 
turing the absorption effect across the THz band
(0.75‑10 THz), US Standard 1976 weather proϐile is set
in LBLRTM [12]. For computing the capacity of THz
drone‑to‑drone links under ideal, no fading channel, the
total channel gain is set as, 𝐺 = 𝐺𝑙.  In this paper, we
consider the standard narrowband capacity computation
in [14, 45]:

𝐶(ℎ𝑡, 𝜃, 𝑑) =
𝐾

∑
𝑘=1

Δ𝑓 𝑙𝑜𝑔2 [1 + 𝑃 𝑘
𝑇 |𝐺(𝑓𝑘,ℎ𝑡,𝜃,𝑑)|2 𝐺𝑇
𝑃𝑛(𝑓𝑘,ℎ𝑡,𝜃,𝑑,(Δ𝑓)) ] , (8)

where total transmit power, 𝑃𝑇 , and total antenna gain 
(from Tx and Rx antennas), 𝐺𝑇 are set to practical values 
as 𝑃𝑇 = 24 dBm (0.25 W) [46] and 𝐺𝑇 = 60 dBi [47, 48], 
respectively. For power allocation, we consider both the 
Water‑Filling (WF) and Equal‑Power (EP) schemes [14]. 
In WF allocation, the total transmit power, 𝑃𝑇 is optimally 
distributed across the THz band (0.75‑10 THz) compris‑ 
ing of constant narrowbands, 𝑘 = 1, 2, 3, ..., 𝐾,  each 
0.3 GHz wide (i.e., LBLRTM’s spectral resolution), as:

𝑃 𝑘
𝑇

𝑃𝑇
= {

1
𝛾∘

− 1
𝛾𝑘

, 𝛾𝑘 ≥ 𝛾∘ s.t. ∑𝐾
𝑘=1 𝑃 𝑘

𝑇 ≤ 𝑃𝑇
0 , 𝛾𝑘 < 𝛾∘ ,

(9)

where 𝑃𝑇
𝑘 is the optimal power for the constant nar‑ 

rowband, 𝑘,  𝛾∘ is the threshold SNR, 𝛾𝑘 is the SNR of 𝑘.  𝛾∘
is obtained by ∑𝐾

𝑘=1 ( 1
𝛾∘

− 1
𝛾𝑘

) = 1 [49].
In EP allocation, 𝑃𝑇 is distributed equally within all 𝑘
across the entire THz band (0.75‑10 THz) [12].

For the channel under fading, involvingBMandMP fading,
the channel gain is set as 𝐺 = 𝐺𝑙𝐺𝑝𝐺𝑓 , and we evaluate
the ergodic capacity by averaging results over 100 real‑
izations, as follows:

𝐶(ℎ𝑡, 𝜃, 𝑑) = Δ𝑓 𝔼 (
𝐾

∑
𝑘=1

𝑙𝑜𝑔2 [1 + 𝑃 𝑘
𝑇 |𝐺(𝑓𝑘,ℎ𝑡,𝜃,𝑑)|2 𝐺𝑇
𝑃𝑛(𝑓𝑘,ℎ𝑡,𝜃,𝑑,(Δ𝑓)) ]) ,

(10) 
where 𝔼(. ) denotes the expectation taking over channel 
realizations under fading.
Next, we present the capacity and ergodic capacity results 
speciϐically for drone scenarios, considering various prac‑ 
tical settings of Tx and Rx drone altitudes, zenith angles 
and transmission ranges. Fig. 4(a)‑(c) depict the chan‑ 
nel capacity as the function of transmission range under 
ideal, i.e., under no fading channel. The capacity results 
with no fading (ideal) channel are included in our analy‑ 
sis as the benchmark to compare how much of the capa-
city is degraded when realistic beam misalignment fading 
and multipath fading are introduced into the channel, as 
provided in the subsequent discussion. Three drone Tx
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altitudes, ℎ𝑡,  are considered i.e., ℎ𝑡 = 100 m, 500 m, and 
1 km, whereas ℎ𝑟 i.e., the Rx drone altitude for each 
setting is obtained using ℎ𝑡,  𝜃 (angle in degrees between 
Tx and Rx drones), and 𝑑.
It can be seen for a given ℎ𝑡,  changing 𝜃,  i.e., the 
direction of communication from 0∘ (vertically‑up) 
(Fig. 4(a)) to 90∘ (horizontal) (Fig. 4(b)) down to 180∘

(vertically‑down)(Fig. 4(c)) do not incur considerable 
variations in the ca‑ pacity. This is due to the dense and 
homogeneous atmosphere across lower atmospheric 
altitudes. Nevertheless, increasing ℎ𝑡 shows promising 
capacity improvements. For instance, at ℎ𝑡 = 100 m, 0∘,  
and 𝑑 = 100 m, capacity values correspond to 505.8 Gbps 
and 34.52 Gbps with WF and EP allocation schemes, 
respectively. For the identical 𝜃 and 𝑑 settings but at a 
higher Tx drone altitude, ℎ𝑡 = 1 km, the capacity values 
stand at 652.6 Gbps and 62.89 Gbps with WF and EP 
allocations, respectively. This is because traversing up 
across the atmosphere from 100 m to 1 km observes 
substantial decrements in the water vapor concentration 
levels [12], which can be highly leveraged in drone 
networks communicating over the THz band. 
Additionally, for overcoming the distance issue observed 
across lower atmospheric levels, for instance, for ℎ𝑡
lower than 100 m, multiple drones can be deployed 
sufϐiciently close to each other, in a networked fashion, 
where they can be treated as relays. These results 
showcase the massive capacity potential of the THz band 
for drone networks, promising links in the order of up to 
several 10s of Gbps using EP allocation, and up to many 
100s of Gbps with WF power allocation for transmission 
ranges up to 100 m. Fig. 5 depicts the ergodic capacity 
trend for short range, i.e., 𝑑 = 10 m, under BM fading and 
MP fading parameters [12]. Interestingly, it can be seen 
in Fig. 5(a) that for MP fading parameter, 𝜇 = 1, which 
corresponds to pure NLOS, Rayleigh fading, increasing 
the normalized jitter standard deviation, 𝜎𝑠/𝑎 does not 
cause substantial ergodic capacity degradation. Due to 
nearby reϐlections the NLOS MP fading components are 
more dominating than the BM fading components for 
short range; hence severeness of BM does not affect the 
ergodic capacity. Meanwhile, Fig. 5(b) shows that for 
ϐixed BM fading parameter, 𝜎𝑠/𝑎 = 5,  MP fading 
degrades the ergodic capacity by 26 % for EP allocation, 
and 16.5 % for WF allocation, as the MP effect is varied 
from 𝜇 = 10, indicating a strong LOS along with NLOS 
components to 𝜇 =1, i.e., pure NLOS Rayleigh fading. 
Next, we present the achievable ergodic capacity at 
𝑑 = 50 m, under variable BM fading with Rayleigh MP 
fading (𝜇 = 1) in Fig. 6(a), and variable MP fading with 
𝜎𝑠/𝑎 = 5 Fig. 6(b). For this range, increasing 𝜎𝑠/𝑎 from 1 
to 10 decreases the ergodic capacity substantially, e.g., by 
an order of magnitude for EP allocation, as 𝜎𝑠/𝑎 is 
increased from 1 to 10. On the other hand, decreasing 𝜇,  
from 10 to 1 with given 𝜎𝑠/𝑎 = 5 shows no considerable 
change in ergodic capacity. The ergodic capacity results 
in Fig. 5 and Fig. 6 depicting that at short ranges, it is the 
MP fading that mainly affects ergodic capacity, while at 
long range, it is mainly the BM fading. With this analysis, 

we emphasize that THz band communication in drone 
networks can promise massive rate links even under 
realistic BM fading and MP fading con‑ ditions. We refer the 
readers to [12] for an in‑depth ca‑ pacity analysis of THz 
communications for drones and the other three aerial 
vehicles, where both standard narrowband and variable 
bandwidth capacity computa‑ tions are considered for 
various altitudes, distances, posi‑ tions/orientations of the 
vehicles (i.e., the entire range of 𝜃 from 0∘ to 180∘)  by 
leveraging LBLRTM for THz absorp‑ tion gains, evaluating 
no fading, BM fading and MP fading conditions.

4. OPEN ISSUES AND RESEARCH DIREC‑
TIONS

Design and implementation of THz‑enabled drone net‑ 
works and DSNs require novel communication schemes 
and networking protocols, including but not limited to 
modulation and waveform design, ultra‑massive Multi‑ 
ple Input Multiple Output (MIMO), spectrum and inter‑ 
ference management, Medium Access Control (MAC) and 
higher network layers, security and privacy issues.

4.1 Physical layer
THz band drone communications primarily requires en‑ 
hanced THz band channel models. For this purpose, 
measurement‑based studies need to be pursued at drone 
altitudes in various propagation environments and under 
drone mobility scenarios, so that the existing line‑of‑sight 
and non line‑of‑sight models with beam misalignment 
and generic multipath fading (as considered in this work) 
can be improved with speciϐic stochastic channel models 
for THz links among drones. A recent work on active and 
passive THz systems is presented in [50], where measure‑ 
ment results at 140 GHz (0.14 THz) have been provided 
for rooftop surrogate satellite systems and terrestrial net‑ 
works. Based on the enhanced channel models, modula‑ 
tion and waveform design should be tailored for THz band 
communications in drone networks or DSNs.

Modulation
The state‑of‑the‑art modulation schemes that can be po‑ 
tentially employed for THz band communications in‑ 
clude Single‑Carrier (SC) modulation, multi‑carrier mo-
dulation, Orthogonal Frequency Division Multiplexing 
(OFDM), Cyclic Preϐix Orthogonal Frequency Division 
Multiplexing (CP‑OFDM) and even Non‑Orthogonal 
Multiple Access (NOMA). In what follows, we discuss 
each of the aforementioned modulation schemes in the 
perspective of THz band communications for drone 
networks. Non‑overlapping transmission windows are 
termed as Single Carrier (SC) modulation, having some 
provision of the carrier aggregation [51]. However, due to 
the intrinsic frequency‑selective nature of THz channel, 
multi‑carrier modulations would also help in some form 
of carrier aggregation with multiple individual/
non‑overlapping single carriers [52]. The implementation 
of practical THz transceivers is another challenging task,
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(a) Vertically‑up communication, 𝜃 = 0∘ .
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(b) Horizontal communication, 𝜃 = 90∘ .
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(c) Vertically‑down communication, 𝜃 = 180∘ .

Fig. 4 – Capacity under no fading as a function of distance, for various drone transmitter altitudes and directions of communication (vertically up,
horizontal and vertically down, i.e., 𝜃 = 0∘ , 90∘ , and 180∘ , respectively). For a given ℎ𝑡 and 𝑑, varying direction (𝜃) does not considerably affect the
capacity, as the atmosphere is dense and homogeneous across for drone altitudes up to ℎ𝑡 = 1 km.
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(b) Normalized jitter standard deviation, 𝜎𝑠/𝑎 = 5.

Fig. 5 – Effect of beam misalignment fading and multipath fading on the ergodic capacity: 𝜃 = 90∘ (horizontal communication), and 𝑑 = 10 m across
various drone transmitter altitudes. For this range, MP fading shows more dominant impact on the ergodic capacity as compared to BM fading due to
short transmission distance.

1 2 3 4 5 6 7 8 9 10
Normalized jitter standard deviation [

s
/a]

100

101

102

103

104

105

E
rg

od
ic

 C
ap

ac
ity

 [
G

bp
s]

WF: h
t
 = 1 km

WF: h
t
 = 500 m

WF: h
t
 = 100 m

EP: h
t
 = 1 km

EP: h
t
 = 500 m

EP: h
t
 = 100 m

(a)MP fading parameter, 𝜇 = 1.
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Fig. 6 – Effect of beam misalignment fading and multipath fading on the ergodic capacity: 𝜃 = 90∘ (horizontal communication), and 𝑑 = 50 m across
various drone transmitter altitudes. For this case, BM fading shows more dominant impact on the ergodic capacity as compared to the MP fading, due
to a large transmission distance.
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as the conventional RF circuitry cannot support data 
rates in the order of several 100s of Gbps or Tbps as 
provisioned in Section 3. Moreover, novel signal 
processing techniques will be required to counter the 
mismatch between the state‑of‑the‑art digital baseband 
systems and the large bandwidth offered by the THz 
band [52]. Recently, there have been advancements 
related to the THz transceivers; both in the electronic 
and the photonic domains [22]. The advancements 
towards practical THz transceivers (both electronic 
and photonic) have been well summarized in [53]. 
For short‑range communication (below one meter), 
impulse‑radio‑like communication based on one‑hundred‑ 
femtosecond‑long pulses following an on‑off keying 
modulation spread in time has been proposed in [36]. 
Such very short pulses, which are already utilized as 
the basis of many THz sensing systems, can be 
generated and detected with current technologies. 
For longer communication distances, new dynamic band‑ 
width modulations are required for not only overcoming 
but also leveraging the unique distance‑dependent band‑ 
width created by molecular absorption [11, 12]. Ortho-
gonal Frequency Division Multiplexing (OFDM) has 
widely been implemented in broadband wireless 
systems since 4G for achieving higher spectral efϐiciency. 
In [54], OFDM is proposed for 60 GHz millimeter wave 
systems. For 5G, several wireless standards including 
Long Term Evolution (LTE), Wireless Fidelity (Wi‑Fi), 
Asynchronous Digital Subscriber Line (ADSL) etc., have 
adopted Cyclic Preϐix Orthogonal Frequency Division 
Multiplexing (CP‑OFDM)[55]. Multiple communicating 
nodes, each with Tbps of data (which would also be 
the case in THz‑enabled DSNs) would require relaying 
data in an asynchronous manner. Also, in such 
asynchronous multiple user access, the subcarriers 
with CP‑OFDM do not remain orthogonal, which 
introduces substantial inter‑carrier interference [56]. 
This makes CP‑OFDM infeasible for DSNs. Nevertheless, 
OFDM systems promise utilization of the non‑ 
overlapping spectrum for the improved spectrum 
efϐiciency as compared to the pulse‑based 
communication systems [57, 58]. However, 
implementation of OFDM transceivers in the THz band 
is especially complex due to stringent frequency 
synchronization requirements, with the sampling rates 
in the typical order of several Giga samples/sec or 
even Tera samples per second. Additionally, large high 
Peak‑to‑Average Power Ratio (PAPR) also makes OFDM 
implementation not feasible over the THz band [52, 
59]. In recent years, Non‑Orthogonal Multiple Access 
(NOMA) has gained considerable attention, as it 
promises not only greater link rates for both the down‑ 
link and uplink transmissions, but it also provisions a way 
to counter the packet collision issue, e.g., in MTC with 
grant‑free access [60]. NOMA is adopted for THz sys‑ 
tems in [61] by making use of the frequency and distance‑ 
dependent THz spectrum. The concept of hybrid beam‑ 
forming is proposed for forming user clusters, and NOMA‑ 
based grouping and Long‑User‑Central‑Window (LUCW)‑ 
based sub-band allotment within a user cluster are

proposed for improving user fairness as well as spectral 
efϐiciency. For mitigating the water vapor‑based 
absorption effect in the THz band, the conventional 
modulation schemes can be further optimized. For this 
purpose, in [51], distance‑aware multi‑carrier schemes are 
proposed. Resource optimizations include power 
allocation as in [57], where long range networks are 
established using a pulse‑based multi‑wide band waveform 
design by adapting power allocations over variable number 
of frames. By adapting the symbol time and modulation 
order, in [59], a hierarchical modulation scheme is 
proposed for a system with a single transmitter and 
multiple receivers, supporting various streams of data for 
multiple users at variable ranges. In [62], 
distance‑adaptive and bandwidth‑dependent modulations 
using OFDM in THz band are proposed. It is worth 
mentioning here that, the aforementioned schemes have 
been proposed for THz band communications at sea level. 
These schemes will need to be adapted for speciϐically the 
drone scenarios or DSNs, considering altitudes as well as 
drone mobility.

Ultra‑Massive MIMO
A main issue for the THz band communications is con‑ 
stituted by the frequency‑selective and an extremely high 
path loss, which simply crosses 100 dB for ranges greater 
than only a few meters under LOS channels. This path 
loss is even worse under NLOS channel conditions. Con‑ 
sequently, huge gains by highly directional antennas are 
required for communicating over ranges greater than a 
few meters. In this regard, the idea of Ultra‑Massive 
(UM)‑MIMO has been proposed [63], where extremely‑ 
dense arrays of plasmonic nano‑antennas are employed. 
In lieu of deploying the traditional metallic antennas, 
meta‑materials and nano‑materials can be exploited for 
manufacturing plasmonic nano‑antennas, which are suf‑ 
ϐiciently less than the wavelength of the operating carrier 
frequency. This unique property of the plasmonic nano‑ 
antennas enables them to be packed in massively densed 
arrays. For instance, for an array with a footprint of 
1 mm x 1 mm, a sum of 1024 plasmonic nano‑antennas 
designed for 1 THz carrier frequency can be integrated 
together, keeping the inter‑element distance (spacing) 
of 1/2 of the plasmonic wavelength. Similar arrays of 
the plasmonic nano‑antennas can be employed at both 
the Tx and Rx sides simultaneously for countering the 
massive path loss issue by: 1) Overcoming the spread 
loss, by targeting the signal transmission in space, and 
2) focusing the bandwidths for the signal transmission 
within the windows having the least absorption levels. 
By intelligently inputting the array elements, variations 
of the modes of operation can be utilized in an 
adaptive fashion. For instance, in UM‑Beam‑forming 
(UM‑BF), all of the antennas utilize the identical 
transmit signal, similar to the case of conventional 
beam‑forming. Such a mode can substantially counter 
the massive path loss/attenuation at the THz band 
carrier frequencies, thus supporting communication to 
larger ranges. Additionally, beam‑forming also mitigates
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 the problem of the co‑channel interference, also utilizing 
the freedom of angle diversity by moving the 
razor‑sharp THz beam to speciϐic or targeted direc-
tions. Using UM‑MIMO, a certain group of arrays/antenna 
elements can be designated for communicating to a 
speciϐic user. This special mode utilizes various data 
streams onto a single carrier frequency, thereby 
increasing the per user capacity, which is also beneϐicial 
when the communication links are operating in a limited 
bandwidth and a high SNR scheme. This special mode 
enhances the rate by the virtue of Spatial Multiplexing 
(SM), provided that the channel matrix of the UM‑MIMO 
has sufϐicient rank and diversity. Conclusively, any 
amalgamation across UM‑SM and UM‑BF is realizable. 
Additionally, for maximizing the utilization of the THz 
band, promising Tbps links, multiple transmission 
windows can be employed simul‑ taneously. For this 
purpose, multiband UM‑MIMO utilizes different carrier 
frequencies by tuning electrically the frequency 
response of the plasmonic nano‑antennas. One of the 
major pros of this multiband UM‑MIMO technique is 
that the data can be processed within a substantially 
smaller bandwidth, hence, lowering the complexity of 
the system design with an improved ϐlexibility of the 
spectrum. In this research arena, novel frequency, 
space and time modulation and coding methods are re‑ 
quired to be proposed for such UM‑MIMO communication 
systems. UM‑MIMO can also be leveraged for DSNs due 
to very large beam‑forming gains to overcome the huge 
path loss over the THz band. Moreover, as a byproduct, 
razor‑sharp THz beams would substantially mitigate the 
interference among communicating drones in the DSNs. 
Nevertheless, the design of UM‑MIMO systems for DSNs 
and drone networks should also incorporate the effect 
mobility of the drones to avoid Tx‑Rx antenna beam mis‑ 
alignment and maximize the beam‑forming. For the case 
of DBS, implementation of UM‑MIMO will be essential to 
provide aerial coverage to several users at the same time 
[64]. However, this will be a challenging task, as the ϐlying 
drones with a limited battery support and single anten‑ 
nas will need to be replaced with UM‑MIMO, which will be 
an important research avenue for the upcoming 6G sys‑ 
tems. For instance, recently, THz UM‑MIMO communi‑ 
cations has been considered for a Space‑Air‑Ground In‑ 
tegrated Network (SAGIN) comprising of terrestrial, air‑ 
borne and spaceborne networks [65]. With the plasmonic 
antenna arrays having nano‑antenna spacings, it will be 
possible to practically implement THz systems onto the 
ϐlying drones within miniature footprints [52].

Reconϔigurable Intelligent Surfaces
Recently, novel tunable metasurfaces are referred to as 
Reconϐigurable Intelligent Surfaces (RIS), which can be 
used for controlling and optimizing the wireless channel 
environment [66, 67, 68, 69]. Generally, strong NLOS sig‑ 
nals having specular reϐlections take the surfaces of the 
existing building infrastructures as electric mirrors, par‑ 
ticularly at considerably miniature wavelengths across

the THz band. However, RIS built from the metasurfaces 
and discrete element semiconductors also enables user‑ 
customized settings. A similar RIS can sufϐiciently in‑ 
crease the THz signal power by reϐlecting the THz signals 
towards a speciϐic direction. This can be achieved by in‑ 
troducing required phase shifts of the discrete elements 
in the RIS. In addition, a sufϐiciently large RIS supporting 
the aforementioned features can be acquired within 
miniature footprints at high frequencies, such as the THz 
band [22, 70, 71]. RISs have already been considered for 
improving the coverage performance of THz indoor com‑ 
munications at the sea level, as in [72], where the 
authors have proposed a suboptimal search scheme for 
the RIS phase shifts. Additionally, RISs have also been 
consi-dered for THz drone communications [73]. For the 
drone networks at the low altitude scenarios, e.g., ℎ𝑡 = 
100 m and below, up to sea level, THz communication 
ranges can be substantially extended with the aid of RISs 
deployed on top of buildings, roofs etc. This can also be 
achieved for drone‑to‑ground and ground‑to‑drone links 
by placing RISs near the intended user access points 
[14], Thus, RIS can considerably increase the coverage of 
a drone network e.g., drone base station, agricultural 
monitoring in a rural area with a limited or no terrestrial 
communication infrastructure. etc.

4.2 Spectrum and interference management
With the progression towards 6G, exploitation of the 
higher frequency bands above existing sub 6 GHz spec‑ 
trum has become more appealing than ever. This will 
raise the need of sharing the spectrum using cognitive 
radio sensing with ϐlexibility [74]. THz spectrum has 
been identiϐied as a prime communication band for mo‑ 
bile communications within 6G research [28, 75]. Also, 2G 
to 5G networks across the globe have been utilizing lower 
frequency bands, which will also be available in 6G net‑ 
works. Therefore, various spectrum management tech‑ 
niques will be needed for managing the lower, mid and 
higher frequency bands intelligently. Here, the massive 
THz band will sufϐice the spectrum scarcity by assigning 
different frequency sub‑bands to different users subject 
to different scenarios, mitigating the conventional issue of 
interference. For instance, in [76, 77], Long‑User‑Central‑ 
Window (LUCW) is considered, where the farther users 
are allocated to the central sub‑bands of a THz transmi-
ssion window, while the the users at shorter 
transmission ranges are provisioned with the edge 
sub‑bands in a window. Such an interference management 
can also be employed within a drone network, where a 
drone (e.g., drone base station) serving different users can 
utilize dif‑ ferent sub‑bands each several GHz wide [12], 
supporting capacity values in the order of several 100s 
of Gbps even under BM fading and MP fading as 
discussed earlier in Section 3. Nevertheless, interference 
in THz band com‑ munications usually occurs in dense 
scenarios [78, 79]. Thus, drone networks can be deployed 
strategically, e.g., via sharp pencil beam‑forming, to mitigate 
the issue of the interference [6].
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4.3 MAC and higher network layers
Similar to the physical layer‑related issues, various 
challenges also emerge across the higher protocol stack 
layers. To start with the link layer, new medium access 
control (MAC) protocols are necessary to address the 
unique characteristics of the THz band as well as 
DSNs. Here, availability of the massive bandwidth 
annihilates the basic requirement for the commu-
nicating nodes to contest for the channel. Furthermore, 
THz signals with a miniature transmit duration also 
diminishes the chances of collision. Also, with the 
razor‑sharp beams used in THz band transmission 
systems, MAC design for DSNs should facilitate 
receiver‑initiated novel transmission schemes, so that 
the transmitter resources are not wasted when the 
intended receiver is unavailable. Novel MAC proto‑ 
cols managing the THz band communications for drone 
networks should also involve optimization of the packet 
size and error control techniques in an adaptive 
fashion. At the network layer, novel routing tech-
niques should be devised to provision both the 
traditional active nodes (for relaying) together with 
new passive intelligent reϐlecting surfaces, which can 
relay the incoming THz signals towards the intended 
destination node [80]. Furthermore, novel metrics of 
routing are needed to be devised that captures the 
unique channel composition on the molecular level. 
These novel routing metrics can include the effect of 
the molecular composition on the distance and 
altitude‑dependent THz bandwidth [12]. Across the 
transport layer, with THz band promising communication 
at 100s of Gbps or even up to Tbps, network congestion 
will drastically increase. This will give rise to issues 
across the transport layer pertaining to the ϐlow/
congestion control, also ensuring end‑to‑end trans‑ port 
with reliability. For instance, it is expected that the 
conventional Transport Control Protocol (TCP) conges‑ 
tion control windowing will be revised to tackle the huge 
trafϐic demands of the THz band networks [81]. In addi‑ 
tion to adapting MAC and higher layers to work efϐiciently 
with respect to the characteristics of the THz channel, the 
potential solutions should address the mobility of drones 
and DSN scenarios.

4.4 Security and privacy
Apart from the inherent advantages of the massive band‑ 
width and the huge rates THz band can offer drone net‑ 
works with mobility [22]; security and privacy also comes 
up as a byproduct. Various unique characteristics of the 
THz waves highly inϐluence the security and privacy [82]. 
With the unique THz absorption Spectra, secure wireless 
communications can coexist along with THz‑based detec‑ 
tion and imaging. Massive THz bandwidth favors anti‑ 
jamming approaches. However, the performance of such 
THz systems will be environment dependent, i.e., water 
vapor concentration levels. Huge attenuation at THz fre‑

quencies ensure link secrecy, while the razor‑sharp THz 
beams favors covert communication, at the cost of rapid 
coordination of the communicating Tx and Rx beams. In 
regards to the privacy aspects, THz communications are 
hard to eavesdrop from a large distance due to the huge 
attenuation at THz frequencies near sea level. Meanwhile, 
a study shows that the THz signals can be intercepted by 
placing an object within the razor‑sharp LOS THz beam 
for scattering the beam towards the eavesdropper [83]. 
For DSNs and drone networks at lower atmospheric al‑ 
titudes (typically within a few 100s of meters above sea 
level), secure THz ultra‑broadband communications can 
be established with the razor‑sharp THz Tx‑Rx beams 
pointing towards each other, leveraging the drone mobi-
lity, while the LOS beam scattering as shown in [83] 
will become difϐicult to realize for the eavesdroppers. 
This can be highly leveraged for sensitive applications, 
such as in military surveillance, border patrolling, etc. 
To summa‑ rize, we have studied several open issues and 
research directions towards realizing THz‑enabled 
drone networks and DSNs from the physical layer to 
the higher network layers dealing with security and 
privacy issues. A similar study has recently been 
provided in [6], where the THz wireless systems have 
been deϐined based on seven features including: 
1) Quasi‑optical nature, 2) THz‑based architectures,
3) Coexistence with the lower frequency bands,
4) Joint communication and sensing systems,
5) Physical layer strategies, 6) Spectrum access
methods, and 7) Network optimization in real time.
In the following, we overview the state‑of‑the‑artar-
tiϐicial intelligence and machine leaning‑based solutions
to the problems related to the THz communications,
particularly for the THz‑enabled drone networks, in
detail.

5. AI/ML BASED SOLUTIONS
The advent of Artiϐicial Intelligence (AI) in the communi‑ 
cations paradigm has been recently surged. Various tu‑ 
torials and survey works have been published within the 
past few years on the AI/ML implementation for wire‑ 
less communications [84, 85, 86, 87]. Among various re‑ 
cent studies, AI has been considered as the focus of 6G 
networks [88, 89, 90] for complementing the traditional 
methods. With the AI/ML technologies for Beyond 5G 
(B5G) systems, it will be possible to minimize/replace the 
existing manual network conϐiguration management, as 
well as to ensure and deliver overall higher system per‑ 
formance with increased reliability. Moreover, commu‑ 
nication networks will be able to adapt conveniently in 
real time based on the behavior of the users and the 
communication network. All in all, AI/ML will promise 
adaptive conϐiguration and management of the 
communication networks by learning patterns and 
adapting to certain communication scenarios with 
ϐlexibility, e.g., learning the communication trafϐic and 
planning in anticipa‑ tion [91]. A similar approach can 
be considered for the THz‑enabled drone networks, 
where based on AI/ML techniques, a swarm of drones 
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can adjust their respective positions optimally in order 
to route and maintain Tbps links among commu-
nicating drones. In what follows, we review some AI/
ML‑based approaches possibly implementable for 
THz‑enabled drone networks for channel estimation, 
UM‑MIMO, and Mobile edge computing.

5.1 Channel estimation
As discussed earlier in Section 1, ϐirst, the THz band is 
highly affected from absorption loss due to water vapor 
molecules in the atmosphere, contributing signiϐicantly to 
the total loss. Second, the spread loss is also massive at 
THz frequencies. Third, the THz band channels are non‑ 
stationary, particularly for mobile use cases i.e., hovering 
drones in our case, where both the Tx and Rx drones will 
be mobile. Hence, conventional assumptions of quasi‑ 
stationary or stationary channel models may not be ap‑ 
plied to the THz band channels. More speciϐically, 
channel estimation over the THz band becomes more 
challenging in the drone scenarios under mobility, where 
precise Channel State Information (CSI) is needed, e.g., 
in beam‑forming. Therefore, the traditional channel 
estimation methodologies are required to be revisited 
[52]. Overall, for reducing the complexity of the THz 
channel estimation, several techniques can be 
employed includ‑ ing: compressed sensing, fast channel 
tracking‑based algorithms, etc. ML‑based algorithms, in 
this context, can be employed for evaluating the THz 
band communication data by anticipating the THz 
signal loss in a certain unknown channel. Consequently, 
various AI or ML‑based algorithms are applicable to the 
physical layer of the forth‑coming 6G wireless networks 
for addressing the above‑mentioned THz channel model 
and estimation [92, 93]. Supervised Learning (SL) [94] 
can aid in predicting THz shadowing and path loss. 
Moreover, SL can be employed for localization, channel 
estimation, interference management, etc. Employable 
SL models and algorithms are K‑Nearest Neighbor 
(KNN), Support Vector Machine (SVM), feed‑forward 
neural networks, and radial basis function neural 
networks, etc. Various challenges related to the THz 
channel modeling and estimation including multi‑path 
tracking, interference mitigation, node clustering, 
optimized modulation, etc., can be tackled by using Unsu‑ 
pervised Learning (UL) techniques [95] such as: Fuzzy 
C‑means, K‑means, clustering algorithms, etc. Deep 
Learning (DL) (both SL and UL) can be employed in 
many aspects of channel modeling, such as for signal 
detection, and estimating Channel State Information 
(CSI). Techniques including Deep Neural Networks 
(DNNs), Recurrent Neural Networks (RNNs), Convo-
lutional Neural Net‑ works (CNNs) can be anticipated 
as appropriate candidate DL algorithms [96]. Reinfor-
cement Leaning (RL)[97] can be used for channel 
selection and tracking, iden‑ tiϐication of radio bands, 
selection of modulation modes, etc. Appropriate RL 
models and techniques include Q‑learning, fuzzy RL, 
etc. [98]. Finally, learning‑based schemes for THz 
channel estimation is highly efϐicient particularly over 
higher dimensions [99]. As an example of deep 

kernel-based learning, a Gaussian process regression is 
studied in [100] for the channel estimation of a 
UM‑MIMO multi‑user system over the THz band (0.06‑ 
10 THz). It is to be noted here that the AI/ML techniques 
mentioned above are proposed for 6G wireless commu‑ 
nications and networks at sea level in general. There‑ 
fore, there will be a need to tailor these AI/ML 
techniques speciϐically for the THz‑enabled drone 
networks and DSNs keeping in view the intrinsic nature 
of the communicating drones i.e., mobility, energy‑ 
constrained resources etc.

5.2 UM‑MIMO
In the realm of UM‑MIMO, ML can be employed in 
various use cases. One instance is when an existing 
model is erroneous, and/or it is only a sparse 
approximate of the actual model. Such an instance can 
arise within the linear channel models, where the 
non‑linearities induced by certain practical circums-
tances and hardware are neglected. Also, ML can be 
utilized for improving the solu‑ tions obtained using 
approximations of the linear mod‑ els. Another instance 
of ML‑based solution in UM‑MIMO is possible when the 
optimized solutions are computa‑ tionally expensive i.e., 
not feasible for the state‑of‑the‑art hardware. Here, ML 
can be effectively utilized for ϐinding suboptimal 
solutions having less complexity, with some obvious/
acceptable lower performance. Examples in this context 
include channel estimation, maximum likelihood 
detection, etc. Moreover, optimum spectrum utilization 
in UM‑MIMO can be made possible using machine learn‑ 
ing techniques [22].

5.3 Mobile edge computing
Mobile Edge Computing (MEC) has recently emerged as 
a technique for 5G networks, in which cloud computing‑ 
like functionalities are processed at the edges of the cellu‑ 
lar networks [101]. MEC can equip mobile devices, such 
as drones with constrained processing capabilities, to 
hand over their processing tasks to the nearest network’s 
edge. Conversely, within a THz‑enabled DSN, mobile user 
equipment can ofϐload its computationally expensive jobs 
to the serving drones with MEC functionalities. Low la‑ 
tency systems for sporadic access such as cyber‑physical 
communication systems (a.k.a., Tactile Internet) [102] 
require latencies within sub‑ms for controlling hovering 
objects (drones in our case). Such alike systems will also 
be a requirement for evolved industry 4.0 applications 
[103]. It is predicted that the transport methods over the 
physical layer will be linked with edge computing such as 
MEC, or real‑time cloud computing within the vicinity 
of the communication network. The main objective 
here is to deliver resources/solutions to the evolving 
IoT protocols comprising of a massive number of 
inter‑connected devices with constrained energy and 
storage requirements such as in drone networks, as 
well with some latency requirements. For overcoming 
these constraints, global 6G research is moving towards 
distributed computation techniques (MEC here) [104, 105]. 
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As an example, by em‑ ploying AI/ML using a DNN, 
initial extraction of the fea‑ tures can be obtained using 
drones, which are then re‑ layed at the network edges 
for the subsequent processing. Here, a THz band can be 
highly leveraged by relaying massive data to the network 
edges for MEC. In addition, novel energy efϐicient MAC 
protocols for THz‑enabled drone networks and DSNs 
will be required for intelligently of‑ ϐloading massive 
computations to the network edges, also considering 
drone mobility effects.

6. CONCLUSIONS
In this paper, we have summarized major characteris‑ 
tics of the various possible real‑world applications of the 
THz‑enabled drone networks and DSNs. After presenting 
the capacity potential of the THz‑enabled drone networks 
via numerical results considering both ideal and realis‑ 
tic (fading) conditions of beam misalignment fading and 
multipath fading, we have discussed the major research 
challenges and directions for THz‑enabled drone net‑ 
works and DSNs, from physical layer channel estimation 
up to higher network layers, security/privacy issues. We 
outline and highlight AI/ML‑based approaches as promi-
sing solutions. We proclaim that THz‑enabled DSNs 
will be an integral part of the forthcoming 6G 
non‑terrestrial networks. For development and 
validation of the THz band solutions across all layers, 
novel test beds for the real‑world experiments are 
essential. Additionally, with the progression towards 
practical THz transceivers at sea level, novel THz 
transceivers for the drones will be required towards 
realizing 6G communications keeping in view the highly 
mobile nature of the drones, UM‑MIMO given the 
battery limitations, and the sharp THz beams. Currently, 
such works are mostly limited to the near‑THz 
transmission windows of 300‑650 GHz, albeit, wireless 
systems at actual THz carrier frequencies (0.1 THz up to 
10 THz) will be needed. Along with research directions 
mentioned in this paper, also further work is expected for 
standardizing and regulating the THz band.
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Abstract – Highly accurate atmospheric models, based on molecular resonance information contained within the HITRAN
database, were used to simulate the propagation of high capacity single‑carrier quadrature amplitude modulated signals
through the atmosphere for various modulation orders. For high‑bandwidth signals such as those considered in this work,
group velocity dispersion caused by atmospheric gases distorts the modulated waveform, which may produce bit errors. This
leads to stricter Signal‑To‑Noise Ratio requirements for error‑free operation, and this effect is more pronounced in high‑order
modulation schemes. At the same time, high‑order modulation schemes are more spectrally efϔicient, which reduces the band‑
width required to maintain a given data rate, and thus reduces the total group velocity dispersion in the link, resulting in
less distortion and better performance. Our work with M‑ary quadrature amplitude modulated signals shows that optimal
selection ofmodulation order canminimize these conϔlicting effects, resulting in decreased error rate, and reducing the perfor‑
mance requirements placed on any equalizers, other dispersion‑compensating technologies, or signal processing hardware.

Keywords – Atmospheric modeling, bit error rate, chromatic dispersion, millimeter wave communications, quadrature
amplitude modulation, terahertz communications

1. INTRODUCTION
Wireless data rates have risen dramatically over the last 
decade, and are projected to continue to do so over the 
decade to come [1, 2]. This growth has been fueled by de‑ 
mand, created by consumer expectations as well as new 
technologies such as virtual reality, high‑deϐinition video 
streaming, and (most signiϐicantly) the Internet of Things 
(IoT) [3, 4]. This growth has been enabled by the deve-
lopment of devices capable of operating at progressively 
higher frequencies and bandwidths. Wireless systems 
operating at several gigahertz are commercially 
available off‑the‑shelf, and networks operating at several 
tens of gigahertz (millimeter wave) are just on the 
verge of becoming so. The inevitable next step is 
systems operating at sub‑millimeter wavelengths, that 
is, hundreds of gigahertz [5]. This is frequently 
recognized as the beginning of the terahertz 
communication bands. These bands have been slow in 
development for many years, in part due to the challenge 
of atmospheric absorption and in part due to the 
technological difϐiculties arising from the fact that few 
devices are naturally active in these frequencies.

However, the so‑called “terahertz gap” is beginning to 
close [6]. Recent progress in terahertz devices has re‑ 
sulted in hardware not only capable of producing and 
processing these high‑speed signals, but also powerful 
enough to overcome the atmospheric attenuation, which 
is much more severe than at microwave frequencies. Over 
the last decade, several prototype terahertz communica‑ 
tion systems have been demonstrated, operating in the 
hundreds of gigahertz, achieving communications over 
multi‑kilometer distances.

For example, in 2010, Hirata et al. demonstrated a wire‑ 
less link operating at 120 GHz, using Binary Phase Shift 
Keying (BPSK) that achieved an error‑free data rate of 10 
Gb/s over 5 km [7]. In 2013, Takahashi et al. also 
demonstrated a 10‑Gb/s, error free link at 120 GHz, using 
Quadrature Phase Shift Keying (QPSK, or 4‑QAM), over a 
distance of 170 m [8]. However, their calculations in‑ 
dicated the link could conceivably span up to 2 km. The 
same year, another wireless link was demonstrated, this 
time at 140 GHz, using 16‑QAM to achieve 10 Gb/s over 
1.5 km, with an error rate of 10−6 [ 9].

In 2017, another communication link centered at 94 GHz, 
using 8‑QAM, achieved a data rate of 54 Gb/s, with an 
error rate of 3.8 × 10−3,  over 2.5 km [10]. Also in 2017, 
Kallfass et al. presented a review of their experimental 
work with point‑to‑point millimeter wave links which in‑ 
cluded an E‑band link (between 60 and 90 GHz, carrier 
frequency not speciϐied) and a 240 GHz link [11]. The 
E‑band link used QPSK, 8‑QAM, and 16‑QAMs, and achieved 
data rates in the range of 4 Gb/s up to 21 Gb/s, over 
ranges between 4.1 km and 36.7 km, under various 
weather con‑ ditions with error rates below 4.8 × 10−3.  
The 240 GHz link used QPSK modulation, and achieved 
64 Gb/s over 0.85 km, with an error rate of 7.9 × 10−5.  
Many different link conϐigurations were investigated in 
the review, and the reader is referred to the work of 
Kalfass et al. for more detailed information [11].

Finally, Wu et al. also demonstrated a long‑distance wire‑ 
less communication system at 140 GHz in 2017, which 
spanned 21 km and used 16‑QAM to achieve 5 Gb/s with 
effectively error‑free operation (a bit‑error rate below
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10−12) [12]. The authors also estimated that their system 
could extend to span even farther ranges with the use of 
more advanced error‑correction codes.

Collectively, these demonstrations indicate that long‑ 
range terahertz communication links are not only possi‑ 
ble, but will likely be implemented commercially in the 
foreseeable future as the technology progresses. This 
technology would provide many beneϐits, since there are 
many situations in which the ability to rapidly estab‑ 
lish a directive, wireless point‑to‑point link with a ca‑ 
pacity of tens of Gb/s would be highly attractive, inclu-
ding temporary installments during disaster recovery 
or wartime environments, at locations where trenching 
ϐiber is prohibitively expensive or time‑consuming, or as 
a re‑ placement to upgrade microwave point‑to‑point 
backhaul links.
There are many design choices that must be considered 
when planning the construction of such a link [13, 14, 15, 
16]. One notable known design choice is selecting the 
modulation scheme, since modulation type determines 
the shape of the temporal waveform, the hardware re‑ 
quirements (for example, the dynamic range of the front‑ 
end receiver), the resilience of the channel to interference, 
and the achievable throughput of the channel. By judi‑ 
cious selection of the modulation type, channel through‑ 
put can be maximized, and many research teams have 
investigated various algorithms and strategies for 
determining the optimal modulations for both 
microwave and terahertz wireless links [17, 18, 19].
Many modulation schemes are possible, and all carry their 
own beneϐits and drawbacks. However, the prototype 
terahertz links in the demonstrations listed earlier em‑ ploy 
various orders of quadrature amplitude modulation, 
collectively known as M‑QAM schemes, including Binary 
Phase Shift Keying (BPSK, or 2‑QAM), Quadrature Phase 
Shift Keying (QPSK, or 4‑QAM), 8‑QAM and 16‑QAM. In an 
M‑QAM scheme, binary data is encoded as communi‑ cation 
symbols, distinct combinations of amplitude and phase of 
the carrier wave, each of which represent one or more bits 
of data. The modulation order M speciϐies how many such 
combinations of amplitude and phase are recognized by the 
receiver, and log2(𝑀) bits of data are carried by each 
symbol.
As the modulation order of the communication system is 
increased, each symbol transition carries more infor‑ 
mation, which consequently increases the spectral efϐi‑ 
ciency of the link. Spectral efϐiciency is a measure of how 
many bits of data are transferred per unit of bandwidth 
utilized by the communication system, typically given in 
units of ( bits𝑠 )/Hz. While the spectral efϐiciency realized in a 
physical communication system depends on many factors 
(such as the coding scheme, Signal‑To‑Noise Ratio (SNR), 
and fading characteristics of the channel), the theoretical 
maximum spectral efϐiciency of an M‑QAM scheme is ulti‑ 
mately given by, and scales with modulation order 
according to, log2(𝑀) [20].

In general, this increase in spectral efϐiciency makes 
higher order modulations the most attractive, due to the 
fact that more information can be sent within in a given 
bandwidth or, conversely, that the system requires less 
bandwidth to maintain a given data rate.

However, higher‑order modulations are not always viable 
to use. When a system is constrained to operate below 
some ϐixed maximum power, the phase and amplitude 
of all communication symbols must fall within a ϐinite 
region of the phase/amplitude plane that satisϐies that 
power constraint. Increasing the number of communica‑ 
tion symbols necessarily means that symbols must take 
on increasingly similar values of amplitude and/or phase, 
as more symbols have to be placed within the ϐinite re‑ 
gion satisfying the power constraint. When the receiver 
must differentiate between a large number of similar 
symbols with high resolution, injected noise can easily 
shift the amplitude and/or phase of the received 
waveform so that symbols are received in error, much 
more so than for a lower‑order modulation scheme where 
symbol regions are larger and more widely spaced. As 
a result, higher‑order M‑QAM schemes have more 
stringent requirements on the minimum SNR allowed at 
the receiver for effective operation. Fig. 1 illustrates the 
increase in SNR required by higher‑order M‑QAM 
schemes in order to maintain a given bit error rate.

When designing a communication link, the modulation 
type is chosen so that an acceptable error rate is main‑ 
tained under the worst‑case SNR the link is designed to 
handle. In order to decrease the outage probability du-
ring times when the signal is strongly attenuated, and 
to increase the capacity when channel conditions are 
favorable, many communication systems employ 
optimization algorithms that actively select the order of 
the modulation scheme used [17]. These optimization 
routines switch between modulation orders as channel 
conditions vary, such that the resulting link is both more 
reliable (in terms of outage probability) and operates 
with a higher average capacity.

Terahertz links will, of course, likewise beneϐit from these 
type of optimization routines [18, 17], whether the band‑ 
width is occupied by a single link, or ϐilled with a large 
number of subcarriers [21]. However, due to the huge 
bandwidths available for terahertz communication links, 
and the high frequencies at which they operate, the opti‑ 
mal modulation type will not be determined by SNR (that 
is, fading) alone. Our work indicates that the Group Velo-
city Dispersion (GVD) caused by molecular resonances 
in the atmosphere can result in counter‑intuitive 
behavior over the lower terahertz bands, in which the 
severity of Inter‑Symbol Interference (ISI) depends not 
only on band‑ width (as expected), but also on the 
modulation type used, even in the absence of noise.
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Fig. 1 – Bit error rate versus SNR “waterfall” plots for an M‑QAM communication system, with M = 2, 4, 16, 64, and 256. Higher‑order modulations
have closer symbol spacing under equivalent power requirements, resulting in a higher SNR required for equivalent error performance to a lower order
modulation, assuming the absence of group velocity dispersion.

2. METHODOLOGY

In order to quantitatively measure the impact of ISI 
caused by atmospheric GVD, bit error rate simulations 
were performed using a channel model founded upon an 
accurate understanding of atmospheric molecular reso‑ 
nances. It is from this atmospheric model that all the 
effects accounted for in this work were derived. Speciϐi‑ 
cally, the channel considered in this study was a Linear 
Time‑Invariant (LTI) channel with Additive White Gaus‑ 
sian Noise (AWGN) and no obstruction, multipath pro-
pagation, or Doppler effects. However, the transfer 
function of the atmosphere itself was modeled as variable 
over frequency in both absorption and refractive index, 
which gives rise to the behavior observed in our results. 
Even though our assumption of an LTI AWGN channel is 
much simpler than the environments usually 
encountered by wireless link designers at terahertz 
frequencies, the fact that our results arise from the 
properties of the atmosphere rather than complex and 
situation‑speciϐic channel effects make them applicable 
to a wide range of channels, including those signiϐicantly 
more complex that that presented here [22].

The atmospheric transfer function is described most 
generally as 𝐻𝑎(𝜔) = 𝛼(𝜔) exp[−𝑗𝜙(𝜔)], where 𝛼(𝜔) 
and 𝜙(𝜔) are the frequency‑dependent attenuation and
phase shift imparted by the atmosphere, respectively,
and 𝑗 =

√
−1. This non‑unity transfer function arises

from the interaction of various atmospheric gas species
with terahertz‑frequency radiation. Most notable among
these arewater vapor and diatomic oxygen, which exhibit
strong rotational and vibrational resonances within and
above the terahertz bands. While the amplitude (absorp‑
tion) term of 𝐻𝑎(𝜔) is most often discussed, the phase
term 𝜙(𝜔) is equally important to propagation, and to‑

gether these terms determine the complex index of refrac‑ 
tion of the atmosphere. This complex index is obtained by 
a combination of Molecular Response Theory (MRT) [23] 
and continuum effects [24, 25], in which the broadened
absorption lines of all the H2O and O2 molecular reso‑ 
nances from 0 to 5 THz are found by MRT, summed, then 
added to the continuum absorption. This has been shown 
to accurately model atmospheric behavior over the sub‑ 
terahertz bands, and accounts for the contribution of all 
relevant molecular resonances up to 5 THz.

In addition to the atmospheric effects, pulse shaping ϐil‑ 
ters also shape the transmitted waveform, limit the band‑ 
width of the signal, and reduce ISI. In our simulations, 
a raised cosine ϐilter 𝐻𝑟𝑐(𝜔) with a roll‑off factor of 1 was 
used, and incorporated into the channel model by 
applying it directly to the atmospheric transfer function 
in frequency domain, yielding a channel transfer function 
𝐻𝑐(𝜔) = 𝐻𝑟𝑐(𝜔) × 𝐻𝑎(𝜔). The impulse response of the 
complex channel transfer function can then be derived as 
ℎ𝑐(𝑡) = ℱ−1[𝐻𝑐(𝜔)], where ℱ−1 indicates the inverse 
Fourier transform.

Once the impulse response of the channel is known, a 
data vector containing complex valued communication 
symbols is generated. The symbols in the data stream 
occur with equal distribution, but the data stream is not 
completely random. Rather, it is generated such that 
combinations of symbols are also equally distributed, so 
every possible permutation of 𝑘 symbols occurs an equal 
number of times for a speciϐied 𝑘.  This is necessary 
because the severity of ISI experienced by a 
communication symbol depends on the value and order 
of the neighboring symbols, not on the value of the 
symbol itself. This data stream is convolved with the 
channel impulse response, resulting in a sequence of 
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non-ideal communication symbols in the time domain, 
which have experienced a nonlinear phase shift due to 
GVD in the atmosphere, resulting in ISI in the time 
domain. At this point, AWGN is added to the distorted 
symbol sequence, which is then demodulated and 
compared to the original symbol vector to determine the 
number of errors. This procedure is repeated until 
enough iterations have run to ensure the errors gene‑ 
rated are true to the stochastic distribution of the noise. 
Averaging the error rates observed on each iteration gives 
the error rate of the link for that particular combination of 
distance, bandwidth, modulation type, and atmospheric 
properties.

This simulation process has the advantage of abstracting 
away much of the hardware, focusing on the mathemati‑ 
cal, fundamental interactions between the data‑carrying 
symbols and the atmospheric channel. Notably, it also 
defines parameters such as received SNR directly prior to 
demodulation, so that the results are applicable to a 
broad range of physical systems. For a much more 
in‑depth description of the simulation process using a 
slightly different mathematical convention, readers are 
referred to our previous work [26], which is currently 
under consideration for publication at the time of this 
writing.

3. RESULTS AND DISCUSSION
A principal result taken from our simulations is that GVD 
can produce increasing SER in two opposing cases: when 
low bandwidth and high order modulation is employed 
and when high bandwidth and low order modulation 
is employed. Moreover, there exists an optimum trade‑ 
off between modulation order and bandwidth that mini‑ 
mizes SER due to GVD for a particular desired data rate. In 
order to clarify this point, we have chosen to conduct our 
simulations such that data rate is held constant, whereas 
bandwidth and modulation order are variable. Further 
justiϐication for this approach is offered later in the discus‑ 
sion. To elaborate on our results, the following relation‑ 
ships between modulation order and GVD were found:

For a high bandwidth link with low modulation order, 
achievable data rate is high, but the link suffers a high 
number of symbol errors because of the large frequency‑ 
dependent change in refractive index across the band‑ 
width (high GVD) causes severe ISI, large enough to 
push received symbols across the broadly‑spaced deci‑ 
sion boundaries used in low‑order modulation types.

For a low bandwidth link with high order modulation, the 
achievable data rate is equally high, but the link still 
suffers a high number of symbol errors due to 
dispersion. This time, the errors are not because of a 
large frequency dependency in the narrow channel, but 
because decision boundaries are so tightly spaced on the 
constellation diagram that even the small amount of GVD 
exhibited by the channel is enough to push received 
symbol values across them, again causing ISI.

A compromise between these two extremes allows for 
high bit rates with higher dispersion tolerance when 
bandwidth and modulation order are properly balanced. 
Note that the remaining combinations of bandwidth and 
modulation order fare quite poorly: a high bandwidth link 
with high order modulation can have a very high capa‑ 
city but suffers severe ISI due to simultaneously high 
dispersion and tight decision boundaries, while a low 
band‑width link with low modulation order has greatly 
reduced data capacity, defeating the purpose of terahertz 
commu‑ nications. An example of the simulation results 
that led us to these conclusions is illustrated in Fig. 2, 
which shows the bit‑error rate of a 60 Gb/s M‑QAM 
communication link for ϐive different modulation orders 
over 0 to 20 km.

It is important to note that atmospheric dispersion is a 
cumulative phenomenon, meaning the greater distance a 
signal propagates, the more dispersion accumulates and 
affects that signal. It is also important to note that no 
noise is added to the signal in Fig. 2, which allows us to 
conϐidently state that any change in error rates observed 
are due to GVD increasing with distance, and the that 
differences between the various curves are due to 
changes in modulation order (which affects both 
bandwidth and symbol spacing on the constellation 
diagram). Even in the absence of noise, increasing 
dispersion over distance will eventually cause some 
communication symbols to be misinterpreted by the 
receiver for all modulation types, resulting in a bit error 
rate that rises rapidly from insigniϐicance to some ϐinite 
value, often by several orders of magnitude in only a 
kilometer or two.

The point at which the error rate jumps from insigniϐi‑ 
cance to a ϐinite value is the uncompensated “dispersion 
limit” of that link, marked by vertical dashed lines in Fig. 2. 
Beyond this limit, the error rate of the link cannot be con‑ 
tinuously improved by increasing the SNR, because dis‑ 
persion is the dominant source of errors [26]. For the 60 
Gb/s link shown in Fig. 2, BPSK has the lowest dispersion 
limit, meaning it is most severely affected by atmospheric 
temporal dispersion. 4‑QAM, or QPSK, is next, followed 
by 256‑QAM, 16‑QAM, and ϐinally 64‑QAM. In other words, 
the dispersion limit increases with modulation order for 
most of the modulation orders simulated, meaning there 
is more robust operation as the bandwidth decreases.

The results and discussion presented so far may seem 
obvious and well‑established. It is well‑known that de‑ 
creasing the bandwidth of a wireless link operating in a 
frequency‑selective environment will increase the perfor‑ 
mance of the link by ”ϐlattening” the fading proϐile of the 
channel, thereby reducing errors, ISI, and the comple-
xity of signal processing. The atmosphere is a frequency‑
selective channel over the huge bandwidths available to 
terahertz communication links, so it may not initially 
seem surprising that as we decrease the bandwidth we 
also observe an improvement in error rate. However, 
closer inspection of the data reveal additional and 
unexpected behaviors that are not readily explained
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Fig. 2 – Bit error rate versus distance “reverse waterfall” plot for a noiseless 60 Gb/s link, centered at 250 GHz. Dashed vertical lines mark “dispersion
limits,” the distance at which uncompensated dispersion begins to deterministically cause bit errors, which cannot be overcome by increasing the SNR.
Atmospheric conditions are water vapor density 𝜌wv = 10.37 g/m3 (60% relative humidity at 20 °C). The decrease in the error rate of the BPSK curve
over 7 km to 10 km is a consequence of how atmospheric GVD shifts the received value of communication symbols. Because BPSK modulates only a
single dimension in the complex symbol space, it experiences fewer errors over the 7 km to 10 km region, where dispersion tends to shift a majority of
symbols orthagonally to the dimension ofmodulation. This effect is not strongly observed in higher‑ordermodulations due to their use of the orthagonal
(quadrature) dimension, though this effect also produces a slight dip at about 9 km for the 4‑QAM link.

by the usual intuition about wireless systems. If 
frequency‑selective fading was the driver of the 
increase in error rate, then we would expect to see the 
error rate improve with every decrease in bandwidth, 
but the exact opposite is observed for the transition 
from 64‑QAM to 256‑QAM. In fact, 256‑QAM has a 
similar dispersion limit to 16‑QAM, despite having twice 
the spectral efϐiciency, that is, half the bandwidth. The 
cause for this reversal is that the symbols in 256‑QAM 
are so closely spaced that only a small amount of 
dispersion is enough to shift them across the decision 
boundaries and produce errors, even though the 
frequency‑dependent fading due to the atmosphere is 
essentially ϐlat across the bandwidth. In other words, in 
the presence of GVD, the decrease in symbol spacing 
outweighs the decrease in bandwidth due to spectral efϐi‑ 
ciency gains, resulting in more errors.

This demonstrates that GVD, not frequency‑selective 
fading, is responsible for these errors. It is worth 
remembering that the results shown in Fig. 2 are for a 
single link, with no multipath interference, over an LTI 
channel with no noise added. The errors observed are 
solely due to the frequency dependent refractive index of 
the atmosphere. Consequently, these results show that in 
the terahertz and sub‑terahertz bands, reducing 
bandwidth does not necessarily improve error rate 
performance because the shape of the waveform (that is, 
modulation type) also matters, due to the atmospheric 
interaction. This is a counter‑intuitive result that is 
uniquely different from free‑space microwave links.

While the noiseless case is instructive, it is not always 
rep‑ resentative of the real world. Fig. 3 shows the error 
per‑ formance of the 4‑QAM and 16‑QAM links of Fig. 2 in 
the presence of varying amounts of noise, as described in 

the ϐigure caption. As expected, poor SNR impacts the 
error rate of the high‑order 16‑QAM link more severely 
than the 4‑QAM link. It is signiϐicant to note that at the 
lower order 4‑QAM link, the error rate can be improved 
in some cir‑ cumstances, even with poor SNR, by shifting 
to a higher or‑ der modulation, whenever the cost of 
degraded SNR performance is offset by reduced GVD in 
the more spectrally efϐicient modulation.

For example, examine the 4‑QAM link operating at 8 kilo‑ 
meters with an SNR of 20 dB, denoted by the point ‘a’ 
called out on the plot. The expected uncompensated er‑ 
ror rate is 0.59%. While it may be intuitive to decrease 
the modulation order to improve the error performance, 
the results in Fig. 2 show this is not advisable; a BPSK link 
under the same conditions is operating beyond the disper‑ 
sion limit, and has a high error rate of about 7.5%, even in 
the effective total absence of noise. Rather, if the modula‑ 
tion order is increased to 16, then Fig. 3 shows the error 
rate is decreased to 0.035% for the same SNR of 20 dB, 
more than an order of magnitude improvement (denoted 
by the point ‘b’ called out on the plot). In fact, the results 
presented in Fig. 3 show that when the link distance is 
above 8.5 km (shown by the vertical dashed line) and the 
SNR greater than 20 dB, switching from 4‑QAM to 16‑QAM 
will always improve the error rate, due to the greater spec‑ 
tral efϐiciency (and thus lower bandwidth and GVD) of the 
16‑QAM scheme.

For a second illustration, now consider the 16‑QAM 
link operating at 14 km in Fig. 4, with a high SNR of 40 dB. 
The expected error rate is 0.148% (denoted by point ‘a’ 
on the plot). To improve this error rate, the default choice 
might be to decrease the modulation order, but again,
this worsens the error rate to a value of 9.5% for 4-QAM
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Fig. 3 – Reverse waterfall plot forM‑QAM links,M = 4, 16, over distances from 0 to 20 km with various SNRs. SNR values of 0, 10, 20, 30, 40, and 50 dB
are designated by markers5, k, 5,3,6, and1 respectively, and inϐinite SNR is denoted by a thick, solid line with no marker. Atmospheric conditions
are the same as in Fig. 2. The fact that the 40 dB, 50 dB, and inϐinite SNR curves are almost indistinguishable because beyond 40 dB, dispersion is the
dominant source of errors, rather than noise.

(according to point ‘c’ on Fig. 3). However, increasing the 
modulation order to 64 offers improvement according to 
Fig. 4, reducing the error rate to 4.7 × 10−5 ( point ‘b’ on the 
plot). In this case, the improvement again relies on the 
increased spectral efϐiciency of the higher order 
modulation scheme, with the stipulation that the SNR be 
40 dB or greater. This exacting constraint on SNR arises 
from the small spacing between symbol decision 
boundaries for the higher‑order link, made even stricter 
by the fact that dispersion, though reduced, has still 
shifted some of the received symbols closer to the 
decision boundaries.

Thirdly, notice from Fig. 2 that, for the 60 Gb/s case pre‑ 
sented here, there are some modulation schemes that, in 
general, constitute poor choices for a link without dis‑ 
persion compensation. Namely, a 256‑QAM scheme has 
a worse error rate at all distances and SNRs than ei‑ 
ther 16‑QAM or 64‑QAM (with the exception of a slight 
and insigniϐicant region around 14 km in the noise‑free 
case, where it has performance marginally better than 
the 16‑QAM scheme). While BPSK and 4‑QAM do under‑ 
perform 256‑QAM over long distances with higher SNR, 
there are also two other modulation types (16‑QAM and 
64‑QAM) that outperform 256‑QAM in nearly all situa‑ 
tions, so while 256‑QAM is an improvement over some 
modulation schemes, it is never the best choice (and this 
holds true for all higher SNRs as well).

At this point in the discussion, there are a few assump‑ 
tions that need to be addressed. One point of concern 
may be that in most applications, the bandwidth of a 
wireless link is ϐixed and the data rate varies with 
modulation order, while in the results we present, the 
band‑width varies with modulation order while data 
rate is held constant. However, we are not proposing

this is how future terahertz links should operate; 
indeed, variable bandwidth channels would be both an 
engineering and a regulatory challenge, and probably are 
not appropriate for most circumstances. Rather, we 
chose to present our data in this manner because 
allowing bandwidth to vary with modulation order 
makes the counter‑intuitive behavior of the spectrally‑ 
efϐicient, low bandwidth links (that is, 256‑QAM) the 
most clear and explicit. This does not change our 
simulation results; it is just a data‑ presentation choice. 
Varying the bandwidth of the link was the best way to 
show that decreasing the bandwidth does not necessarily 
decrease the error rate, and that modulation type 
becomes an important factor due to atmospheric GVD.

Finally, all discussion up until this point has been focused 
on communication links in which dispersion is 
uncompen‑ sated. Though GVD has not historically 
been a concern for wireless communication systems 
(owing to the com‑ paratively narrow bandwidth of 
legacy microwave com‑ munication links), it has been 
extensively investigated in ϐiber optics, where 
dispersion‑compensating technology is relatively 
mature. Additionally, there are other forms of temporal 
dispersion that have been identiϐied, studied, and 
compensated in existing wireless links, which often 
arise from multipath propagation. Although atmospheric 
GVD is a new phenomena for wireless links, dispersion 
in general is not. This may lead some to think that since 
dispersion can and has been compensated by both pho‑ 
tonic [27] and electronic [28, 29] means, then these tech‑ 
nologies would be readily adapted for use in a terahertz 
wireless communication system. Speciϐically, it might be 
assumed digital signal processing ϐilters, also known as 
equalizers, will be able to compensate GVD and thus ren‑ 
der the problem of GVD irrelevant.
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Fig. 4 – Reverse waterfall plot forM‑QAM links,M = 16, 64, over distances from 0 to 20 kmwith various SNRs. SNR values of 0, 10, 20, 30, 40, and 50 dB
are designated by markers5, k, 5,3,6, and1 respectively, and inϐinite SNR is denoted by a thick, solid line with no marker. Atmospheric conditions
are the same as in Fig. 2.

While equalizers are certainly theoretically capable of 
compensating dispersion, whether they will be physically 
realizable for terahertz frequencies (and, if so, when) is 
still yet to be determined. There are still questions that 
remain to be answered before we can conϐidently assert 
which equalizer architectures will be most suited to 
operation in the terahertz bands. In 4G architectures 
utilizing orthogonal frequency division multiplexing, 
equalizers operate on channels at most 20 MHz wide, 
and this is the dominant wireless technology. 
However, in the terahertz bands, the signal bandwidth 
may be up to 100 GHz, potentially over three orders of 
magnitude larger! Even the ϐiber optic equalizers 
referenced previously typically have bandwidths less 
than 100 GHz [30]. This high bandwidth signiϐicantly 
complicates ϐilter design. If terahertz sub‑bands are 
kept only a few tens of kilohertz wide in order to avoid 
this problem, then the number of sub‑bands (and thus 
equalizers) scales up by potentially four orders of 
magnitude. Further complications include 10 to 100 
times greater Doppler shifts, noise bandwidths two to 
three orders of magnitude larger, and dispersion proϐiles 
that change with weather, not to mention the is‑ sues of 
receiver linearity, phase noise, and dynamic range which 
are already challenges for 3G and 4G hardware [31]. While 
none of this changes the fact that dispersion is theoretically 
reversible, it does raise the question: are current 
equalization algorithms and the digital hardware on 
which they are implemented capable of performing the 
task? Current research is presently being undertaken to 
investigate these issues [32], and bottlenecks related to 
sampling rate and signal processing limitations have been 
identiϐied [33, 34]. Presently, it seems premature to as‑ 
sume that the equalization and signal processing tech‑ 
nologies we currently have will carry over to terahertz 
channels without signiϐicant modiϐication and innovation.

Accordingly, we have not included equalization routines 
in our simulations for concern they would produce results 
that are not necessarily realistic. Furthermore, we wish 
to limit the scope of this paper to a characterization and 
description of the GVD induced by the atmosphere, and 
its interaction with modulation type. If and when disper‑ 
sion compensating technology is implemented in future 
terahertz communication systems, the judicious selection 
of modulation type will reduce the performance require‑ 
ments placed on such technology by utilizing modulation 
schemes naturally resistant to dispersion‑induced bit 
errors. This could be especially important for relaxing 
the signal processing burden in terahertz transceivers.

4. CONCLUSION
In this work, we leveraged highly accurate models of the 
atmosphere to predict the effects of uncompensated at‑ 
mospheric GVD on the bit error rate of high‑capacity ter‑ 
ahertz links using various orders of M‑QAM. A signiϐicant 
ϐinding was that, due to GVD, unintuitive situations arise 
in which higher‑order modulations offer superior error 
rate performance than lower‑order modulations. This is 
contrary to what would be expected in a traditional wire‑ 
less link with a lower bandwidth, in which the selection 
of modulation type is dominated by the SNR alone. It is 
anticipated that this will need to be taken into account by 
both future link designers and adaptive modulation algo‑ 
rithms attempting to select the ideal modulation scheme 
for present channel conditions. A related ϐinding was that, 
in uncompensated links, there are some modulation or‑ 
ders that should not be used (or are at least never the 
best choice). Speciϐically, high‑order modulations, such 
as 256‑QAM (and above) suffer from stringent require‑ 
ments on both SNR and maximum allowable symbol shift 
due to dispersion, which when combined lead to subopti‑
mal performance for all or nearly all combinations of 
links distance and SNR.
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Abstract – The New Space Era has increased communication trafϔic in space by new space missions led by public space
agencies and private companies. Mars colonization is also targeted by crewed missions in the near future. Due to increasing
space trafϔic near Earth and Mars, the bandwidth is getting congested. Moreover, the downlink performance of the current
missions is not satisfactory in terms of delay and data rate. Therefore, tomeet the increasing demand in space links, Terahertz
band (0.1‑10 THz) wireless communications are proposed in this study. In line with this, we discuss the major challenges that
the realization of THz band space links pose and possible solutions. Moreover, we simulate Mars‑space THz links for the case
of a clear Mars atmosphere, and a heavy dust storm to show that even in the worst conditions, a large bandwidth is available
for Mars communication trafϔic.

Keywords – Deep space communications, inter‑satellite links, terahertz communications

1. INTRODUCTION
The start of a New Space Era has led to a paradigm shift 
in the space industry. An increasing number of private 
com‑ panies with space missions have emerged, and 
spacecraft are getting smaller and easily deployable 
with the help of enabling technologies. Moreover, the 
non‑terrestrial networks are also recognized by the 
future release 17 of the 3rd Generation Partnership 
Project (3GPP) to be studied under the study item 
”Non‑Terrestrial Networks”. Vertical networks are 
expected to be integrated into the next generation 5G 
and beyond networks. This can lead to many novel 
paradigms including the Internet of Space Things (IoST) 
[1]. Therefore, available bandwidths are getting 
congested. National Aeronautics and Space Ad‑ 
ministration (NASA) estimates that the growth factor of 
deep space communication capability should be at least 
10 to meet the growing demand in the next three 
decades [2]. Therefore, high data rate communication 
technolo‑ gies are required. Free space optical (FSO) 
communica‑ tion has been envisioned for space 
applications. However, optical communication 
highly depends on atmospheric conditions such as fog, 
cloud, and haze where optical links experience 
strong attenuation [3]. Moreover, FSO is costly, and 
beam alignment problems pose several addi‑ 
tional challenges. Terahertz band (0.1‑10 THz) 
wireless communications, which can enable high data 
rates on the order of Terabits per second, is an 
alternative to FSO.

The advantages of FSO such as large bandwidth, high 
data rate, high security, no spectrum licensing are of 
growing interest. NASA’s demonstration in 2013 called 
Lunar Laser Communication Demonstration proved that 
high downlink and uplink transmission rates from lunar

orbit to Earth are possible via optical links and NASA 
will further conduct Deep Space Optical Communications 
demonstration as a part of Psyche mission to show that 
higher data rates, 10‑100 times of the current state of the 
art, are attainable via optical wireless communi-
cations [4]. The European Data Relay Satellite System 
(EDRS) also employs optical inter‑satellite links, which 
can reach a data rate of 1.8 Gbps for a transmission 
distance up to 45000 km [5]. Apart from institutional 
projects, the companies such as SpaceX and Google aim 
to use opti‑ cal communications for space‑to‑space or 
air‑to‑air links of their projects under development. 
Despite its advan‑ tages, FSO communications have still 
several challenges. Regarding space links, due to high 
transmission distances Effective Isotropic Radiated 
Power (EIRP) must be high. This can be enabled by large 
aperture transmitting op‑ tics, which result in 
narrow‑beam divergence (∝ 𝜆/𝐷, where 𝜆 is the 
wavelength and 𝐷 is the diameter of aper‑ ture). Thus, a 
deviation of the optical beam from the tar‑ get results in 
an outage. Considering the same transmit‑ ting antenna 
size, THz systems have looser beam pointing 
requirements compared to FSO links, since we consider 
larger wavelengths.

FSO communications are also highly affected by atmo‑ 
spheric conditions such as clouds, haze, fog, and atmo‑ 
spheric turbulence. For instance, when visibility is less 
than 50 m when dense fog exists, attenuation can be as 
high as 350 dB/km, which limits transmission [3]. In 
case of fog with the same visibility, there are several win‑ 
dows in the THz band where the attenuation is below 
100 dB/km [6]. Compared to FSO, THz 
communications are more robust to weather effects in 
general. Although the attenuation in THz links for 
long‑distance communication is still a challenge to be 
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Fig. 1 – Classiϐication of THz links [8].

addressed, there are promising solutions such as large 
THz antenna arrays enabling ex‑ tremely high gains. 
Moreover, THz waves are not affected by 
turbulence‑induced scintillation, which is observed as 
intensity ϐluctuations at the signal, as much as FSO 
links [7, 3].

THz band communication links can be classiϐied into 
two as terrestrial and non‑terrestrial networks as shown 
in Fig. 1. Terrestrial networks comprise macroscale 
and nano‑scale links. In this study, we consider non‑ 
terrestrial network components ground/space and space 
links consisting of inter‑satellite and deep space commu‑ 
nication links. We aim to identify the challenges related 
to THz space links and discuss the possible solutions. 
The realization of THz space links poses several 
challenges. The spreading loss due to the expansion of 
propagating electromagnetic waves is increasing 
drastically with the frequency. This limits the 
communication distance to few meters on Earth due to 
immature THz source technology, which can enable 
transmit power on the order of milliwatts. 
Moreover, strong molecular absorption results in high 
atmospheric attenuation in Earth‑to‑space links; thus, 
limits the utilization of the high THz band. Artiϐicial 
satellites occupy higher atmospheric layers of Earth or 
deep space where the air molecules are scarce or none. 
Therefore, THz inter‑satellite links do not experience sig‑ 
niϐicant atmospheric attenuation. Regarding another ter‑ 
restrial planet Mars, atmospheric attenuation is expected 
to be low compared to Earth because water molecules, 
which are the primary source of atmospheric 
attenuation, are scarce in the Mars atmosphere. These 
create an opportunity of utilizing the high THz band, 
consequently providing high data rates. In line with this, 
later we simu‑ late the transmittance of Mars’s 
atmosphere in clear and dusty atmospheric conditions 
using an accurate radiative transfer tool called Planetary 
Spectrum Generator (PSG) to show the availability of a 
large bandwidth for Mars communication.

The rest of the paper is organized as follows. In 
Section 2, we describe the applications of THz space 
links. In Section 3, we discuss the challenges THz band 
communications encounter, and then in Section 4, we 
simulate zenith transmittance of Mars atmosphere. In 
Section 5, conclusions are stated.

2. APPLICATIONS
Utilizing THz space links can pave the way for novel appli‑ 
cations, some of which are discussed as follows.

2.1 Earth observation
Earth observation using artiϐicial satellites began with the 
launch of Sputnik 1 by the former Soviet Union in 1957. 
Since then, many Earth observation satellites have been 
launched. Most of these satellites occupy Low Earth Or‑ 
bits (LEO) and transmit a large amount of data to Earth 
daily. Recently, an increasing number of LEO satellites 
are being launched so that the bandwidth used is get 
ting congested. To reduce the transmission delays and 
support the transmission of a large amount of sensing 
data to Earth, technologies supporting high data rates are 
required. FSO communications, providing connectivity 
within a few kilometers using laser beams, have been pro‑ 
posed as a viable solution [9]. For instance, EDRS employs 
FSO communications between LEO satellites collecting 
Earth observation data and GEO satellite relaying data to 
Earth. However, with the start of a New Space Era, satel‑ 
lites are getting miniaturized, and deploying many small 
satellites, e.g., CubeSats, is preferred [10]. The power and 
size requirements of FSO systems far exceed the limita‑ 
tions of cube/micro/nano‑satellites. On the other hand, 
building THz transceivers with a large number of antenna 
arrays, i.e., phased Multiple‑Input and Multiple‑Output 
(MIMO) arrays, in a small footprint, is possible thanks to 
novel materials such as graphene [11]. Thus, for long‑ 
distance and high‑data‑rate near‑Earth transmission, THz 
communications can be leveraged in the future. Large 
THz arrays are also advantages over FSO links in terms of 
beam‑alignment, e.g., they can provide automatic align‑ 
ment by their scanning ability [12]. However, there exist 
issues to realize such THz transceivers. The main impedi‑ 
ments include the lack of practical THz signal sources and 
detectors, implementation and optimization of antenna 
arrays [12].

2.2 Interplanetary communications by hybrid
THz/FSO links

Current state‑of‑the‑art communication technologies 
used are not able to support high data rate interplanetary 
communications as a part of space information networks, 
which can result in numerous applications including 
space observation, Internet of Things (IoT), and maritime 
monitoring. To illustrate, Mars Reconnaissance Orbiter 
employs X‑band (8‑12 GHz) and Ka‑band (26.5‑40 GHz) 
to communicate with the NASA Deep Space Network, 
which comprises deep space communication facilities 
for commanding and tracking spacecraft. The data rate 
is between 0.5 and 4 megabits per second [13]. The 
services such as live video feeding, high‑resolution scien‑ 
tiϐic data streaming, virtual reality for controlling rovers 
and other machines, and real‑time data transmission 
will require much higher data rates. Although latency
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Fig. 2 – Interplanetary communications: Black arrows (THz links), red arrows (FSO links).

is still an issue, these services can be enabled by hybrid 
THz/FSO links as a part of space information networks. 
In case of an outage due to beam pointing errors or 
strong atmospheric attenuation, THz links can be used as 
a backup [14] since THz links are more robust to weather 
conditions and pointing errors.

THz communication capability can be integrated into FSO 
communication architecture to support high data rates 
and can lead to novel applications such as space explo‑ 
ration. For instance, Mars rovers communicate with Earth 
through relay orbiters since the availability of orbiters 
is much longer than that of rovers. A Mars rover can 
communicate with a relay orbiter through THz links and 
the relay orbiter relays messages using FSO links because 
THz communications are more robust compared to FSO 
in ground/space links. CubeSats are being used in inter‑ 
planetary missions during mission‑critical events, which 
are exempliϐied by Mars Cube One (MarCO). CubeSats can 
be equipped with THz transceivers in the future so that 
they can communicate with the landing spacecraft using 
low latency THz links and, to relay information to Earth 
using FSO links.

3. CHALLENGES AND SOLUTIONS

In this section, we discuss the several challenges THz 
space links encounter. These challenges include molecu‑ 
lar absorption and spreading loss, interference to passive 
services. We also discuss the potential directions to 
address these challenges.

3.1 Molecular absorption loss

Molecular absorption loss, which occurs when the part of 
wave energy is transformed into molecular energy due 
to the vibration of molecules, is one of the main im‑ 
pediments affecting Earth‑space THz links. Water vapor 
molecules, which are scarce in the atmosphere of Mars, 
are the primary sources of molecular absorption on Earth 
in THz frequencies [15]. Inter‑satellite THz links among 
Low Earth Orbits (LEO), Medium Earth Orbits (MEO), and 
Geosynchronous Orbit (GEO) satellites are not affected by 
molecular absorption loss because they operate at the al‑ 
titudes where water vapor is almost none. To combat 
the high atmospheric attenuation on Earth, several ap‑ 
proaches have been proposed. In the following section we 
give an overview of these approaches.

3.1.1 Dry ground sites

Atmospheric Precipitable Water Vapor (PWV) is the pri‑ 
mary cause of strong atmospheric attenuation at THz 
frequencies. Considering ground‑based telescopes of 
THz radio astronomy such as Atacama Large Millime‑ 
ter/Submillimeter Array (ALMA) located at a high and 
dry plateau of Chile and Combined Array for Research in 
Millimeter‑Wave Astronomy (CARMA) which was opera‑ 
ting in the United States, Suen et al. identiϐied the 
loca‑ tions on Earth with lowest water vapor [15]. Dry 
sites for radio astronomy as well as satellite 
communications in‑ clude Antarctica, Greenland, the 
Atacama Desert, and the Tibetan Plateau. Numerous dry 
sites that can provide acceptable performance have been 
identiϐied in the United States and Europe as well. 
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Fig. 3 – The transmittance of Earth‑space links at several altitudes from one of the driest locations of the Earth, i.e., ALMA, denoting the fraction of EM
radiation after experiencing molecular absorption. The zenith angle is 35∘ .

Suen et al. further investigated the performance of a THz 
ground to geostationary satellite links [16]. They have 
shown that utilizing radio astronomy platforms with 
large aperture antenna arrays, which are located at dry 
sites of Earth, for satellite communications 1 terabit/
second link performance can be exceeded in clear 
atmosphere conditions [16]. In [17], the authors show 
that 1 terabit/second is attainable in the low THz band 
for ground/satellite links utilizing massive antenna 
arrays and establishing the ground stations at Tanggula, 
Tibet, where PWV is very low.

3.1.2 High and low altitude platforms
To combat high atmospheric attenuation in 
ground/satellite THz links, placing transceivers on 
airborne platforms has been proposed in [16, 18]. High 
and low altitude platforms such as aerostats, aircraft, and 
high altitude balloons can be employed for transceiver 
placement. These platforms need a lower aperture 
diameter compared to ground‑based transceivers and 
can also offer performances comparable to ground‑based 
platforms with large apertures since they operate at the 
altitudes where water vapor density is low [16]. In 
Fig. 3, Earth‑space link transmittances for various 
altitude levels in a dry location of Chile, which are 
simulated in the Planetary Spectrum Generator 
(PSG) [19], is depicted. According to this, numerous 
bands, which are not feasible to use at sea level, are 
available for use at high altitudes.

3.1.3 Hybrid ground/satellite links
Placing ground stations only at dry locations can limit 
the potential of THz communication. Akyildiz et al. pro‑ 
pose ground‑satellite links enabled by microwave 
(e.g., X band (8‑12 GHz), Ku band (12‑18 GHz, Ka‑band 
(26.5‑ 40 GHz)), and mm‑Wave/THz bands for small 
satellites called CubeSats in [20]. If a ground/satellite 
link is not suitable for transmission at THz 
frequencies, mmWave and microwave bands can be 
utilized. The idea is based on sending a pilot signal to 

obtain the availability of the  link according to some 
criteria (e.g., Line of Sight (LOS) and weather 
conditions). The analysis in [20] shows that even with a 
relatively high water vapor density, data rates on the 
order of tens of Gbps can be achieved.

3.2 Spreading loss

As an Electromagnetic (EM) wave propagates through a 
medium it expands and this leads to a loss called sprea-
ding loss. Spreading loss is one of the 
signiϐicant challenges limiting communication to short 
distances at THz frequencies because free space path 
loss increases with the frequency in a quadratic 
relation according to Friis’ law. Regarding space 
links, we consider the distances at least on the 
order of thousands of kilometers. On the other 
hand, transmit power in THz frequencies is on the 
order of milliwatts due to immature THz source 
technology, which is also called the THz gap. Thus, 
high gain antennas with high directivity are 
required for THz space links. Several approaches 
for combating the problem of high propagation 
loss have been proposed in the literature 
[21]. Some of these solutions apply to indoor 
and nano‑scale communications such as intelligent 
surfaces controlling the behavior of an EM wave [22] 
and graphene plasmonic nano‑antennas [23]. In the 
following section, we discuss the potential 
solutions for THz space links.

3.2.1 Radio astronomy optics

Large aperture THz optics, which are exempliϐied by 
ALMA comprising 54 reϐlector antennas with 
12 meter diameter and 12 smaller antennas with a 
7 meter dish diameter, are already being used by radio 
astronomy. In line with this, one approach is 
employing large aperture THz ground stations and 
airborne stations with smaller apertures [16]. Large 
apertures can provide high gain; however, one 
drawback is that the construction cost increases with 
the diameter [18].
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Fig. 4 – Zenith transmittance of clear Mars atmosphere for various altitudes.

3.2.2 Reϔlect‑arrays
Reϐlect‑array antennas are being used by the systems 
such as satellite communications, radars and deep‑space 
communication links [24]. Traditional aperture antennas 
can provide high gain but they are not as electronically 
ϐlexible as phased arrays. However, the implementation 
cost of phased arrays is high. Reϐlect‑arrays offering high 
gain, low cost, ease of manufacturing as well as electronic 
ϐlexibility are a compromise between aperture antennas 
and phased arrays. To illustrate, the MarCO spacecraft 
communicated with Earth at a distance of 160 million km 
on X‑band via a high‑gain reϐlect‑array antenna with small 
volume [25]. Operating frequencies of reϐlect‑array an‑ 
tennas are now shifting towards THz frequencies [26]. 
Thus, they offer the potential to be employed in THz space 
links. On the other hand, enabling technologies need to be 
studied because RF and MEMS technologies such as semi‑ 
conductor diodes and MEMS lumped elements do not ap‑ 
ply to the THz band due to loss and size constraints [27].

3.2.3 Ultra‑massive MIMO
The concept of Ultra‑Massive Multiple Input Multiple Out‑ 
put (UM‑MIMO) has been introduced in [28] for comba‑ 
ting the distance problem in THz communications. 
According to this concept, using novel materials such 
as graphene to build antennas with a number of 
antenna elements in a small footprint is possible. 
Utilizing both space and frequency, the coverage range 
can be increased. However, the realization of this 
concept poses several challenges [28]. The 
performance of UM‑MIMO depends on the THz channel; 
thus, accurate THz channel mod‑ els are required. 
Moreover, to control arrays, dynamic beam‑forming 
algorithms are needed [20]. Moreover, the performance 
of THz MIMO links can also be affected by the 
frequency‑dependent diffraction of THz waves, which 
arises from the divergence of THz beams from their mo- 
dulation side‑bands. This results in degraded 
bit‑error‑ rate performance due to the detection of 
unwanted spec‑ trum information. Thus, novel 
detection and demodula‑ tion methods are required in 
this direction [29].
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3.3 Spectrum sharing

Spectrum beyond 275 GHz is not largely regulated in 
the Radio Regulations (RR). Footnote 5.565 of RR 
identiϐies numerous frequency bands in the range 
from 275 GHz to 1000 GHz that are used by 
passive services, namely Radio Astronomy Services 
(RAS), Earth Exploration Satellite Services (EESS), 
and Space Research Service, and states that the 
activity of these services must be protected from 
harmful interference of active services until the 
frequency allocation is established [30]. Active and 
passive services will coexist on the spectrum. 
Current spectrum sharing studies, which aim to 
identify the bands where the coexistence of active 
and passive services is possible, mainly focus on 
the interference to EESS [31] because RAS 
telescopes are located in high dry mountains. 
However, coexistence studies should cover 
both RAS and EESS because both can be affected 
by THz ground/satellite and inter‑satellite links.
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Fig. 6 – Zenith transmittance of Mars atmosphere during a local dust storm for various altitudes ( 𝑟𝑒𝑓𝑓 = 1.5𝜇𝑚).

4. TERAHERTZ MARS‑SPACE LINKS

Preparing Mars for human exploration is one of the tar‑
gets of current missions on Mars. Thus, communica‑
tion among human explorers, remote‑controlled vehicles,
space instruments, or any other space entities will be
an essential part of Mars missions soon. Water vapor
molecules and oxygen are scarce in the Mars atmosphere.
Thus, the effect of molecular absorption is less compared
to Earth. However, Mars’s atmosphere can pose other
challenges due to scattering aerosols such as seasonal
dust storms, limiting reliable communication.

Table 1 – Vertical proϐile of Mars atmosphere

Gas Symbol Composition
Carbon Dioxide 𝐶𝑂2 95.717%
Nitrogen 𝑁2 1.991%
Oxygen 𝑂2 0.152%
Carbon Monoxide 𝐶𝑂 818.452 ppm
Water Vapor 𝐻2𝑂 194.232 ppm
Ozone 𝑂3 4.750 ppb
Column ‑ 1.947e+27 m‑2
Col mass ‑ 1.408e+2 kg/m2

4.1 The Planetary Spectrum Generator

The PSG is an online radiative‑transfer suite, which 
can generate planetary spectra of planets and other 
plane‑ tary objects [19]. PSG uses several radiative 
transfers and scattering models, and databases 
including spectroscopic (e.g., high‑resolution 
transmission database (HITRAN)) and climatological 
databases (e.g., Mars Climate Database (MCD)). We 
use the module of PSG extracting atmospheric proϐile 
MCD. The model of the Mars atmosphere com‑ 
prises 49 layers up to 257.90 km. PSG further extracts 
in‑ formation of pressure and temperature, and 
proϐiles of at‑ mospheric gases, scattering particle 
sizes from MCD [19]. The pressure and temperature 
proϐile used is shown in Fig. 5. The surface 
temperature is 279.48 K and the sur‑ face pressure is 
5.1666 mbar. Regarding the geometry,

we have used the looking‑up mode, in which the zenith 
path is considered while integrating radiative transfer. 
We consider the location with the longitude of 175.5 and 
the latitude of ‑14.8 (Mars Exploration Rover A landing 
site). The zenith angle is 25.045 and the azimuth angle 
is 297.909 in the simulations. Mars date considered 
is 2018/05/07.

4.2 Zenith transmittance

For a clear Mars atmosphere, the zenith transmittance of 
a Mars‑space link is shown in Fig. 4. When the altitude 
is 0 km, it can be observed that in the 0.3 − 10 THz band, 
transmittance values are greater than 0.9. There are nu‑ 
merous sharp decreases in the band (1 − 10 THz). At the 
altitude of 30 km, the whole band is available except for 
sharp decreases in the transmittance, since molecular ab‑ 
sorption is not so effective at high altitudes due to the 
very low abundance of molecules.

Dust storms are an important phenomenon of Mars. They 
can be classiϐied as local (< 2000km2), regional 
(> 2000km2) and planet‑encircling [32]. Global dust 
storms occur in the southern spring and summer 
seasons of Mars. Dust devils are common phenomena 
seen both on Earth and Mars. They inject a high amount 
of dust into the atmosphere. During Mars southern 
spring and summer 0.9 to 2.9 × 1011 kg/km2 dust devil 
ϐlux is estimated in [33]. The amount of dust injected into 
the atmosphere in local and regional dust storms is also 
reported com‑ parable to dust devils. Accordingly, in a 
local storm the abundance of dust in the atmosphere can 
be calculated as 0.145 × 106k g/m2 (for 2000k m2 area) for 
the worst case. Mean or effective radius 𝑟𝑒𝑓𝑓 is another 
important parameter to examine the effect of dust on the 
scattering. We assume the abundance of dust is 
0.145 × 106k g/m2 in every 49 layers of the atmosphere. 
According to observation of Mars atmosphere, 𝑟𝑒𝑓𝑓 varies 
between 1.5𝜇𝑚 and 1.6𝜇𝑚 [34]. Thus, we consider the 
effect of a local dust storm on THz‑band transmission in a 
Mars‑space link at various altitudes for 𝑟𝑒𝑓𝑓 = 1.6𝜇m. The 
results in Fig. 6 
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show that even in a heavy dust storm, transmittance 
values are close to 0.9 in the low THz band when the 
altitude is 0, which is the worst case. When the altitude 
is increased, transmit‑ tance values are higher than 
0.9 up to 1 THz.

5. CONCLUSION
THz space links can pave the way for services inclu- 
ding live video feeding, high‑resolution imagery, and 
virtual reality from space. Apart from its inherent 
challenges such as molecular absorption loss, THz band 
communications pose other challenges due to 
developing THz source and antenna technologies. 
Therefore, in this study, we discuss the major challenges 
of THz space links, namely molecular absorption loss, 
spreading loss, and interference from RAS and EESS. The 
possible solutions for ground/space links are locating 
ground stations to high and dry locations, and 
multiband antennas. Regarding spreading loss, large 
aperture antennas can be used for ground stations 
beneϐiting from radio astronomy optics. Reϐlect‑arrays 
and UM‑MIMO are other solutions.
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Abstract – This paper reviews the requirements for future digital arrays in terms of power amplifier 
requirements for output power and efficiency and the device technologies that will realize future energy-
efficient communication and sensing electronics for the upper millimeter-wave bands (100-300 GHz). 
Fundamental device technologies are reviewed to compare the needs for compound semiconductors and 
silicon processes. Power amplifier circuit design above 100 GHz is reviewed based on load line and matching 
element losses. We present recently presented class-A and class-B PAs based on a InP HBT process that have 
demonstrated record efficiency and power around 140 GHz while discussing circuit techniques that can be 
applied in a variety of integrated circuits. 

Keywords – Digital array, high-efficiency, millimeter-wave, power amplifier 

1. INTRODUCTION

Frequencies between 100-300 GHz, known as 
Upper millimeter-Wave (UmmW) bands, offer an 
opportunity for convergence of communication and 
sensing systems to support future high-throughput 
backhaul and radar applications [1]. In particular, 
frequency bands located at 140 and 220 GHz 
feature O2 and H2O absorption windows for low 
propagation loss in outdoor channel 
environments [2]. Digital array applications in 
UmmW bands require mature electronic and 
packaging technologies and previously Integrated 
Circuits (IC) demonstrated poor power efficiency 
and higher package costs when compared to lower 
millimeter-wave (LmmW) bands (28/39/60 GHz). 
While other bands, including the 60 GHz bands offer 
substantial bandwidth, the high absorption at 
60 GHz prohibits energy efficient operation over 
more than a kilometer and UmmW offers 
opportunity for high-bandwidth.  

Moreover, the UmmW bands offer shorter 
wavelength relative to LmmW and this feature 
allows more Transmit (TX) and Receive (RX) 
elements within a given aperture area. The array 
spacing at 140 GHz would be approximately 1 mm 
and, therefore, a 1cm x 1cm array could host 
around 100 elements while a 28 GHz array might 
have only 4 elements in the same aperture area. 
Consequently, the UmmW beam-former array will 
contain a relatively large number of steerable 
elements that might be packed into the small form  

factor, controlled with independent digitally-
controlled Baseband (BB) and Intermediate 
Frequency (IF),  and this poses a large-scale 
integration challenge that must be solved with 
unified design that includes IC, packaging, and 
device technologies.   

The large number of array elements in the UmmW 
array suggests design architecture based on digital 
array techniques rather than traditional RF beam-
forming approaches that leverage signal processing 
techniques based on massive MIMO (mMIMO) for 
higher spatial resolution than conventional MIMO 
systems [3]. Reusing time-frequency resources 
across multiple users can ultimately support higher 
spectral efficiency across a network and with the 
available bandwidth in UmmW devices link capacity 
might approach 1 Terabit/second [4]. Moreover, a 
large number of antennas will focus energy into 
small regions in the space. Thus, in theory, the 
transmit power can be reduced while maintaining a 
high Signal-to-Noise Ratio (SNR), resulting in higher 
spatial energy efficiency. Of course, there is a circuit 
overhead to generate the RF signals across the 
mMIMO array which scales linearly with the 
number of elements. At some point, a larger array 
incurs substantial power consumption penalties. 
Early demonstrations of mMIMO in sub-6 GHz 
based on commercially-available software-defined 
radios require kilowatts in signal processing [5].  

Early work on line-of-sight MIMO in millimeter-
wave bands was demonstrated nearly a decade 
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ago [4]. As millimeter-wave systems are reaching 
commercial adoption based on RF beam-formers, 
interest has pivoted into the further capabilities of 
digital beam-formers in conventional 5G bands for 
mMIMO and preliminary studies have begun to 
demonstrate multi-beam test beds [4]. However, 
the feasibility of mMIMO systems above 100 GHz 
requires evaluation of the benefit from both signal 
processing and the short wavelength of the signals, 
particularly for systems where area is a limitation.  

Fig. 1 - Architectural partition for large-scale integration of 
transmitters in UMMW bands where 2D arrays prohibit 
direct integration of the full transceiver behind a single 
antenna element.  

The architecture of a UmmW digital beam-former is 
illustrated in Fig. 1 to move the DSP and 
Intermediate Frequency (IF) signal generation 
blocks in scaled CMOS away from the 2D transmit 
(or receive) front end in an array. An RF 
upconverter allows the IF (or baseband) to be 
shifted to the RF band where a Power Amplifier (PA) 
generates the appropriate output power level. This 
architecture might be substantially different than a 
sub-6 GHz or 28 GHz array where the element 
spacing is relaxed relative to the amount of 
integration on a single silicon chip and multiple 
polarizations and even transmit/receive might be 
fit within a single array site. 

This paper reviews the Transmitter (TX) and PA 
constraints for digital beam-formers that would 
support future mMIMO deployments and details the 
output power requirements and how these can be 
translated into an efficient PA design using 
commercially available III-V and Si transistor 
technologies today [6]. Recent work supports the 
possible rapid improvement in circuit design above 
100 GHz that may usher in an era of energy efficient 
communication and sensing electronics for the 
UmmW bands.  Section 2 will review the digital 
beam-former architecture and highlight the 
different demands in the Base Station (BS) and the 
User Equipment (UE). Section 3 reviews the 

fundamental limits on efficiency for device 
technologies above 100 GHz and highlights the 
transistor improvements. Section 4 discusses 
advanced III-V transistor nodes and the possibilities 
in these nodes. Section 5 discusses how attempts to 
seek optimal transistor embedding networks to 
improve gain struggle to improve efficiency, and 
Section 6 presents recent work that has 
demonstrated how one particular process, InP HBT, 
has the potential to significantly increase efficiency 
in the 100-300 GHz bands.  

2. DIGITAL BEAM-FORMING

In the UmmW bands, the BS and UE for a 
communication link would have different 
requirements for the PA. To produce multiple 
beams for different users, the digital beam-former 
in the BS is illustrated in Fig. 1. As opposed to an RF 
beam-former, each PA is supported by an individual 
pair of DACs and RF Upconverter (RFU) unit. The 
architecture translates into higher Peak to-Average 
Power Ratio (PAPR) requirements in the digital 
beam-former for the PA. By simulating the sum of 
random uncorrelated QPSK waveforms associated 
with several users, the aggregate PAPR 
asymptotically approaches 12 dB. High PAPR 
suggests relatively high peak power and linearity 
requirements for the PA.  

The UmmW band poses a unique problem for the 
packaging of a digital transmit array. To occupy a 2D 
array site of only 1mm by 1mm, very compact 
electronic ICs must fit into a 2-Dimensional (2D) 
array without a 3D packaging solution [7]. More 
importantly, the power consumption of a UmmW 
front end is constrained to prevent a substantial 
thermal load that must be dissipated with the small 
area with the large numbers of elements.  

The PA poses the most significant problem for the 
energy efficiency of a UmmW digital beam-forming 
array. While an all-silicon solution might be 
attractive to integrate the large number of elements, 
the PA performance in silicon processes is limited in 
terms of output power and efficiency. Prior work 
demonstrated single digit efficiency in CMOS and 
SiGe processes for 15-20 dBm output power in the 
power amplifier [8][9][10]. With single digit 
efficiency, the power requirements across 100s of 
elements are tremendous, particularly given the 
dense array of power amplifiers at 140 GHz, and 
lends to an insurmountable heat removal challenge. 
Consequently, the transmit digital beam-former 
illustrated in Fig. 1 might include a III-V PA if the 
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power and efficiency of another device technology 
supports the requirements.  

A notional link between a BS and UE can be 
mathematically analyzed to understand the digital 
beam-former power consumption. As more 
channels are added, the digital beam-former 
increases the RFU and DAC power linearly. 
However, the PA output power decreases given a 
fixed EIRP constraint.  

By adding the power consumption of the RFU 
(which includes DAC and IF signal generation) and 
the LO power (which includes LO distribution, 
multiplier, buffer and mixer power consumption), 
an optimization is found based on basic circuit 
parameters for the PA (drain) efficiency and the 
overhead of the per-element RF upconversion.  

NOPT = √
ηMODEIRP

ηPAGANT(PRFU+PLO)
   (1)  

Minimum energy is found when the PA power 
consumption offsets the overhead power 
consumption for the RFU and DAC.  Not only is the 
power consumption significantly reduced, the size 
of the array can be reduced by a factor of two 
through the smaller number of elements. When we 
consider this optimization in terms of the number 
of elements, the optimum output power per 
element is 

POUT,OPT =
ηPA

ηMOD
(PRFU + PLO)  (2) 

Consequently, the optimum output power is a 
fraction of the DC power consumed in the RFU and 
LO based on the PA efficiency.   

 

Fig. 2 - Optimization of the number of elements under 
different EIRP conditions demonstrating the output power 
per element in dBm and the total array power consumption 
in dBW. (Assumes GANT = 5 dB). 

As an example, the minimum energy of the TX array 
is plotted in terms of the number of elements in 
Fig. 2. A total overhead power consisting of the RFU 
and LO is assumed to be 100 mW. Additionally, we 
assume the PA gain is 20 dB. Using current state-of-
the-art numbers for the DC to RF efficiency of the 
modulator and the PA, 1% and 10%, respectively, 
the base station (EIRP = 75 dBm) is optimized for 
more than 1000 elements. Moreover, the minimum 
power is around 220 W. As expected from (2), the 
output power per PA is around 10 dBm based on the 
overhead of 100 mW and the efficiency of 10%. On 
the other hand, if the PA efficiency is improved to 
40%, the number of elements reduces (by roughly a 
factor of 2) but the optimum PA output power 
increases to around 16 dBm.  

On the other hand, the UE (EIRP = 45 dBm) is 
minimized for 32 elements at a total power of 7 W 
and output power per element again of 10 dBm. 
This is the same as the BS since the assumptions 
in (2) do not change between the BS and UE in this 
exercise. With improvements in the PA efficiency, 
the number of elements decreases to 16 elements 
and the overall power is around 3 W and the 
average power per element is again 16 dBm. The 
critical insight is that improvements in efficiency 
also increase the average output power demands 
per element.  

While these power consumptions for the array 
might seem high, considering that the BS MIMO 
beam-former could support more than 100 users 
(load factor of ¼), the power is amortized by the 
throughput to each user. If each user receives a 
10Gb/s QPSK stream, the overall energy efficiency 
of each BS beam amounts to around 200 pJ/b which 
is comparable to the energy efficiency of 
communications at lower frequency bands. Notably, 
the UE achieves similar energy efficiency. 

Consequently, the PA requirements in the BS or UE 
are not excessively different nor are they 
particularly onerous from the standpoint of design 
compared to LmmW. Most interestingly, the design 
demands higher output power per element as the 
efficiency improves and suggests examination of the 
device technologies for the TX PA. For the purposes 
of further analysis, we will consider a peak power of 
20 dBm as a target per element output power to 
account for the PAPR. 

3. POWER AMPLIFIER CONSTRAINTS 

The Power Added Efficiency (PAE) and output 
power are directly related to properties of the 
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underlying device technology. The PAE can be 
expressed in terms of several factors.  

PAE = η(1 −
1

G
) (1 −

VK

VDD
) (

Qo

Qo+Qt
) (3) 

The PAE depends on the drain efficiency, , the 
operating gain of the PA (G), the knee (VK) and 
supply voltage (VDD) of the device, and the loss 
factor for matching the load line of the device to the 
load impedance, which is expressed above in terms 
of a impedance transformation quality factor, (Qt), 
and passive element quality factor (Qo). 
Consequently, the knee voltage relative to the 
supply voltage imposes a penalty on the available 
PAE. Additionally, the impedance transformation 
between the load line of the transistor and the 
output impedance, e.g. 50 Ohms, reduces the 
maximum efficiency.  

The drain efficiency is determined by the biasing of 
the PA as well as the harmonic tuning at the load. 
With only matching of the load line of the device to 
the load and no additional voltage waveform 
shaping at the PA output, the gate bias determines 
the drain efficiency as a class of operation. The 
conduction angle, , of the drain current captures 
the maximum drain efficiency. When the device is 
conducting during the entire period ( = 2π), the 
transistor is operating in class A with maximum 
drain efficiency of 50%. If the bias is reduced such 
that the transistor conducts half the time ( = π/2), 
the drain current is class B and the maximum drain 
efficiency increases to 78%.  Unfortunately, the 
reduced conduction in class B also reduces that 
transistor gain. Conduction angles between class A 
and B are referred to as AB.  

The available power gain produces a limitation in 
PAE at bands near the maximum cutoff frequency of 
the transistor, fmax. For PAs operating above 
100 GHz, fmax is often not much larger than the 
frequency of operation based on currently available 
device technologies. The available gain is, therefore, 
limited and the class of operation can be chosen as 
part of the optimization process.  

Fig. 3 indicates the theoretical PAE as a function of 
the conduction angle. Note that several parameters 
in (3) are functions of  including the shape factor, 
but also the gain and impedance matching. As the  
reduces from class A to class B and beyond into 
class C, the PAE increases and then collapses as the 
gain drops. Notably, several factors in the PAE 
change as a function of the . The load-line 
impedance increases the loss of the matching 

network. Moreover, as one moves from LmmW 
bands at 60 GHz to the UmmW bands at 140 and 
220 GHz, the optimum conduction angle moves 
away from class B bias towards the class A bias. The 
maximum possible PAE drops from more than 40% 
to 30% at 140 GHz. When the PA design targets 
220 GHz, the maximum PAE becomes around 17%.  

Fig. 3 - PAE as a function of power amplifier conduction 
angle for upper millimeter-wave frequencies. (fmax/fT = 
400 GHz, VK = 0.7, VDD = 2.5, Q = 10). 

We can also compare output power requirements in 
the previous section for 20 dBm and 10 dBm output 
power. At 60 GHz, the lower power PA is capable of 
7% better efficiency. However, once we reach 
220 GHz, the benefit of the reduced output power is 
smaller. The difference in the PAE achievable with 
different power levels is attributed to the change in 
the impedance matching networks and additional 
losses. Consequently, the dominant performance 
limitation on PAE for UmmW PAs is the available 
gain to realize high efficiency at the moderate 
output powers described in Section 2. We will 
investigate approaches to improve the gain while 
optimizing the PAE factors in (3) in the next 
two sections. 

4. UMMW SEMICONDUCTOR
TECHNOLOGY COMPARISON

We can study approximate parameters of available 
processes to understand the PAE limit in (3) with 
different trade-offs in terms of available gain, 
voltage handling requirements, and load-line 
matching conditions for a given matching or output 
power condition.  

We assume that the passive elements have similar 
quality factor. Table 1 illustrates sample 
characteristics of different transistor technologies 
that are available for operation above 100 GHz 
in III-V and SiGe/SOI CMOS technologies. Si CMOS 
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technologies at 22-nm and 28-nm might also be 
considered for the benefit of digital integration but 
typically do not offer substantially different 
performance in UmmW bands than 65-nm or CMOS 
SOI processes and the process parameters are 
generic. The roadmap of RF-optimized InP HBT 
processes has been discussed in [11] and [12]. 
Current 250-nm InP HBT processes are capable of 
fmax exceeding 600 GHz while being relatively 
mature with commercial applications. Scaling to 
130-nm and beyond can yield fmax exceeding 1 THz. 
The evolution of SiGe HBTs has also produced 
remarkable fmax increases that have reached 
similar speeds to InP [13]. SiGe BiCMOS processes 
have been optimized for digital and RF 
performance [14]. Current processes offer several 
differentiated HBTs in a single process optimized 
for breakdown and fT/fmax. CMOS SOI processes 
based on partially depleted SOI substrates have 
evolved from a digital process to RF-optimized 
approaches with high-resistivity substrates and RF 
back end-of-the-line [15]. CMOS and CMOS SOI offer 
similar supply and knee voltage. The 40-nm GaN 
HEMT process is described in [16] and offers a 
400-GHz fmax. The characteristics of the different 
processes is summarized in Table 1 with an 
emphasis on commercially available processes with 
the highest fmax.   

Table 1 - Comparison of UMMW semiconductor device 
technologies 

Technology  fmax 

(GHz) 

VSUP 

(V) 

VK 

(V) 

IMAX 

(A/mm) 

PRF 

(W/mm) 

RLL 

(mm) 

InP HBT 600  2.5 0.7 3  1.4 1.2 

SiGe HBT 450 1.3 0.5 2.2 0.44 0.7 

CMOS 310 1.1 0.3 1 0.2 1.6 

GaN 
HEMT 

400 12 2 1.6 4.0 12.5 

Based on the supply voltage and the knee voltage, 
the maximum output power can be calculated from 

PRF =
1

4
(VDD − VK)IMAX while the load-line 

resistance is RLL = 2(VDD − VK)/IMAX . The RF 
output power and load-line resistance is shown in 
Table 1 when normalized to 1 mm. The high supply 
voltage of the GaN HEMT due to breakdown 
characteristics suggests high power density and 
load-line resistance relative to the other processes.  

We compare these technologies in two different 
ways to understand device selection for high 
efficiency. On one hand, we would choose a device 
that offers a load line close to 50 Ohm to avoid loss 

in the matching network. On the other hand, we 
consider a power target and investigate the 
required size of the transistor. A larger transistor 
introduces design challenges to distribute the RF 
power into and out of the transistor. A large device, 
relative to the wavelength, typically incurs a drop in 
the potential fmax. At 140 GHz, a device 
width/length of more than 200 um would pose 
significant conditions to distribute the signal.  

 

Fig. 4 - Comparison of process technology trade-offs under 
fixed resistance (50 Ohm) and fixed power (20 dBm) 
conditions. 

First, to minimize the loss of the impedance 
matching to the load line, we might choose the 
device geometry (i.e. width) to provide a 50 Ohm 
load line. The top plot in Fig. 4 indicates the output 
power that is developed by each device technology. 
For instance, the InP process will produce 15 dBm 
while the SiGe process will produce roughly 6 dBm. 
The GaN HEMT would deliver around 30 dBm 
output power. For a 20-dBm target power outlined 
in Section 2, the InP HBT and GaN HEMT are closest 
to the target for a 50-Ohm match. 

Table 2 - Theoretical efficiency bounds for 20 dBm output 
power at 140 GHz 

Technology  InP 
HBT 

SiGe 
HBT 

CMOS 
FET 

GaN 
HEMT 

PAE (Q = 1000) 45% 34% 32% 43% 

PAE (Q = 10) 39% 24% 23% 34% 

Conduction Angle 203° 222° 260° 232° 

Second, we might also compare the technologies for 
a fixed output power such as 20 dBm in Fig. 4. The 
device presenting a load-line matching condition 
closest to 50 Ohms is the most desirable from the 
standpoint of PAE. Notably, the InP HBT is the best 
choice as GaN HEMT presents a large load-line 
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resistance while a CMOS FET is a very low load-line 
matching. 

Based on these process parameters and the analysis 
of dependence on conduction angle, a preliminary 
estimate of the PAE can be gathered for different 
technologies in Table 2 along with the optimal 
conduction angle. These values were calculated 
based on equation (3) and searching for the 
maximum PAE versus conduction angle as shown 
from Fig. 3. Since both the shape factor, gain, and 
impedance transformation depend on conduction 
angle, we must consider all these factors to 
understand the class of operation that will achieve 
the highest PAE. The PAE is computed for a passive 
quality factor of 10 and 1000. Notably, InP can 
theoretically reach more than 40% efficiency with a 
deep class AB/B bias while GaN might approach 
similar efficiency. Silicon processes should be able 
to exceed 30%.  

5. THEORETICAL COMPARISONS 
AGAINST PUBLISHED WORK  

To compare the insights into the device 
performance bounds on published PAs above 
100 GHz, we surveyed PA results from all published 
work including CMOS, SOI CMOS, SiGe HBTS, 
InP HBTs, GaN HEMTs, and GaAs mHEMTs during 
the previous two decades to establish trends and 
future development possibilities for more efficient 
radio and millimeter-wave systems in the 
UmmW (100-300 GHz) band.  

 

Fig. 5 - PAE versus frequency for PAs in the 100-300 GHz 
range. The solid and dashed lines indicate the theoretical 
bounds for the various technologies described in Table 2 as 
a funtion of frequency.  

The PAE theoretical trend is illustrated in Fig. 5 as 
the solid and dashed  lines  and indicates that across 
this band InP HBTs hold significant promise for high 
PAE compared to other technologies. Above 
100 GHz, recent work based on a class-B biased InP 

HBT has reported 32% efficiency and the design of 
this PA will be discussed in the next section [17]. 
Other recent work based on class-A InP HBT PAs 
has achieved higher output power (20 dBm) at 
slightly lower efficiency (20%) [16]. The InP HBT 
has consistently demonstrated the highest 
efficiency to 300 GHz due to the high fmax and, 
consequently, gain. Additionally, the InP HBT has a 
reasonable load-line matching condition for 
moderate power levels. This feature has been used 
to demonstrate wideband PAs above 100 GHz to 
cover waveguide bands [19][20].  

For bands below 150 GHz, GaN, SiGe, CMOS have 
also been demonstrating promising results and 
could with future circuit and device development 
push beyond 20% PAE. Above 200 GHz, there 
remains no clear discrimination between the PAE of 
the various technologies at this point in time. 

The significant gap between the theoretical bounds 
and the measured PAs raises substantial questions 
about the potential for practical high efficiency 
PAs and motivates the central theme of this 
paper. There are several explanations for the 
theoretical/measured gap. First, the gain near 
compression drops for most device technologies 
and, therefore, a maximum gain calculated from 
extrapolating the fmax is likely not accurate at high-
frequency. For example, InP HBTs have different fmax 
based on the device load line. Second, modeling of 
transistors above 100 GHz is not extremely accurate 
due to the lack of direct model verification through 
load pull and other conventional PA design 
techniques. Effects, such as source/emitter 
inductance, impact the available gain. Additionally, 
passives are typically more lossy than anticipated 
due to the higher series resistance due to current 
crowding at high frequencies and the skin effect. 
Vias between metal layers or thru-substrate vias 
also play a dramatic role in the loss of passives 
above 100 GHz. 

 
Fig. 6 - Psat versus frequency for PAs in the 100-300 GHz 
range 
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The saturated output power is plotted over the 
UmmW band in Fig. 6. The highest output power is 
demonstrated with GaN HEMTs up to 140 GHz and 
InP HBTs above 140 GHz. The rapid drop in power 
for GaN is due to the limited fmax of the technology. 
Optimizing GaN HEMTs for high-breakdown tends 
to also compromise the gate-drain capacitance 
parasitics that impact millimeter-wave 
performance. Recent work on N-polar GaN may 
offer new device physics for millimeter-wave 
operation [21]. Above 250 GHz, the InP HBT and 
GaAs mHEMT stand out as the only technologies 
that generate reasonable output power. SiGe has 
provided competitive performance in bands 
between 100 and 200 GHz [9]. Silicon technologies 
have to date only offered very limited power 
above 200 GHz. Recent work on Gmax-boosted 
approaches has pushed the output power 
towards 10 dBm with limited efficiency [22]. 

6. AN INP UMMW POWER AMPLIFIER 

To demonstrate a high-efficiency PA design above 
100 GHz, we have demonstrated circuit design 
techniques to maximize efficiency based on the 
250-nm InP HBT process with fmax of approximately 
600 GHz. As described previously, this InP HBT 
process offers a PAE as high as 45% due to 1) the 
high fmax and 2) load-line matching conditions 
close to 50 Ohms for an output power of 15 dBm.  

Theoretically, the fmax is invariant to the choice of 
CE or CB configuration. While Common-Emitter (CE) 
amplifiers are conventionally used in PA design, we 
compare the MAG of CE and Common-Base (CB) 
amplifiers in the InP HBT process in Fig. 7 over a 
range of collector bias conditions at 140 GHz and 
220 GHz. Generally, we observe that the gain 
remains relatively high in all cases but sharply 
reduces below a certain current density threshold. 
This substantial reduction in gain occurs when 
the K stability factor becomes imaginary. Over a 
range of collector biases between 0.1 mA/um and 
3 mA/um (Imax), the CB provides 5dB higher than 
the CE transistor at both frequency bands. At 
140 GHz, the CB provides higher gain close to the 
class-B biasing condition (Ic of zero) and the gain 
increases slightly as we shift to class A. 
The additional gain allows optimization for 
class-B operation in CB that would not be possible 
in CE.   

Examining the 220 GHz operation, the CB gain 
drops 2 dB relative to 140 GHz. However, the gain 
of the CE transistor drops substantially (4 dB) as the 

desired collector bias shifts towards class-A. The 
gain at 220 GHz is 7 dB higher for the CB compared 
to the CE stage. 

 

Fig. 7 - Common-base versus common-emitter for a constant 
collector-emitter voltage for a 0.25um InP HBT process. 

The CB HBT provides higher MAG over the 
millimeter-wave band since the feedback parasitics 
in the CB amplifier are due to the collector-emitter 
capacitance, CCE, compared to the larger collector-
base capacitance, CCB. Feedback current in the CB 
HBT is therefore much smaller than in the CE 
topology and the PA is unconditionally stable 
without additional stabilization. Base inductance 
typically impacts the stability of the CB 
configuration; however, the InP HBT process allows 
that the base can be directly connected to ground to 
eliminate any bypass capacitance requirement to 
produce an AC ground at the base node and the 
potential base inductance to connect to the bypass 
capacitor.  

The InP HBT offers a physics-based scalable model 
that allows accurate load pull simulation of the CB 
device. A 4-finger by 4um (16 um total) CE or CB 
HBT emitter length produces a 100-Ohm load-line 
impedance for maximum gain and efficiency. Based 
on this transistor periphery, the output power, PAE, 
and gain at peak PAE for the CE and CB amplifier are 
plotted at 140 GHz in Fig. 8 as a function of the 
quiescent collector current (normalized by length) 
under the condition of fixed 2.5-V collector-emitter 
voltage. Note that the DC current differs 
significantly from the quiescent current as the 
PA shifts from class-B to class-A where the ratio of 
IDC/IQ approaches unity.  

The peak output power is 16 dBm at class A for CE 
and drops to around 14 dBm under the class B bias. 
The CB configuration produces similar or slightly 
lower output power than the CE amplifier. Both 

ITU Journal on Future and Evolving Technologies, Volume 2 (2021), Issue 7

© International Telecommunication Union, 2021 45



 

configurations indicate identical PAE, which points 
to an invariance between CE and CB, that ranges 
from 46% in deep class AB and drops to 35% at 
class A. The gain of the PA at peak efficiency 
demonstrates that the CB offers significantly more 
gain than CE. Consequently, the CE has higher 
collector efficiency under the range of quiescent 
collector currents than CB but the higher gain of CB 
results in similar PAE.  

The schematic of the pseudo-differential, common-
base class-B PA is illustrated in Fig. 9 along with a 
chip microphotograph of the stage. The class-B 
voltage bias is provided to the emitter through the 
balun. The PA occupies an area of 0.4mm by 0.5mm 
to easily fit with the 140 GHz the grid spacing. 

 

Fig. 8 - Gain, output power, and PAE at 140 GHz as a function 
of the quiescent collector current for the common-emitter 
and common-base amplifier for Vce = 2.5 V.   

For CB HBTs, the ratio of impedance seen into the 
collector and at the output of the emitter is related 
directly to the power gain when IE ~ IC for 
sufficiently large. To increase the output power, 
two common-base stages are used as a pseudo-
differential output PA. A low-loss sub-quarter 
wavelength balun was used at the input and the 
output to match the pseudo-differential PA at the 
input and output [7][23]. The balun places 
constraints on the maximum gain that can be 
realized from a CB amplifier. To provide 6 dB gain, 
we choose the impedance of emitter port to be close 
to 25 and for the 100-Ohm collector impedance. A 
series inductor at the output transforms the load 
impedance to 50 Ohms. 

Fig. 10 plots the PAE and gain as a function of Pout 
at 130 GHz at a class-B collector bias current density 
of 203uA/um. 

 

Fig. 9 – Pseudo-differential, common-base InP HBT class-B PA at 
140 GHz. The area of the die on the right is 0.4 x 0.5 mm.  

The peak PAE occurs at 0.3 dB higher output power. 
The PA exhibits a peak gain of 7 dB which occurs at 
Pout of 13 dBm with 1 dB of gain expansion due to 
the class-B biasing. The output loss of the matching 
network was measured through test structures to 
be around 1dB which raises questions about why 
the measured class-B gain is less than the maximum 
available gain indicated in Fig. 7. The explanation is 
partially explained when referring back to Fig. 8 
which plotted the gain associated with the common-
base device under the matching conditions for high 
efficiency. Here, the common-base device has only 
around 9 dB of gain near the class-B bias, 
corroborating the measured PA operating gain.  

 

Fig. 10 - PAE and gain as a function of output power for VCC 
= 2.5 V at 130 GHz. From [15]. 

The PA achieves 32% peak PAE with 15.3-dBm 
saturated output power. The 1-dB power bandwidth 
covers 122 GHz to 146 GHz and is consistent with the 
measured 3-dB bandwidth from the S-parameters. 
The input power across the band is calibrated 
between 8 dBm and 8.7 dBm with variation due to the 
probe loss variation over the band. 
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To achieve higher output power, recent work has 
also investigated low-loss power combining from 
PA cells designed for high power. Fig. 11 illustrates 
the 8-way combined power amplifier, where each 
PA is based on common-base, class-A stages [24]. As 
opposed to the previous design where the power 
was combined through pseudo-differential stages 
(Fig. 10), power combining across two CB HBTs is 
performed to prevent a large emitter length device 
(lower left of Fig. 11). The output power combiner 
must be low loss for high PAE and compact for a 
small die area. While Wilkinson combiners are 
broadband, an 8:1 Wilkinson combiner requires 
14 /4 transmission-lines with lossy, high-
impedance lines. The proposed combiner is 
designed for a 50-Ω load without including the 
shunt inductive lines tuning Ccb. At the PA output, 
short 50-Ω transmission line sections (TL1) 
combine the outputs of the two 4×6um cells. At each 
consecutive level of combining, the characteristic 
impedance is divided in half, resulting in wider 
transmission lines and lengths that are minimized 
for smallest losses. A final impedance 
transformation from 12.5Ω to 50Ω requires a 
/4 line (TL3) having 35Ω characteristic impedance. 

 

Fig. 11 - Power-combined, common-base InP HBT class-A PA 
at 140 GHz. The area is 1.23mm× 1.09mm.  

Fig. 12 plots the PAE and gain as a function of Pout 
at 140 GHz at a class-A collector bias current density 
of 1.14mA/um. The three-stage PA has 23 dBm peak 
power with 17.8% Power Added Efficiency (PAE) 
and 16.5dB associated large-signal gain at 131GHz. 
At 131GHz, the small-signal gain is 21.9dB. The 
small-signal 3dB-bandwidth is 125.8-145.8GHz. 

While the class-B PA and power-combined class-A 
PA offer state-of-the-art performance for 

high-efficiency and high-power, we continue to see 
opportunities to continue improving the PAE 
towards 40% at power levels exceeding 20 dBm. 

While this work has not addressed trade-offs 
between power combining and device scaling in 
single-ended and differential PA designs, there 
remain significant research insights to be gathered 
about the losses and area efficiency of the various 
approaches. The power combiners in Fig. 11 occupy 
substantial area that might not satisfy the area 
constraints in a digital beam-former. Nonetheless, 
PA cells that are designed for a 50 Ohm load can be 
less risky than attempting to scale the device to 
meet similar power requirements.  

 

Fig. 12 - PAE and gain as a function of output power for VCC 
= 2.43 V at 140 GHz. From [28]. 

7. CONCLUSION 

This paper has reviewed the requirements for 
power amplifiers in digital beam-forming arrays in 
frequency bands between 100 and 300 GHz. 
Efficiency will play a critical role in reducing the 
thermal load for front-end packaging due to high 
power density. We review the optimization of PAs 
in gain-limited operation and available device 
technologies above 100 GHz for PAs to construct 
PAE bounds on efficiency and compare recent 
published work to these bounds to demonstrate the 
potential for future research. Recent 
demonstrations of class-A and class-B power 
amplifiers in the 120-140 GHz range have set 
records for efficiency at 20% and 30%, respectively, 
which were substantial improvements over prior 
work. Further improvements in efficiency above 
100 GHz are possible in all technologies and the 
frequency bands between 100-300 GHz may be as 
energy efficient as lower millimeter-wave bands 
while offering support of massive MIMO.   
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Abstract – Nowadays, the heterogeneous wireless nano‑network topology becomes a need for diverse applications based 
on heterogeneous networks composed of regions of different node densities. In Wireless Nano‑networks (WNNs), nodes are 
of nano‑metric size and can be potentially dense in terms of neighbouring nodes. Nano‑nodes have limited resources in terms 
of processing, energy and memory capabilities. In nano‑network(s), even in a communication range limited to tens of cen‑ 
timeters, thousands of neighbours can be found. We proposed a ϔine‑grained duty‑cycling method (sleeping mechanism), 
appropriate to nanonodes, which aims to reduce the number of receptions seen by a node during data packet routing. The 
present study reveals the usefulness of implementing the sleeping mechanism in heterogeneous networks, as well as conϔi-
guring a dynamic awaken duration for nodes based on a density estimation algorithm. We also proposed an algorithm 
that helps in increasing the reliability of the packet received by the destination node.

Keywords – Density estimation, heterogeneous nano‑network, sleeping mechanism, routing

1. INTRODUCTION
Nano‑network(s) are made up of tiny nodes, called 
nanonodes, of a nanometric size. These nodes use electro‑ 
magnetic waves from the THz band (0.1–10 THz) [1] for 
their communication. Nano‑nodes possess sensors, actu‑ 
ators, a processor, and a memory. They can move and 
communicate with each other [2]. These nodes are 
limited in their computing capabilities, storage, and 
energy. Therefore, they need to collaborate with other 
nodes to fulϐil their tasks [3].

1.1 Modulation and routing techniques
Given the very limited energy of nanonodes, a modula‑ 
tion technique based on femtosecond pulses for 
terahertz communications called Time Spread On‑Off 
Keying (TS‑ OOK) was proposed by Jornet and Akyildiz 
[4]. TS‑OOK is based on femtosecond‑long pulses where 
communica‑ tion data is sent using a sequence of pulses 
interleaved by a randomly selected constant duration 
(Fig. 1). TS‑OOK uses an electromagnetic pulse of 
duration 𝑇𝑝 to transmit a bit “1”, and silence (no 
transmission) for bit “0”. The time between two 
consecutive bits is 𝑇𝑠.  Due to hardware and power 
constraints, the spreading ratio 𝛽 = 𝑇𝑠/𝑇𝑝 can be very 
large. Using 𝑇𝑝 = 100 femtosecond, the total available 
bandwidth in the network is very high, in the order of 
terabit per second.
In very dense nano‑network(s), a nanonode cannot fre‑ 
quently update its neighbourhood list. Also, the commu‑ 
nication range is short and the desired destination node is 
often beyond its communication range. Therefore, it is 
necessary to have a routing protocol that performs the 
tasks of data routing between nodes. A traditional ad‑ 
dressing scheme like IP is useless. An alternative addressing

1 1 0 1

time

Tp
Ts

Fig. 1 – TS‑OOK modulation.

way must be used. For that, a spatial addressing routing 
protocol that forwards messages in the direction of a 
destination could be used.
Stateless Linear‑path Routing (SLR) [6] is a spatial ad‑ 
dressing and routing protocol we use in our evaluation. 
It implements a coordinate‑based routing, in which data 
packets are routed in a linear routing path. The SLR pro‑ 
tocol has two phases: (1) initial/addressing phase and (2) 
routing phase.

1.2 Applications and node limitations
Nano‑network(s) can be potentially used in a wide range of 
applications and ϐields such as: (1) health ϐield (e.g. 
monitor human vital signs, drug delivery systems), (2) 
military ϐield (e.g. border control to prevent any penetra‑ 
tion), (3) agricultural ϐield (e.g. monitoring the tempe-
rature, humidity, and water level of plants), (4) 
telecommunication sector [5]. In such applications the 
network topology is often heterogeneous. A heterogeneous 
nano‑network is a network composed of zones of different 
densities. Nowadays, many applications use this type of net‑ 
works. For example, in agricultural applications, some areas 
have high nodes’ density while others have a small 
density due to the varied geographical terrains. Also, the 
human body is considered as a natural heterogeneous 
network because of its internal and external structure.
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An even more severe limitation (and a main difference 
from traditional wireless networks) lies in the inability 
of a single node to process the whole channel capacity. 
In the typical networks, a node may always listen to the 
channel and take whatever packet concerns it. There is no 
way for a tiny, energy constrained nanonode to sustain
Tb/s trafϐic. This translates into a much smaller effective 
channel capacity, as all nodes in an area may saturate their 
reception capability way before saturating the channel itself.
A typical solution to this problem is to let the nodes sleep 
from time to time. A traditional sleeping mechanism can‑ 
not be applied in a nano‑scale network. Our proposition 
differs signiϐicantly from the previous schemes that 
make nodes sleep or awaken for periods longer than a 
packet. To cope with the very speciϐic characteristics of 
nanonet‑ works, our idea is to make the node inactive for 
a fraction of 𝑇𝑠 (the time between two consecutive bits). 
We then make it awake in order to receive the intended 
bit. Such a mechanism aims to preserve node resources 
(CPU, mem‑ ory, energy), therefore extending network 
lifetime.
In this paper: (1) we show that the sleeping mechanism 
works in a heterogeneous nano‑scale network, (2) we 
propose a method to automatically tune the awaken dura‑ 
tion of a node depending on the average density of neigh‑ 
bours (awakenNodes), (3) we propose an algorithm for 
packet retransmission at the destination zone, and (4) we 
test this method and show its impact on increasing re‑ 
ceived packets by the destination node.
The rest of this paper is organized as follows. Section 2 
introduces applications used within heterogeneous net‑ 
works. Section 3 describes the algorithms used in the 
paper. Packet retransmission algorithm is explained in 
the Section 4. Evaluation via simulations takes place in 
Section 5. Finally, we conclude in Section 6.

2. APPLICATION FIELDS
Different approaches in the literature focus on designing 
and developing routing protocols for heterogeneous elec‑ 
tromagnetic nanonetworks. Nowadays, the nano‑scale 
communication technology enters into many important 
sectors such as health, military, and agriculture.

2.1 Health sector
Heterogeneous networks pervade many applications 
where nodes are distributed depending on the environ‑ 
ment conditions. Due to their nanoscale size, nanon‑ 
odes can be deployed at different scales [7] inside the hu‑ 
man body and across a variety of environmental contexts. 
Nanonode uses are not limited to sensing and monitoring 
human vital signs, but it may cover some other operations 
when needed.
An example of a medical application that can be assigned 
to nanonodes and needs high reliability and accuracy is 
drug delivery (Fig. 2). Heterogeneity resides in the human

Fig. 2 – Drug delivery in human body.

body through the variation in the size and shape of the 
human organs [8]. Nanomedicine may be deϐined as the 
use of nano‑devices and nanostructures for monitoring, 
repairing or controlling human biological systems at the 
molecular level [9]. The nanonodes spreading in blood 
vessels can monitor the glucose level, and at the same 
time release the insulin to regulate the glucose level. The 
risk lies when the patient forgets to take his medicine 
especially those related to the control of certain levels of 
enzymes in the blood (as in the example above). With 
this type of technology, the patient becomes more able to 
con‑ trol his health troubles.
This heterogeneity of the human body poses a major 
challenge to the routing protocol by traversing areas of 
different densities.

2.2 Agriculture sector
Agriculture is an important source of livelihood in most 
parts of the world. Wireless nano‑sensor(s) have been 
used in modern agriculture and farming (Precision 
Agriculture (PA)), deϐined as the techniques of applying 
farming parameters and resources for production 
optimization, and reducing human effort [10].

Fig. 3 – Nanonetwork technology impact in agriculture.
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To improve productivity (e.g. detection of plant viruses, 
soil humidity degree), a farmer needs to monitor nume-
rous parameters (Fig. 3). Wireless nano‑sensors need 
to be used to realize the vision of intelligent agriculture. 
One can deploy autonomous nano‑sensors around the 
plants to monitor soil condition and plant viruses, 
which gives them all the information about the 
environmental condi‑ tions of the plants using a simple 
portable device.
WNSN technology will contribute in generating the tools 
for establishing a real‑time plant monitoring system, com‑ 
posed of a chemical nano‑sensor merged with plants. 
Chemical nano‑sensor nodes are miniaturized machines 
that interact with the environment to collect chemical 
compounds disseminated by plants. Micro‑gateways can 
interconnect data collected from the nanonetwork to the 
external network, and to the decision ofϐicer of the ana‑ 
lytical laboratory [11].

2.3 Civil engineering sector
Developments in nanotechnology can beneϐit construc‑ 
tion engineering by enabling the practical deployment of 
structural condition monitoring systems for large civil en‑ 
gineering systems (Fig. 4). Nanonodes can be integrated 
into a composite material that can provide information on 
its performance and environmental conditions by moni‑ 
toring structural loads, temperature, and humidity. It can 
be used for the construction of smart buildings [12]. Also, 
they could be coated into bridges, as prevention monito-
ring against degradation and cracking in order to alert 
the decision‑making authorities well before the damage is 
de‑ tectable by human inspectors [13].

Fig. 4 – Smart composite materials based on nanotechnology, for civil 
engineering applications.

Nanonodes could also be embedded into roads and struc‑ 
tures to allow engineers to monitor deterioration and 
cracking, thus saving physical intervention. Road sensor 
networks could gather and provide data to transport 
operators to better control and detect congestion and 
incidents.

2.4 Environment sector
Environmental safety is one of the sectors where nano‑ 
technology may have a major impact. Through the ins‑ 
tallation of nano‑sensors in high density public locations 
(e.g. hospitals, airports, and restaurants), authorities can 
trace the circulation of viruses and notice how various 
types of people are affected. Nanosensor networks could 
also be utilised to monitor the environment, such as 
pollution and gas emission.
Water is the lifeblood of the world, hence the importance 
of monitoring its quality and safety. We can beneϐit from 
nano‑sensors in detecting bacteria, diseases and other 
harmful infectious agents, especially when improvement 
is made close to the point of use at the household. Nano‑ 
sensors can also be used in ϐlood‑prone rivers near resi‑ 
dential places. These sensors can measure the water level 
in rivers, and send the information to the control and de‑ 
cision room in real time (Fig. 5).

Fig. 5 – A water monitoring architecture.

To summarise, numerous applications use heterogeneous
wireless networks. The biggest challenge remaining is
the design of the routing protocols, which will face the
challenges of different node densities in several regions,
and in this context we focus on the inϐluence of the sleep
mechanism on the delivery of data packets to their de‑
sired destination. This is the focus of the evaluation sec‑
tion in this article.

3. BACKGROUND
In this work, we target potentially very dense, multi‑hop
nano‑network(s). The contributions of this paper arepre‑
sented later, but they are built upon a collection of pro‑
tocols already independently designed for those dense
nano‑networks. In this section we give the necessary
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background concerning these protocols that we are 
using together: the routing protocol (SLR), the 
nano‑sleep mechanism itself, and the density estimation 
protocol (DEDeN).
It is important to note that the choice of the routing pro‑ 
tocol here is mostly inconsequential to the contribution. 
In this paper we do not present a new routing protocol. 
In regard to the very speciϐic concurrent transmission be‑ 
haviour of wireless nano‑network(s), we instead present 
a mechanism to reduce the load on each node. This mecha‑ 
nism can be adapted to various routing protocols and 
here we choose SLR for the sake of convenience.

3.1 SLR protocol
Stateless Linear‑path Routing (SLR) is a spatial rou-
ting/addressing protocol. It implements a 
coordinate‑based routing, in which data packets are 
routed in a linear routing path. Coordinates are 
deϐined as an integer number of hops from special nodes 
called anchors (Fig. 6). All nanonodes are assumed to be 
placed in a cubic space, where anchors’ nodes are placed at 
the vertexes (two anchors for a 2D area / three anchors 
for 3D area).
The SLR protocol has two phases: (1) addressing/initial 
phase and (2) routing phase.

Fig. 6 – SLR addressing phase.

In the initial phase, addressing, as shown in Fig. 7, two 
anchor nodes (placed at the vertexes of 2D network) 
broadcast a packet (beacon) to the whole network. 
Beacon mes‑ sages include a hop distance ϐield 
initialized to 0, which increments with each 
retransmission. The node coordinates are the hop 
counter in those beacons and correspond to the 
distance to the anchors. This phase will be performed 
only once at the network deployment.
In the routing phase (Fig. 7), packets contain the SLR ad‑ 
dress of the sender and receiver. A greedy approach is 
used to route the packets to their intended destination. 
When a node receives a message, it checks if it is located 
on the path from the source to the destination. If and only 
if it is the case, the node forwards the message. This check 
uses basic integer computation appropriate for the low 
nanonode computation capabilities.

Note that because of the way the coordinates are 
deϐined,they can be shared by multiple nodes (which 
belongs to the same SLR zone). Consequently, SLR is a 
protocol that routes a packet to the correct zone 
instead of a speciϐic node.

Fig. 7 – SLR initial phase (left) and SLR routing phase (right).

3.2 Sleeping mechanism
We start be emphasizing that the nano‑sleep we present 
in this section is different in both means and objectives 
from the sleep mechanism (often call duty‑cycle) that we 
commonly ϐind in traditional networks.
In traditional networks, making a node sleep and wake up 
in deϐined intervals aims at preserving energy and thus 
increasing the life span of the network. A node always 
wakes up for a duration long enough to allow the recep‑ 
tion of one or more frames. It processes the received 
packets and then goes back to sleep by turning off most 
of its reception and processing capabilities. By doing so, 
it preserves a substantial amount of energy. As the 
packets are sent sequentially over the channel, the longer 
the awaken duration, the larger the number of packets 
received. We could also say that while it is awake, a 
node has to be able to process the full throughput of the 
network. It then completely ignores packets sent while it 
is sleeping.
Our proposed nano‑sleeping mechanism differs from 
those used in a macro‑scale network by its ϐine granula-
rity, asynchronicity, and decentralization. The main 
problem it solves is the potential overwhelming of a node 
when too many packets coexist on the channel. With 
TS‑OOK, multiple nodes targeting different receivers 
can indeed transmit at the same time, and there is no 
hard limit to how many packets can concurrently 
coexist on the channel. Because of that, using a 
traditional awaken duration may cause a node to be 
overwhelmed when the number of packets concurrently 
transmitted exceed its decoding capabilities. Nano‑ 
sleeping is designed to tackle this problem, by allowing 
a node to concentrate on a small number of packets 
while completely (and safely) discarding the others.
A nanonode does not stay awake for the duration of one 
or several packets, but for a much shorter duration, a 
fraction of the 𝑇𝑠 value. In our proposed sleeping 
mechanism, all nodes have the same awake‑sleep cycle, 
equal to 𝑇𝑠.  Inside the cycle, all the nodes have the same 
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awake duration (or percentage of 𝑇𝑠) , but the beginning 
of the awake interval is different for each node, and is 
randomly deter‑ mined. The mechanism ensures that if a 
node is able to pick the ϐirst bit of a packet, it will be able 
to pick all the following ones. More details on this 
sleeping mechanism are described in [14].
Fig. 8 depicts an example, where receiver nodes Recv1, 
Recv2 and Recv3 wake up at different times, but for the 
same duration. Recv1 and Recv2 are able to pick the bits 
from ϐlows 1 and 2, as they arrive when they are awake. 
Recv3 is able to pick bits only from ϐlow 3.

Fig. 8 – Sleep mechanism with three nodes and three ϐlows.

The very high frequency of awake and sleep transitions 
make it signiϐicantly different from a traditional duty‑ 
cycle. Fully turning on and off processing capabilities at 
such a speed may not be technically achievable, but that 
is not the main point of our protocol anyway. Instead, we 
just consider that nodes do not process bits (pulses in TS‑ 
OOK) outside of their awaken duration.
As nodes do not turn off most of the hardware, the energy 
saving is limited (but still deϐinitely exists, given that 
ignored frames are not processed and potentially 
retransmitted).
As we will see later, the beneϐit of this mechanism lies in 
an increase of the overall effective channel capacity. This 
beneϐit becomes really signiϐicant as the local node den‑ 
sity increases and nodes can have individual lower and 
lower awaken durations.

3.3 Density estimator algorithm
Because nodes do not have much memory or processing 
power, elaborate routing protocols that try to ϐind opti‑ 
mum forwarder(s) cannot work well if at all. Hopefully, 
we can improve routing protocols by using the local den‑ 
sity of the network to limit their retransmission rate. We 
need a way for the nodes to discover by themselves how 
many neighbours they have.
A traditional solution to this problem is that each node 
sends ”HELLO” packets. All nodes would only need to 
maintain a list of the neighbours from which they have 
received an HELLO packet to know the local density. This 
solution is simple and efϐicient if the density is low, but 
it becomes prohibitively costly in resources consumption 
as the density increases.

Density Estimator for Dense Networks (DEDeN) is an al‑ 
gorithm tailored to wireless nano‑networks. It allows a 
node to estimate the number of its neighbours (also called 
node degree, node density, neighbour density, neighbour‑ 
hood density, local density, or simply density).

DEDeN works by making nodes transmit an initialization 
message, and all nodes that receive it start the discovery 
process. With a very low (but known in advance) proba‑ 
bility, they may start sending small beacons. As the 
probability is known, nodes receiving those beacons can 
easily compute an estimated local density. If the 
conϐidence in the estimation in not high enough, nodes 
start another round, with a higher beaconing 
probability. The conϐidence increases with the number 
of packets received and the probability to transmit.

The conϐidence and the error range of the estimation can 
be adjusted to the requirements of the user with a pre‑ 
dictable overhead. Depending on how it is initiated, DE‑ 
DeN enables a unique node or all nodes to estimate the 
neighbourhood density. The algorithm may be executed 
each time this neighbourhood density is needed.

For additional information about the density estimator al‑ 
gorithm, refer to [15].

4. RETRANSMISSION ALGORITHM AT THE
DESTINATION ZONE

As explained in the previous section, the proposed slee-
ping mechanism should reduce the congestion and 
preserve node resources consumption. When a packet 
arrives at the destination zone, if the destination node 
is asleep, it will lose the data.

It is important to note that the proposed sleeping mecha‑ 
nism was implemented and tested in a homogeneous net‑ 
work. In this paper we are now evaluating this protocol in 
an heterogeneous network (areas of different nodes den‑ 
sity). All nodes have the same awake‑sleep time 𝑇𝑠, but 
they are different in their awaken duration and awaken 
starting time.

We propose an algorithm that increases the destination 
node chance of receiving a packet even if it was asleep 
when the packet reached the destination zone. The algo‑ 
rithm is to be used only by nodes at the destination zone. 
No matter the network density, it never saturates the ra‑ 
dio channel and does not require much memory or com‑ 
putations. The only memory needed is the buffer to store 
the received packet to retransmit it at the end of the node 
awaken duration. A summary of the packet retransmis‑ 
sion algorithm is presented in Algorithm 1.
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Algorithm 1 Packet retransmission algorithm executed
by all nodes at the destination zone except the destination
node.
alreadyseen = false
waitingTime
wT1ts = aD ‑ (pcktrecp ‑ aS)mod 𝑇𝑠
wT2ts = ‑ (aD ‑ (pcktrecp ‑ aS))mod 𝑇𝑠
if packet type is data and reach the destination zone
then

if Sleeping mechanism is used then
if packet !alreadyseen and the received node is

not the destination node then
if pcktrecp mod 𝑇𝑠 ≥ aS then

waitingTime = wT1ts
else pcktrecp mod 𝑇𝑠 < aS + aD ‑ 𝑇𝑠

waitingTime = wT2ts
end if

end if
end if

end if

We recall that this algorithm works when the packet
reaches the destination zone. The algorithmworks on ho‑
mogeneous and heterogeneous networks, with equal or
different awakendurations. In this algorithmwe took into
consideration the case when the awaken duration spans
over two time cycles. We describe the algorithm as fol‑
lows:

• waitingTime: Represents the time the node should
wait before packet retransmission at the end of its
awaken duration.

• wT1ts: Formula to calculate the node waiting time if
the awaken duration range is 1 𝑇𝑠.

• wT2ts: Formula to calculate the node waiting time
when its awaken duration spans for 2 𝑇𝑠.

• aD: Represents the node awaken duration.

• aS: Represents the node awaken starting time.

• pcktrecp: Represents the time when the node re‑
ceives the packet.

Fig. 9 depicts an example of a packet retransmission at 
the destination zone. In our proposed algorithm, all the 
nodes have the same awake‑sleep cycle 𝑇𝑠.  Inside the 
cy‑ cle, all the nodes are different in their awake duration 
aD (or percentage of 𝑇𝑠) , also the beginning of the awake 
in‑ terval for each node aS are randomly determined. 
When a node receives the packet, the algorithm checks 
whether the node is not the destination node. If this is 
the case, the algorithm will be applied.
Node 3 represents the destination node. Node 1 receives 
the packet, and since it is not the destination node, it 
executed the algorithm. The algorithm computes the 
waiting time to retransmit the packet at the end of the 
node awaken duration. By coincidence, nodes 2 and 

Fig. 9 – The effect of the retransmission algorithm at the destination 
zone.

4 are awake during the packet retransmission by Node 1. 
It happens that a node can receive several copies of the 
packet, which is the case for Node 4. This is due to the 
simultaneous awake of the node with the 
retransmission. Finally, the ϐigure shows that the destination 
node awaken time does not overlap with any of the other 
nodes. Node 4 retransmits the packet at the end of his 
awaken duration, and it is received by the destination Node 3. 
Therefore, in the absence of the retransmission 
algorithm, the destination node would not have received 
the packet in the case where it was in sleep mode.

5. EVALUATION
In this section, we evaluate our proposed ideas through 
simulations since a detailed analytical study is not possi‑ 
ble. BitSimulator [16] is used in our simulations due to its 
characteristics.
BitSimulator has been designed to allow simulations 
of applications and routing protocols in wireless nano‑ 
networks. It differs from other network simulators by 
its accuracy as it can simulate every bit of payload and 
their potential collisions. It also targets ultra‑dense nano‑ 
networks (hundreds of thousands of nodes). It is highly 
optimized for speed and accompanied by a VisualTracer, 
an interactive visualization and analysis tool that greatly 
helps in dense and complex scenarios. Technical details 
and information about full reproducibility of our results 
are provided on a separate website1.
In our previous publication [14], we proposed a novel 
sleeping mechanism in a homogeneous nano‑network 
which is totally different to the traditional sleeping mech‑ 
anism applied in ad hoc networks. We deϐine a homoge‑ 
neous network as a network in which node density is con‑ 
stant. Therefore, all nodes will have the same awaken du‑ 
ration. In this kind of network, the nano‑sleep mechanism
1\http://eugen.dedu.free.fr/bitsimulator
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has been proven to work, and has contributed to impro-
ving the nodes’ energy consumption as well as 
increasing network lifetime.
Nano‑networks have different applications in various 
ϐields, extending from environment monitoring, indus‑ 
trial manufacturing, and agriculture to an enormous num‑ 
ber of applications in medicine (like drug delivery, diag‑ 
nostics and surgical operations).
Nowadays, the health sector is one of the most impor‑ 
tant sectors in which nanotechnology is involved. A nano‑ 
network can collect vital patient information and pro‑ 
vide it to computing systems, providing more accurate 
and efϐicient health monitoring. These real applications 
will mostly be implemented in a heterogeneous nano‑ 
network due to its structural nature. This is why in this 
paper it was necessary to understand and validate the 
behaviour of the routing protocol used in places where 
nodes have different densities.

5.1 Network scenario
In our simulations, the network topology consists of a hete‑ 
rogeneous network as a 2D area of size 6 mm x 6 mm, 
shown in Fig. 10. It is composed of three rectangles of 
size 6 mm x 2 mm, with node average densities of: (rec-
tangle 1: 160, rectangle 2: 80, and rectangle 3: 60). 
Nodes are always placed randomly except anchors, 
sources, and destinations nodes. Source nodes are 
placed at the bot‑ tom of the network near the edges.

Fig. 10 – The network topology used, with 2 ϐlows and 3 rectangles of
different densities.

Given the environment size and the communication range
(0.5mm), the furthest possible receiver is in the corner at√

2 ∗ 𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑙𝑒 𝑠𝑖𝑑𝑒/2 = 4.2mm away from the source.
It means that a packet from the source needs at least 17
hops ((4.2/0.5) ∗ 2 = 17) to reach the furthest possible
node. Table 1 lists the parameters used in the simulations.

Table 1 – Simulation parameters

Size of simulated network 6mm * 6mm
Size of rectangles 6mm * 2mm
Number of nodes 4500
Communication radius 500 µm
Hops to reach the furthest node 17
𝛽 (time spreading ratio) 1000
𝑇𝑝 100 fs

There are 2 ϐlows. The source nodes are at the bottom
right andbottom left of the network,while the destination
nodes are at the top left and top right. Flow1 traverses the
network from left to right through different nodes’ den‑
sity areas (high, then medium, then low), while is the op‑
posite for ϐlow 2. According to the previous network set‑
tings, packet routing will be somewhat complicated and
challenging.
The sleeping mechanism is applied to all nodes. To avoid
random effects, each point in the following ϐigures rep‑
resents the average of 10 simulations, each with a dif‑
ferent random generator seed to set the beginning of the
sleeping period for nodes. In each simulation round, the
awaken duration percentage and the number of neigh‑
bours are changed, while the other parameters are kept
identical.

5.2 Comparison metrics
Weanalyse the sleepingmechanismefϐiciency using three
metrics:

• Packet reachability: The number of packets that have
reached the destination node. If several copies of the
samepacket reaches the destination, only one packet
is counted.

• Total number of sent packets: The total number of
sent packets in the network, for instance in a multi‑
hop transmission a same packet is sent by several
nodes (routers), hence it is counted several times.

• Awaken duration: The interval of time where the
node is awake. After this duration, the node goes
back to sleep for the rest of the duty cycle (𝑇𝑠). In Bit‑
Simulator, through the command line we can specify
the percentage of awaken duration as a variable, or
the average density of neighbour nodes (awakenN‑
odes) via DEDeN that calculates it automatically.

5.3 Same awaken duration for all nodes
We recall that the time between two consecutive bits is
𝑇𝑠 = 𝑇𝑝 ∗ 𝛽.. To determine an awaken percentage
for every node in the network (e.g. 20% is equivalent to
20 000 fs) means that all nodes will awake for this per‑
centage in a time duration equal to 𝑇𝑠. Inside the cycle,
all the nodes have the same awaken duration (or a per‑
centage of 𝑇𝑠), but the beginning of the awake interval is
different for each node and is randomly determined.
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Fig. 11 shows the average of packet reachability, i.e. at
least one packet succeeding in reaching the destination
node. We notice that packets are unable to reach the des‑
tination for an awaken duration ranging from 5 to 20%.
This is due to the insufϐicient number of awaken nodes es‑
pecially in low density areas, the ϐlow propagation stops
at the beginning. Recall that we are testing in a heteroge‑
neous network, where areas’ densities are different.
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Fig. 11 – Percentage of arrived packets depending on awaken duration, 
for 2 ϐlows.

Increasing the awaken duration immediately increases 
the average packet reachability. An awaken duration of 
70 000 fs allows all packets from ϐlow 1 to be received. 
Recalling that due to the sleeping phenomenon, it is pos‑ 
sible for the packet to arrive while the destination node 
is asleep, and this results in the packet being lost. This is 
what the curve shows at 80 000 fs (ϐlow 1). For ϐlow 2, an 
awaken duration of 80 000 fs allows a total packet recep‑ 
tion. Note that 100% of awaken duration means that all 
nodes in the network are awake all the time.
Given that the destination is far away from the source, 
the packet transmission between nodes occurs by hops, 
so a packet is sent several times, by several nodes in the 
path. The number of packets sent varies with the node 
awaken duration. Fig. 12 shows that the number of pa-
ckets sent is very close to 0 at the beginning for both 
ϐlows, due to the low number of awake nodes. 
Increasing the awaken duration percentage raises the 
number of awaken nodes, which results in an increasing 
number of packets sent too. This number reaches a value 
of 238 (ϐlow 1) and 179 (ϐlow 2) where the awaken 
duration is 90%.

5.4 Different awaken durations for nodes,
based on local density

The sleepingmechanismdispatches the load of sent pack‑
ets among neighbouring nodes. Therefore, taking into ac‑
count the neighbouring nodes’ density to determine the
nodes awaken period can be beneϐicial to the transmis‑
sion process. Fig. 13 shows a disparity in the nodes’
awaken duration range. For an average density of 60
neighbours, the node awaken duration ranges between
30 000 fs and 100 000 fs. For a density of 100 neighbours,
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Fig. 12 – The number of packets sent varieswith node awaken duration.

the node awakenduration range starts at 50 000 fs. As the
average of neighbours’ nodes increases, the awaken dura‑
tion range shrinks and goes close to 100 000 fs.
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Fig. 13 – Number of awaken nodes in a duration range for different av‑ 
erage densities.

Packet reachability can be signiϐicantly improved depen-
ding on the average density. For example, when 
specifying awakenNodes=20 to BitSimulator, each node 
executes a node density estimation algorithm and 
computes the awake interval according to a simple 
formula. Starting from 20 as average density, packet 
reception starts increasing (Fig. 14). An average 
density of 50 neighbours is sufϐicient for packets to 
reach their destinations for ϐlow 1, whilst 60 neighbours 
for ϐlow 2 are needed. Sleep‑ ing improves network 
behaviour by limiting the amount of trafϐic an individual 
node can see, but provisions have to be made to ensure 
the destination node is not sleeping when data packets 
reach it (example ϐlow 2 at 130 neigh‑ bours nodes, 
where the curve has lost its stability). Note that, in this 
scenario, an average density of 190 means that all nodes 
are awake all the time.
When average density is low, most packets are not trans‑ 
mitted (because packet propagation stops at the begin‑ 
ning or in their path to the destination). Fig. 15 shows 
that for low average densities (e.g. 20, 30), the number of 
packets sent is quite low (close to 0). Indeed, with the 
increasing of the neighbours’ nodes average density, 
packets sent will exponentially increases. For 140 
neighbours, the number reaches its highest value at 238
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Fig. 14 – Percentage of arrived packets depending on neighbours 
nodes average, for 2 ϐlows.

for  ϐlow  1  and  182  for  ϐlow  2.  We notice that with 60 
neighbours’ nodes (where all packets reach their 
destination), the total number of packets sent for ϐlow 1 
is 205 and 155 for ϐlow 2.
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Fig. 15 – Packet transmission cost depending on the average of neigh‑
bours’ nodes.

5.5 Processing at the destination zone
As explained before, the proposed sleeping mechanism
reduces the congestion problem and preserves node re‑
source consumption along the path from the source to the
destination. But the very deϐinition of destination may
change depending on the application. If the destination
is deϐined as an SLR address, it means that we want the
packet to reach this SLR zone and that at least one node
in this zone must receive this packet. In that case, the
mechanism we proposed is efϐicient and can be used as
is. On the other hand, if we aim to reach a speciϐic node at
the destination zone, then more aspects have to be taken
into consideration. When a packet arrives at the destina‑
tion zone, the destination node by chance may be asleep
and consequently misses the packet. Different strategies
might be used to solve this problem, depending on the
node peculiarities, the local density and the application
requirement. The algorithm iswell explained in Section 4.
Fig. 16 shows the impact of applying our proposed re‑
transmission algorithm to all the nodes at the destina‑
tion zone. The algorithm clearly enhances the average
of packet reception with the ϐlow 1‑patch compared to

ϐlow1‑nopatch (without the algorithm). A value of 40
neighbours nodes ensures an average of 100% of packet
reception by the destination node. Indeed, the positive
impact is also clearly shown for ϐlow 2‑patch at the 130
of awake neighbours, comparing to the ϐlow 2‑nopatch,
where the destination node missed the packet because it
was asleep. The proposed algorithm shows its effect in
increasing node chances in receiving the packet if it was
asleep at themoment thepacket reaches its zone (Fig. 17).
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Fig. 16 – The impact of the retransmission algorithm.

Fig. 17 – The retransmission algorithm applied at the destination zone 
increases the number of exchanged packets in that zone.

5.6 Average density vs awaken percentage
The node awaken interval, considered the main difference 
between the two ways of applying a sleeping mechanism. 
The DEDeN algorithm allows a node to estimate the 
number of its neighbours. Based on this value, nodes 
will set their awaken interval (awaken duration) (Fig. 
18). However, ϐixing an awaken percentage (e.g. 80%), 
means that all the nodes in the network will be awake 
for the same duration (e.g. 80 000 fs).

The longer the node sleeps, the lower the consumed re‑ 
sources. The difference in nodes awaken duration is 
considered a special peculiarity of the average density 
(awakenNodes). An average density of 60 neighbours 
shows an awaken duration distribution (less resource con‑
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sumption) ranging between 20 000 and 100 000 fs (diffe-
rent awaken duration for each node). Furthermore, for an 
awaken percentage of 90%, all the nodes in the network 
(4500 nodes) will be awake along this duration (Fig. 19).
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The total number of sent packets is a metric we rely on to 
compare between the methods used in applying the sleep 
mechanism (awakenDuration vs awakenNodes). Based on 
the results in the previous sections, setting the node 
awaken duration based on node neighbour density (using 
DEDeN) will help in decreasing the number of packets sent 
by 14% when compared to a ϐixed awaken percentage 
(awakenDuration).
To conclude, in heterogeneous networks, the SLR rou-
ting protocol is acting well when crossing areas of 
several densities. It smoothly deals with nodes of 
different awaken durations, and packets are successfully 
delivered to their intended destination. Applying 
DEDeN allows nodes to have different awaken durations 
compared to a static awakenDuration. This leads to a 
decrease in packet transmission cost, and preservation 
of node re‑ sources (CPU, energy, memory), therefore 
an increase in network lifetime. Moreover, applying the 
retransmission algorithm at the destination zone 
increases the chances for the destination node to 
receive its intended packet. Therefore, this algorithm 
helps to increase the reliability of data arrival to the 
destination node, which is an important parameter in 
some applications.

6. CONCLUSION AND FUTURE WORK
This paper presents the effect of the sleeping mechanism 
in a heterogeneous nano‑network. The new idea embeds 
a density estimator algorithm (DEDeN) to automatically 
tune the node awaken interval (awakenDuration). The 
estimator algorithm can be executed in different times 
(network deployment, or when a node needs to estimate 
its number of neighbours). It shows its usefulness when 
used in conjunction with the sleeping mechanism. It 
becomes clear that relying on average neighbour node 
density has a positive inϐluence in preserving node 
resources (CPU, energy, memory ...) and decreases the 
number of sent packets compared to results based on 
static percentage of awaken duration.
Considerations have also been taken for the speciϐic case 
of the destination zone (packet loss by the destination 
node because its sleep may coincide with the packet’s ar‑ 
rival at the destination zone). An algorithm has been pro‑ 
posed in case the application needs data packets to reach 
a speciϐic node in the destination zone.
As future work, we would like to consider different al‑ 
gorithms and variations to handle what happens at the 
destination zone. Especially, a destination could be ex‑ 
pressed as “any node in the destination area that provides 
a given service” instead of all nodes in the zone or a single, 
speciϐic node.
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Franche‑Comté (UFC) in Mont‑
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Abstract – Single‑Carrier Frequency DivisionMultiple Access (SC‑FDMA) is a promising technique for high data rate indoor
Terahertz (THz) communications in future beyond 5G systems. In an indoor propagation scenario, the Line‑Of‑Sight (LOS)
component may be blocked by the obstacles. Thus, efϔicient THz SC‑FDMA communications require a fast and reliable Beam
Alignment (BA) method for both LOS and Non‑Line‑Of‑Sight (NLOS) scenarios. In this paper, we ϔirst adopt the hierarchical
discrete Fourier transform codebook for LOSBA, and introduce the hierarchical k‑means codebook forNLOSBA to improve the
beamforming gain. Simulation results illustrate that the hierarchical DFT codebook and the hierarchical k‑means codebook
can achieve the beamforming gain close to that of themaximum ratio transmission in LOS andNLOS cases, respectively. Based
on these two codebooks, we propose a Multi‑Armed Bandit (MAB) algorithm named Hierarchical Beam Alignment (HBA) for
single‑user SC‑FDMA THz systems to reduce the BA latency. HBA utilizes a hierarchical structure in the adopted codebook
and prior knowledge regarding the noise power to speed up the BA process. Both theoretical analysis and simulation results
indicate that the proposed BA method converges to the optimal beam with high probability for both the hierarchical DFT
codebook and the hierarchical k‑means codebook in the LOS and NLOS scenarios, respectively. The latency introduced by
HBA is signiϔicantly lower when compared to an exhaustive search method and other MAB‑based methods.

Keywords – Beam alignment, codebook design, SC‑FDMA, SU‑MIMO, terahertz communications

1. INTRODUCTION
Terahertz (THz) communications are a key technology 
for the future wireless communications (beyond 5G) 
owing to its ample frequency spectrum resource 
between 0.1 and 10 THz promising a much higher 
capacity than mmWave communications [1], [2]. Major 
breakthroughs in hardware and theory have been 
achieved for the efϐicient realization of THz range 
transmission [3], [1]. Besides the ultra‑high bandwidth, 
THz wireless technology has the advantage that it could 
be deployed much faster and more efϐiciently than 
optical ϐiber systems, especially in a high‑density urban 
environment [4]. Moreover, THz communications are 
highly suited to the indoor environ‑ ment since THz 
communications systems can utilize the Non‑Line‑
Of‑Sight (NLOS) Multipath Components (MPCs) to 
enhance the link quality in indoor application [5], [6]. 
However, NLOS MPCs result in a highly frequency‑ 
selective channel, which requires the transmission sys‑ 
tem to deal with the Inter‑Symbol Interference (ISI) 
effect. The Single‑Carrier Frequency Division Multiple 
Access (SC‑FDMA) transmission approach provides a 
solution to conquer the high frequency selectivity of the 
channel. Compared to Orthogonal Frequency Division 
Multiplexing (OFDM), SC‑FDMA utilizes a Discrete 
Fourier Transform (DFT) pre‑coding to reduce Peak‑to‑
Average Power Ratio (PAPR) [7]. Due to the high carrier 

0This work has been supported by the German Research Foundation
(DFG) under grant GE 861/9‑1.

frequency in Time-Division Duplex (TDD) massive 
Multiple-InputMultiple‑Output (MIMO) THz communi-
cations, the power ampliϐier efϐiciency in the THz band 
is degraded significantly. Hence, the beneϐits of a low 
PAPR of SC‑FDMA are emphasized for THz 
communications. Moreover, THz signals suffer from 
severe path loss caused by high carrier frequency 
around hundreds of GHz, which limits THz 
communications in an indoor transmission scenario [8],
[6]. To overcome the high path loss, directional beam‑ 
forming with massive Transmitter (Tx) and Receiver (Rx) 
antenna arrays is regarded as a reasonable solution. Be‑ 
cause of the short wavelength in THz bands, and the 
progress of antenna technology, the massive antenna ar‑ 
rays in principle can be packed into a small area, which 
enables a large beamforming gain at both Tx and Rx. 
Besides the massive antenna array, the Tx and Rx 
beams at the base station and user terminal must be 
formed accurately to achieve the beamforming gain. 
However, the design of beamforming codes is usually 
based on perfect Channel State Information (CSI), which 
is difϐicult to acquire in the THz case especially at the Tx 
side due to the large‑scale antenna array and the small 
Signal‑to‑Noise Ratio (SNR) before beamforming.
One way to circumvent the CSI requirement is to em‑ 
ploy a Beam Alignment (BA) scheme. BA is a process to 
ϐind the optimal transmit‑receive beam pair from prede‑ 
ϐined codebooks to maximize the receive signal strength. 
The beam alignment problem has been widely studied 
in mmWave communications. The authors in [9] advo‑ 
cate decoupling the BA process in mmWave transmis‑ 
sion into two steps to reduce the BA latency caused by
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a large codebook. First, the receiver beam is set to a
quasi‑omnidirectional beam and the transmitter scans
the beam codebook exhaustively for the best transmit
beam. Then, the receiver searches for the best beamwith
quasi‑omnidirectional transmit beam. To further acceler‑
ate the BA process, we replace the BA step at the receiver
by the frequency‑domain Minimum Mean‑Squared Error
(MMSE) equalizer design according to [10] exploiting the
high SNR at the receiver after the transmit BA for chan‑
nel estimation in [11]. Still, the exhaustive search at Tx
may take up to several seconds with a massive transmit
antenna array.
To reduce the duration of the BA process at the Tx,
Multi‑Armed Bandit (MAB) theory has been advocated
in many search strategies for the mmWave BA problem
[12]. MAB focuses on choosing the best arm with max‑
imal expected gain among multiple actions when each
choice’s gain is known after each selection. Based on
the MAB‑BA problem framework, many variants of MAB
solutions have been adapted to the mmWave commu‑
nication system. In [13], the authors proposed a cele‑
brated upper conϐidence bound beam selection scheme
in traditional MIMO systems. In [14], the authors in‑
troduced a beam alignment algorithm employing contex‑
tual information based on a structured MAB framework.
The algorithm in [15] utilizes latent probability struc‑
ture information from the varying transmission environ‑
ments and promises better performance in fast varying
mmWave channels. Anotherwork proposed a distributed
BA search method based on adversarial bandit theory,
where Tx and Rx choose their beamforming and combin‑
ing vector independently of each other [16]. Neverthe‑
less, these works do not provide a method with a short
training time and accurate beam alignment, especially in
multipath channels. Hence, the authors in [9] proposed a
Hierarchical Beam Alignment (HBA) algorithm based on
a stochastic MAB scheme, leveraging the inherent corre‑
lation structure among beams. HBA can identify the opti‑
mal beam accurately with a short exploration time, which
fulϐills the fast BA requirement in narrowbandMIMO LOS
mmWave communications. However, no speciϐic algo‑
rithm is proposed yet for broadband MIMO THz commu‑
nications. Moreover, if the LOS component of propagation
is blocked, the communications quality cannot be guaran‑
teed by the aforementioned algorithms.
In this paper, we consider the design of HBA algorithm
based on [9]. Given a hierarchical codebook, HBA se‑
lects thebeams tomaximize the cumulative receivepower
within a certain period in a hierarchical manner utiliz‑
ing the hierarchical structure of the codebook. Both the‑
oretical analysis and extensive simulation results demon‑
strate thatHBAcandetermine theoptimal beamwithhigh
probability and short latency. Moreover, the hierarchi‑
cal codebook design for indoor THz propagation is still
an open problem. We adopt the hierarchical DFT code‑
book proposed in [9] to the LOS THz scenario. Further‑
more, we propose a data‑drivenmethod according to [17]
to design a hierarchical codebook utilizing hierarchical k‑

means clustering for the NLOS THz scenario.
This paper is organized as follows. The system model,
channel model and beamforming framework are de‑
scribed in Section 2. In Section 3, the codebook design
problems in both LOS and NLOS THz propagation are for‑
mulated. The hierarchical DFT codebook is proven to be
a local optimum for the LOS codebook problem and is se‑
lected as the codebook for LOS HBA. A data‑driven code‑
book design algorithm based on hierarchical k‑means
clustering is proposed for the NLOS HBA. The HBA algo‑
rithm for the SC‑FDMA system operating in both LOS and
NLOS scenarios is discussed in Section 4. Numerical re‑
sults are provided in Section 5, followed by conclusions
in Section 6.
Notation: Bold lowercase letters (e.g., a) and uppercase
letters (e.g., A) represent column vectors and matrices,
respectively. 𝐴𝑖,𝑗 represents the (𝑖, 𝑗)‑th entry of A. 𝑎𝑘
and a𝑘 stand for the 𝑘th entry of a and the 𝑘th column of
A, respectively. (⋅)𝑇 , (⋅)∗, (⋅)𝐻 denote the transpose, con‑
jugate and Hermitian transpose of a vector or matrix, re‑
spectively. All complex‑valued gradients follow the deϐi‑
nition according to [18].

2. SYSTEMMODEL

2.1 Systemmodel
The block diagram of the SU MIMO SC‑FDMA transmis‑
sion is shown in Fig. 1.
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Fig. 1 – Structure of SU‑MIMO SC‑FDMA transmission system.

Here, the base station and the user terminal are equipped
with 𝑁𝑡 and 𝑁𝑟 antennas, respectively, where 𝑁𝑡 is set to
be a power of two, e.g., 𝑁𝑡 = 4, 8, or 16 .Let 𝑎𝑠[𝑘], 𝑘 ∈
{0, 1, ⋯ , 𝑀 − 1} be the transmit data sequence with vari‑
ance 𝜎2

𝑎 corresponding to the symbol vector a𝑠 for trans‑
mission in the SC‑FDMA system. For simplicity, only a sin‑
gle block is considered in the following. An 𝑀 ‑point DFT
precoding is applied to symbol block a𝑠 to transform a𝑠 to
an𝑀 ×1 vectorA = W𝑀a𝑠 in the frequency domainwith
A = [𝐴[0], 𝐴[1], ⋯ , 𝐴[𝑀 −1]]𝑇 . Afterwards, an𝑁𝑡 ×1 dig‑
ital precoding vectorw[𝜇] is employed for each frequency
domain symbol 𝐴[𝜇], 0 ≤ 𝜇 ≤ 𝑀 − 1 to form vectors of
size 𝑁𝑡 × 1 via

Â[𝜇] = w[𝜇]𝐴[𝜇] (1)

as shown in Fig. 1. Let Â𝑖 = [ ̂𝐴𝑖[0], ̂𝐴𝑖[1], ⋯ , ̂𝐴𝑖[𝑀 − 1]]𝑇
denote the𝑀 ×1pre‑coded frequency domain vector cor‑
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which can be expressed as

a(𝑁𝑎, 𝜙) = [1, ⋯ , 𝑒𝑗 2𝜋𝑓𝜈𝑟
𝑐 𝑛 sin𝜙, ⋯ , 𝑒𝑗 2𝜋𝑓𝜈𝑟

𝑐 (𝑁𝑎−1) sin𝜙]𝑇 ,
(5)

where 𝑛 is the antenna element index with 0 ≤ 𝑛 ≤
𝑁𝑎 − 1. 𝑁𝑎 denotes the number of antennas, 𝑟 is the an‑
tenna spacing and 𝑐 is the speed of light. In an indoor
THz channel, the LOS path gain |𝛼𝐿𝑂𝑆(𝑓𝜈, 𝑑)|2 depends
on the spreading loss 𝐿𝑠𝑝𝑟𝑒𝑎𝑑(𝑓𝜈, 𝑑) and absorption loss
𝐿𝑎𝑏𝑠(𝑓𝜈, 𝑑),

|𝛼𝐿𝑂𝑆(𝑓𝜈, 𝑑)|2 = 𝐿𝑠𝑝𝑟𝑒𝑎𝑑(𝑓𝜈, 𝑑)𝐿𝑎𝑏𝑠(𝑓𝜈, 𝑑),

𝐿𝑠𝑝𝑟𝑒𝑎𝑑(𝑓𝜈, 𝑑) = ( 𝑐
2𝜋𝑓𝜈𝑑 )

2
,

𝐿𝑎𝑏𝑠(𝑓𝜈, 𝑑) = 𝑒−𝑘𝑎𝑏𝑠(𝑓𝜈𝑑).

(6)

In (6), 𝑑 stands for the distance between transmit‑
ter and receiver, and 𝑘𝑎𝑏𝑠(𝑓𝜈, 𝑑) denotes the frequency‑
dependent medium absorption coefϐicient. The NLOS
components depend additionally on the reϐlection coef‑
ϐicient of the correponding surface. The squared magni‑
tude of the 𝑖th NLOS coefϐicient assuming ϐirst‑order re‑
ϐlection of the reϐlecting surface is given by

|𝛼𝑖(𝑓𝜈, 𝜁𝑖)|2 = Γ2
𝑖 (𝑓𝜈, 𝜁𝑖) ( 𝑐

2𝜋𝑓𝜈(𝑑𝑖,1 + 𝑑𝑖,2))
2

× 𝑒−𝑘𝑎𝑏𝑠(𝑓𝜈(𝑑𝑖,1+𝑑𝑖,2)),
(7)

where Γ𝑖(𝑓𝜈, 𝜁𝑖) is the product of the Fresnel reϐlection
coefϐicient and the scattering coefϐicient and can be calcu‑
lated as given in [6]. Due to the high reϐlection loss in the
THz band, the restriction to ϐirst‑order reϐlection MPCs is
justiϐied.
In [22], the authors advocated the extension of a statisti‑
cal channel model to the THz case in order to character‑
ize the reϐlection behavior of the furniture. As discussed
in [8], [24] and [22], modeling the reϐlection components
due to furniture by the ray‑tracing technique is not feasi‑
ble due to an extremely high computational load. Thus,
we adopt the hybrid channel modeling idea in [22] that
the LOS component and the reϐlection components due
to the walls and ceiling are generated by the ray‑tracing
technique and the reϐlection components due to the fur‑
niture are generated via the Saleh‑Valenzuela (S‑V) chan‑
nel model. We adopt the parameters’ setting of the S‑V
channel model in [22]. The details of this hybrid channel
modeling can be found in [22].

2.3 Beamforming framework
From a system level, the beamforming at the transmit‑
ter is required to maximize the sum receive power over
the transmission band. If H[𝜈] for all 𝜈 = 1, 2, ⋯ , 𝑁 is
known at the transmitter, the optimal beamforming vec‑
tor can be computed using the approach provided in [10].
However, in THz communications it is not practical to per‑
form an entry‑wise estimation of the channel matrix at
the transmitter, which has a large scale due to the large

antenna arrays. Thus, selecting the beam code from a pre‑ 
deϐined codebook is frequently considered in THz com‑ 
munications.
For a LOS scenario in THz band, the channel is dominated 
by the LOS component assuming its power is signiϐicantly 
larger than that of the other MPCs [8], [6]. In such a 
case, the beamforming problem is simpliϐied to ϐinding 
the AoD of the LOS component, and setting the beamfor-
ming vector as the steering vector pointing to the AoD of 
the LOS component. Thus, the codebook is composed 
only of steering vectors. In addition, in the LOS 
scenario, the coherence bandwidth is relatively larger 
due to the dominance of the LOS component, i.e., the LOS 
channel exhibits a ϐlatter frequency response than that 
of the NLOS channel. Thus, neighboring subcarriers can 
employ the same beamforming vector.
However, in an indoor THz scenario, the LOS propagation 
might be blocked by the presence of obstacles like mo-
ving persons, furniture, or many diverse objects [6]. In that 
case, the codebook cannot be designed as the composition 
of steering vectors anymore but has to be speciϐically tai‑ 
lored to the NLOS scenario. Also, the NLOS channel may 
be frequency‑selective due to the absence of the LOS 
component. Therefore, each subcarrier should be 
assigned a carefully designed code word.
According to the aforementioned difference between the 
LOS beamforming and the NLOS beamforming, a pre‑ 
judgement regarding the propagation scenario has to be 
conducted before beamforming. Since the LOS compo‑ 
nent power is nearly 20 dB larger than that of the NLOS 
components in the considered typical indoor scenario, the 
channel can be classiϐied by the receive power. For a 
training block, if the measured receive power is higher 
than a threshold 𝑃𝑡ℎ,  the channel will be classiϐied to a 
LOS channel, and the LOS beamforming procedure will be 
performed in the BA phase. Otherwise, the channel will be 
considered as a NLOS channel and the procedure for the 
NLOS beamforming will take place in the following BA 
phase. The power threshold 𝑃𝑡ℎ depends on the geome‑ 
try of the propagation scenario, the humidity of the atmo‑ 
sphere and the material of the reϐlecting objects. Thus, the 
power threshold must be designed based on the given 
propagation scenario and no general rule regarding its se‑ 
lection can be introduced. The adopted power threshold 
choice will be discussed in detail in Section 3. After the 
channel assessment, the beamforming vectors for each 
subcarrier are determined by the corresponding BA 
procedure, which will be discussed in detail in Section 4.

3. CODEBOOK DESIGN
In this section, we discuss the hierarchical beam code‑ 
book used in hierarchical beam alignment. Hierarchical 
codebooks have been already studied in [25]. The hie-
rarchical codebook is also the core of the hierarchical 
beam alignment, which helps to improve the efϐiciency in 
searching for the best beam code. In this section, we ϐirst 
introduce the deϐinition of the hierarchical codebooks,
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Fig. 3 – The beam coverage of a 3‑layer hierarchical codebook.

then discuss the design of the hierarchical codebooks in
the LOS scenarios and the NLOS scenarios.

3.1 Deϐinition
Before introducing the deϐinition of a hierarchical code‑
book, we ϐirst deϐine the beam coverage𝐶𝑉 (w𝑖) of a code
wordw𝑖 within a codebookW. Letℋ denote the set of all
possible channel snapshots within the given indoor prop‑
agation scenario, which is called the channel domain in
the following. The beam coverage𝐶𝑉 (w𝑖) of a codeword
w in a codebookW is a subset of the channel domain ℋ,
where the receive powerwith𝐶𝑉 (w𝑖) is strongest among
all code words inW, i.e.,

𝐶𝑉 (w𝑖) = {H ∣ ‖Hw𝑖‖2 = maxw𝑗∈W‖Hw𝑗‖2,H ∈ ℋ} .
(8)

Note that for each channel realization H in ℋ, there is al‑
ways a code word inW aligned to H. In other words, the
union of the beam coverages of all code words composes
the channel domain ℋ, i.e.,

∪w𝑗∈W𝐶𝑉 (w𝑗) = ℋ. (9)

A hierarchical codebook is a family of 𝐼 sub‑codebooks
W𝑖, 1 ≤ 𝑖 ≤ 𝐼 . In this work, we only consider the bi‑
nary hierarchical codebook, which means the size of the
𝑖th codebook is twice of the size of the (𝑖−1)th codebook.
The code words in the sub‑codebook are layered due to
their beam coverage as shown in Fig. 3. Let w(𝑖, 𝑗), 1 ≤
𝑖 ≤ 𝐼, 1 ≤ 𝑗 ≤ 2𝑖−1 denote the 𝑗th code word in the 𝑖th
layer. The beam coverage of all code words in the ϐirst
𝐼 − 1 layers must satisfy the following criterion:
Criterion 1: The beamcoverage𝐶𝑉 (w(𝑖, 𝑗)) of an arbitary
codewordw(𝑖, 𝑗) should be theunionof those of two code
words in the next layer, i.e.,

𝐶𝑉 (w(𝑖, 𝑗)) = 𝐶𝑉 (w(𝑖 + 1, 2𝑗 − 1)) ∪ 𝐶𝑉 (w(𝑖 + 1, 2𝑗)),
(10)

where 0 ≤ 𝑖 ≤ 𝐼 − 1. w(𝑖, 𝑗) is called the parent ofw(𝑖 +
1, 2𝑗−1) andw(𝑖+1, 2𝑗), andw(𝑖+1, 2𝑗−1),w(𝑖+1, 2𝑗)
are called the children ofw(𝑖, 𝑗).
The above criterion guarantees the codebook is tree‑like,
which can be used in the hierarchical beam alignment.
In the HBA algorithm, which will be introduced in Sec‑
tion 4, the algorithm converges to a beam code in the
highest layer with high probability. Thus, the average

beamforming gain of a given hierarchical codebookW =
{W1,W2, ⋯ ,W𝐼} is deϐined as the average receive power
̄𝑟(W) of the best beam code in the highest layer, i.e.,

̄𝑟(W) = ∫
H∈ℋ

maxw(𝐼,𝑗)∈W𝐼 ‖Hw(𝐼, 𝑗)‖2
2𝑓H(H) 𝑑H, (11)

where 𝑓H(H) is the Probability Density Function (PDF) of
H. The aim of the codebook design is to generate a code‑
bookW satisfying Criterion 1 meanwhile maximizing the
beamforming gain ̄𝑟(W) overℋ. Meanwhile, the transmit
power must be limited. Without loss of generality, we as‑
sume that the 𝑗‑th beamforming code wordw(𝑖, 𝑗) in the
𝑖‑th layer has unit norm, i.e.,w𝐻(𝑖, 𝑗)w(𝑖, 𝑗) = 1.
The codebookdesign problem introduced above is formu‑
lated on the basis of the codebook design in [25]. How‑
ever, in [25], mainly the criteria for a hierarchical code‑
book are proposed and the objective function of the code‑
book design problem is not explicitly stated. In this work,
the two criteria for the hierarchical codebook in [25] are
modiϐied to a single criterion by adjusting the deϐinition
of the beam coverage. In addition, the beamforming gain
of the codes in a hierarchical codebook is utilized in this
work as an objective function, which can be regarded as a
supplement of the codebook design in [25].

3.2 LoS codebook design

In this subsection, a LoS propagation scenario is consid‑
ered, where the LoS component is always obtained. Based
on the measurement results in [20], the power of the LOS
component is nearly 20 dB larger than the power of the
NLOS components in the THz band in a typical propaga‑
tion scenariodue to thehigh reϐlectionand scattering loss.
Therefore, the channel in THz LOS scenario is in principle
LOS‑dominant. In this case, the beam should be focused
on the LOS component.
In this paper, the receiver position is assumed to be
uniformly distributed within the considered indoor en‑
vironment in Fig. 2. Thus, the LOS spatial angle
Φ = 2𝜋𝑓𝜈𝑟

𝑐 sin𝜙𝐿𝑂𝑆 is considered as uniformly distributed
within (0, 2𝜋), where 𝑟 is the antenna spacing. Due to the
LOS‑dominant channel property in the considered sce‑
nario, the beamforming gain of a given hierarchical code‑
bookW = {W1,W2, ⋯ ,W𝐼} is deϐined as the the receive
power of the best beam code in the highest layer for the
LOS component with spatial angle Φ, i.e.,

𝑔(Φ) = maxw∈W𝐼 ‖a𝑇
𝑠 (𝑁𝑇 , Φ)w‖2

2. (12)

where a𝑠(𝑁𝑇 , Φ) = [1, ⋯ , 𝑒𝑗Φ, ⋯ , 𝑒𝑗(𝑁𝑇 −1)Φ]𝑇 . The code‑
book design problem is equivalent to maximizing the av‑
erage beamforming gain over Φ ∈ (0, 2𝜋). Hence, the
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(b) Beamforming gain in dB of the
maximum ratio transmission in the
LOS indoor scenario without furni‑
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LOS indoor scenario with furniture.
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Fig. 4 – Beamforming gain of different codebooks in the given indoor propagation scenario with a carrier frequency of 100 GHz single‑frequency trans‑
mission.

codebook design problem can be written as

maxW ∫
2𝜋

Φ=0
𝑔(Φ)𝑑Φ

s.t. w𝐻(𝑖, 𝑗)w(𝑖, 𝑗) = 1, 1 ≤ 𝑖 ≤ 𝐼, 1 ≤ 𝑗 ≤ 2𝑖−1

𝐶𝑉 (w(𝑖, 𝑗)) = 𝐶𝑉 (w(𝑖 + 1, 2𝑗 − 1))∪
𝐶𝑉 (w(𝑖 + 1, 2𝑗)), 1 ≤ 𝑖 ≤ 𝐼 − 1, 1 ≤ 𝑗 ≤ 2𝑖−1,

(13)
where w(𝑖, 𝑗) denotes the 𝑗th code word in the 𝑖th layer.
The above optimization problem is a non‑convex prob‑
lem due to the non‑convex constraints. Hence, it is difϐi‑
cult to obtain the globally optimum solution for the code‑
book W. However, the objective function value depends
only on the sub‑codebook in the highest layer, i.e.,W𝐼 =
[w1,w2, ⋯ ,w𝑇

2𝐼−1 ]. One greedy approach for the code‑
book design problem is to choose the sub‑codebook in
the highest layer W𝐼 for maximization of the objective
function value. Then, the highest sub‑codebookW𝐼 is ex‑
tended to a hierarchical codebook. The design problem
for the highest layer sub‑codebookW𝐼 is given by

maxW𝐼 ∫
𝜙
maxw∈W𝐼 ‖a𝑇 (𝑁𝑇 , 𝜙)w‖2

2 𝑑𝜙

s.t. w𝐻(𝐼, 𝑗)w(𝐼, 𝑗) = 1, 1 ≤ 𝑗 ≤ 2𝐼−1.
(14)

This optimization problem is non‑convex since the objec‑
tive function is a non‑concave function. Theorem 1 shows
that the DFT codebook will be one of the locally optimum
solutions for the above optimization problem if the high‑
est layer sub‑codebook size is ϐixed to 𝑁𝑇 . In [9], the uni‑
tary DFT matrix W𝑁𝑡

is chosen as the codebook for the
beam alignment, which is given by

W𝑁𝑡
= 1

√𝑁𝑡
[a𝑠(𝑁𝑡, Φ1), ⋯ , a𝑠(𝑁𝑡, Φ𝑛), ⋯ , a𝑠(𝑁𝑡, Φ𝑁𝑡

)],
(15)

with a𝑠(𝑁𝑡, Φ𝑛) = [1, 𝑒𝑗Φ𝑛 , ⋯ , 𝑒𝑗(𝑁𝑡−1)Φ𝑛]𝑇 . Here, Φ𝑛 =
𝜋(2𝑛−1)

𝑁𝑡
, 𝑛 ∈ {1, ⋯ , 𝑁𝑡} denotes the spatial angle of the

𝑛‑th beam.
Theorem 1: The unitary DFT matrix F is one of the locally 
optimum solutions for the above optimization problem if 
the codebook size is ϐixed to 𝑁𝑇

Proof. See Appendix A.

Fig. 4 illustrates the beamforming gain for the LOS case 
in the given indoor scenario. Here, 100 × 100 sampling 
points are considered and their beamforming gains are 
obtained. The beamforming gain deϐinition can be found 
in (11), which is the objective function of the proposed 
codebook design. The performance of the resulting code‑ 
book can be evaluated by the beamforming gain shown in 
Fig. 4.
In Fig. 4(a) and 4(b), only the multipath component 
generated by a ray‑tracing algorithm is considered. 
Fig. 4(a) illustrates the beamforming gain of the DFT 
codebook in the considered LOS indoor propagation 
scenario. Compared to the beamforming gain of the 
Maximum Ratio Transmission (MRT) in Fig. 4(b), which 
is considered as the upper bound of the beamforming 
gain, the beamforming gain of the DFT codebook within 
the entire indoor environment is close to that of MRT. 
Hence, the hierarchical DFT codebook entails only a 
slight performance loss with a small codebook size, 
which can be considered as a welltailored codebook for 
the LOS scenario.
Fig. 4(c) and Fig. 4(d) illustrate the beamforming gain of 
the DFT codebook and MRT, respectively, for the LOS case 
in the given indoor scenario with furniture. The beam‑ 
forming gains of 100 × 100 sampling points have been 
obtained. For one sampling point, 100 statistical chan‑ 
nel snapshots have been generated to obtain the 
average beamforming gain. The difference between the 
beamforming gain of the DFT codebook and MRT is 
insignificant, which suggests that the DFT codebook 
achieves a promising performance even in a complex 
indoor scenario.
To generate the sub‑codebooks in lower layers, the beam 
coverage of the DFT codebook should be determined. 
Based on the deϐinition of the beam coverage in Criterion 
1, the beam coverage of a beam code w(𝐼, 𝑗) in 𝐼t h layer 
is given by

𝐶𝑉 (w(𝐼, 𝑗)) = (2𝜋(𝑗 − 1)
𝑁𝑇

, 2𝜋𝑗
𝑁𝑇

) . (16)
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𝐶𝑉 (w(𝑖, 𝑗)) = (2𝜋(𝑗 − 1)2𝐼−𝑖

𝑁𝑇
, 2𝜋𝑗2𝐼−𝑖

𝑁𝑇
) . (17)

In the LOS scenario, a code wordw(𝑖, 𝑗) is identical to the
steering vector located in the center of its corresponding
beam coverage 𝐶𝑉 (w(𝑖, 𝑗)), which is given by

w(𝑖, 𝑗) = a(𝑁𝑇 , Φ𝑖,𝑗), (18)

where Φ𝑖,𝑗 = 𝜋(2𝑗−1)2𝐼−𝑖

𝑁𝑇
. Theorem 1: The beam coverage

𝐶𝑉 (w(𝑖, 𝑗)) of the 𝑗‑th code word in the 𝑖‑th layer can be
expressed as

𝐶𝑉 (w(𝑖, 𝑗)) = {Φ ∣ Φ ∈ [2𝜋(2𝑗 − 2)
2𝑖 , 4𝑗𝜋

2𝑖 ]} .

Proof. See Appendix B.

3.3 NLOS codebook design
In an indoor scenario, the LOS component might be
blocked by obstacles such as persons, furniture, or many
other diverse objects. In this case, utilizing the power
from NLOS components will be essential for the beam‑
forming performance. Consider a hierarchical codebook
W = {W1,W2, ⋯ ,W𝐼} with 𝐼 layers. The codebook de‑
sign problem can be written as

maxW ∫
𝜁
maxw(𝐼,𝑗)∈W𝐼 ‖w(𝐼, 𝑗)H𝑁𝐿𝑂𝑆(𝑓𝜈, 𝜁)‖2

2

𝑓𝜁(𝜁)d𝜁
s.t. w𝐻(𝑖, 𝑗)w(𝑖, 𝑗) = 1,

𝑖 = 1, 2, ⋯ , 𝐼, 𝑗 = 1, 2, ⋯ , 2𝑖−1

𝐶𝑉 (w(𝑖, 𝑗))
= 𝐶𝑉 (w(𝑖 + 1, 2𝑗 − 1)) ∪ 𝐶𝑉 (w(𝑖 + 1, 2𝑗))

(19)
where 𝑓𝜁(𝜁) is the PDFof the geometry information. How‑
ever, modeling the NLOS components’ behavior in the
THz band is still an open problem. It is difϐicult to model
theNLOS channel analytically including the reϐlection and
scattering behavior. Faced with this challenge in the
NLOS scenario, it is generally intricate to ϐind an analyt‑
ical method to generate the codebook in the NLOS sce‑
nario. Therefore, a data‑driven codebook design such as
the one proposed in [17] is of great beneϐit for the con‑
sidered indoor THz NLOS scenario. In the data‑driven ap‑
proach, the integral over the indoor scenario is approxi‑
mated by the average over 𝑁𝑝 realizations of the indoor
channel. In particular, the objective function is deϐined as

𝑓𝑁𝐿𝑂𝑆(W) =
𝑁𝑝

∑
𝑖=1

maxw(𝐼,𝑗)∈W𝐼 ‖H𝜈,𝑖
𝑁𝐿𝑂𝑆w(𝐼, 𝑗)‖2

2, (20)

maxW 𝑓𝑁𝐿𝑂𝑆(W)
s.t. w𝐻(𝑖, 𝑗)w(𝑖, 𝑗) = 1,

𝑖 = 1, 2, ⋯ , 𝐼, 𝑗 = 1, 2, ⋯ , 2𝑖−1

𝐶𝑉 (w(𝑖, 𝑗)) =
𝐶𝑉 (w(𝑖 + 1, 2𝑗 − 1)) ∪ 𝐶𝑉 (w(𝑖 + 1, 2𝑗)).

(21)
The above optimization problem cannot be solved di‑
rectly since the second hierarchical structure constraint
is non‑convex. Hence, before solving the overall hierar‑
chical codebook design problem, a single layer codebook
design problem is solved since the objective function de‑
pends only on the highest layer sub‑codebook. For a sin‑
gle layer codebookW = [w1,w2, ⋯ ,w𝐽 ], where 𝐽 is the
codebook size, the optimization problem is given by

maxW
𝑁𝑝

∑
𝑖=1

maxw𝑗∈W‖H𝜈,𝑖
𝑁𝐿𝑂𝑆w𝑗‖2

2

s.t. w𝐻
𝑗 w𝑗 = 1, 𝑗 = 1, 2, ⋯ , 𝐽

(22)

Theorem 3: Let Ĥ𝜈,𝑖 and denote (H𝜈,𝑖
𝑁𝐿𝑂𝑆)𝐻H𝜈,𝑖

𝑁𝐿𝑂𝑆 . The
distance 𝐷(X,Y) between two 𝑁𝑡 × 𝑁𝑡 matrices X and Y
is deϐined as

𝐷(X,Y) = tr((X − Y)(X − Y)𝐻). (23)

The optimization problem in (22) is equivalent to a dis‑
tance minimization problem, i.e.,

minW
𝑁𝑝

∑
𝑖=1

𝜈0+𝑀−1
∑
𝜈=𝜈0

minw𝑗∈W𝐷(Ĥ𝜈,𝑖,w𝑗w𝐻
𝑗 )

s.t. w𝐻
𝑗 w𝑗 = 1, 𝑗 = 1, 2, ⋯ , 𝐽

(24)

Proof. See Appendix C.

One well‑known algorithm to solve the distance mini‑ 
mization problem is k‑means clustering, which is an un‑ 
supervised machine learning algorithm. Here Ŵ 𝑗, 𝑗 = 
1, 2, ⋯ , 𝐽 and Ĥ𝜈,𝑖, 𝑖 = 1, 2, ⋯ , 𝑁𝑝 are regarded as the
clustering centers in k‑means clustering and the training 
data set, respectively. The overall training data set is de‑ 
noted as ℋ𝑁𝐿𝑂𝑆 . The algorithm proceeds by alternating 
between assignment step and update step as described in 
the following.

According to Criterion 1 of the hierarchical codebook, the 
beam coverage of a beam code w(𝑖, 𝑗), 𝑖 = 1, 2, ⋯ , 𝐼 − 1 is 
determined by

where H𝜈
𝑁

,𝑖
𝐿𝑂𝑆 is the NLOS channel frequency response of

𝑖t h realization at frequency 𝑓𝜈 .  The corresponding 
modiϐied codebook design problem reads
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(a) Beamforming gain in dB of the hierarchical DFT
codebook in the NLOS case without furniture.
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(b) Beamforming gain in dB of the maximum ratio
transmission in the NLOS case without furniture.
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(c) Beamforming gain in dB of the hierarchical k‑
means codebook in the NLOS case without furni‑
ture.
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(d) Beamforming gain in dB of the hierarchical DFT
codebook in the NLOS case with furniture.
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(e) Beamforming gain in dB of the maximum ratio
transmission in the NLOS case with furniture.
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(f) Beamforming gain in dB of the hierarchical k‑
means codebook in the NLOS case with furniture.

Fig. 5 – Beamforming gain of different approaches for the given indoor NLOS propagation scenario with carrier frequency of 100 GHz single‑frequency
transmission.

Algorithm 1 Hierarchical k‑means clustering
Input: ℋ𝑁𝐿𝑂𝑆, 𝐼
Output: W = {W1,W2, ⋯ ,W𝐼}
1: Initialization:H̃1

1 = ∑H𝜈,𝑖∈ℋ𝑁𝐿𝑂𝑆
(H𝜈,𝑖);

2: w1,1 = argmaxw𝐻w≤1w𝐻H̃1
1w

3: for all 2 ≤ ℎ ≤ 𝐼 do
4: for all 1 ≤ 𝑗 ≤ 2ℎ−2 do
5: Initialization: generate the initial codebook

Wℎ,𝑗 = {w(ℎ, 2𝑗 − 1),w(ℎ, 2𝑗)} andWℎ,𝑗
𝑜𝑙𝑑 = 0;

6: while Wℎ,𝑗 ≠ Wℎ,𝑗
𝑜𝑙𝑑 do

7: Wℎ,𝑗
𝑜𝑙𝑑 = Wℎ,𝑗;

8: 𝐶𝑉 (w(ℎ, 2𝑗 − 1)) = 𝐶𝑉 (w(ℎ, 2𝑗)) = ∅
9: H̃ℎ,2𝑗−1 = H̃ℎ,2𝑗 = 0;

10: Ŵℎ,2𝑗 = w(ℎ, 2𝑗)w𝐻(ℎ, 2𝑗)
11: Ŵℎ,2𝑗−1 = w(ℎ, 2𝑗 − 1)w𝐻(ℎ, 2𝑗 − 1)
12: for all H𝜈,𝑖 ∈ 𝐶𝑉 (w(ℎ − 1, 𝑗)) do
13: if 𝐷(H𝜈,𝑖, Ŵℎ,2𝑗) ≤ 𝐷(H𝜈,𝑖, Ŵℎ,2𝑗−1) then
14: 𝑘 = 2𝑗;
15: else
16: 𝑘 = 2𝑗 − 1;
17: end if
18: 𝐶𝑉 (w(ℎ, 𝑘)) = 𝐶𝑉 (w(ℎ, 𝑘)) ∪ H𝜈,𝑖 and

H̃ℎ,𝑘 = H̃ℎ,𝑘 + H𝜈,𝑖;
19: end for
20: solve w(ℎ, 𝑘) = argmaxw𝐻w≤1w𝐻H̃ℎ,𝑘w for

𝑘 = 2𝑗 − 1 and 𝑘 = 2𝑗
21: end while
22: end for
23: end for

Assignment step: Assign each training channel Ĥ𝑖 to the
corresponding clustering center Ŵ𝑗, which provides the
minimum distance 𝐷(Ĥ𝑖, Ŵ𝑗). This means the training
channel set is divided into𝐽 clusters, i.e.,ℋ1, ℋ2, ⋯ , ℋ𝐽 .
The 𝑗th cluster is expressed mathmatically as

ℋ𝑗 = {Ĥ𝜈,𝑖|𝑗 = argmin1≤𝑗≤𝐽𝐷(Ĥ𝜈,𝑖, Ŵ𝑗)} (25)

Update step: Recalculate centers for the training channels
assigned to each cluster. This is done by solving the fol‑
lowing optimization problem for 𝑗 = 1, 2, ⋯ , 𝐽

minW ∑
H∈ℋ𝑗

𝐷(H,W)

s.t. tr(W) = 1, 𝑗 = 1, 2, ⋯ , 𝐽
rank(W) = 1.

(26)

Theorem 4: The globally optimal solution ofW for (26) is
given by

W = w𝑚𝑎𝑥w𝐻
𝑚𝑎𝑥, (27)

where w𝑚𝑎𝑥 is the eigenvector of ∑H∈ℋ𝑗
H correspond‑

ing to its largest eigenvalue.

Proof. See Appendix D.

However, the aforementioned approach only generates a 
single layer codebook, which cannot be adopted for HBA. To 
guarantee the hierarchical structure of the ϐinal resul-ting 
codebook, one variant of k‑means clustering, named 
hierarchical k‑means clustering, is introduced here. The 
procedure of hierarchical k‑means clustering is shown in 
Algorithm 1. The most important property of hierarchical
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In this work, we mainly focus on the beam alignment 
problem for SU‑MIMO transmission. Nevertheless, the 
proposed beam alignment framework can be adjusted to 
the multi‑user case in a straightforward manner due to 
the sub‑band‑wise beam alignment setting. For the multi‑ 
user scenario, different users are assigned to different 
sub‑bands such that the sub‑band‑wise beam alignment 
problem is reformulated to a multi‑user beam alignment 
problem. This idea is similar to the frequency division 
multiple access in conventional communication systems. 
The only change here is the determination of the number 
of sub‑bands, which should be chosen based on both the 
number of users and the number of transmit antennas.

4.1.2 NLOS beam alignment
In the NLOS scenario, the receive signal consists of se-
veral NLOS MPCs. To utilize the power of the NLOS 
com‑ ponents, the hierarchical k‑means codebook 
described in Section 3 is implemented in this scenario. 
Due to the high frequency selectivity of the considered 
THz NLOS channel, even the frequency response of 
two neighbor‑ ing subcarrier may be quite distinct. 
Thus, the sub‑band beam alignment as used for the LOS 
scenario is not con‑ sidered in the NLOS case. Instead, 
speciϐic beams need to be aligned to each subcarrier used 
in an SC‑FDMA system for a fully optimum performance.
The BA problem for the 𝜈t h subcarrier is equivalent to 
ϐinding the beam code w∗

𝜈 from the hierarchical k‑means 
codebook with maximal mean receive power for the 𝜈t h 
subcarrier. Here, the mean receive power 𝑃𝜈(w𝜈) for pre‑ 
coding vector w𝜈 and the 𝜈t h subcarrier is given by

𝑃𝜈(w𝜈) = w𝐻
𝜈 H𝐻 [𝜈]H[𝜈]w𝜈 + 𝑁𝑅𝜎2

𝑛. (30)

Similar to the extension to multi‑user transmission in the 
LOS case, the beam alignment framework for the NLOS 
scenario can be adjusted to a multi‑user transmission as 
well. In the case of multi‑user transmission, different 
users are assigned to different subcarriers such that the 
subcarrier‑wise beam alignment algorithm is modiϐied to 
a multi‑user beam alignment algorithm.

4.1.3 HBA problem formulation
To accelerate the BA process in the large‑scale MIMO case, 
we reformulate the BA problem to a stochastic MAB prob‑ 
lem for stationary environments. The transmission sys‑ 
tem is considered as a time slotted system with 𝑇 time 
slots to search for the optimal beam. At the begining of the 
BA phase, the propagation scenario can be determined 
at the transmitter side based on the feedback of the re‑ 
ceive power proϐile. If the propagation environment is an 
LOS scenario, the sub‑band BA discussed in the LOS beam 
alignment is adopted for the following BA procedure. 
Otherwise, the subcarrier BA introduced in the NLOS 
beam alignment is utilized.
If an LOS component can be received, all 𝑀 subcarriers 
will be divided into 𝑛𝑠 sub‑bands and each sub‑band has

to be alignedwith an optimal beam. Thus, the BAproblem
is transformed to𝑛𝑠 parallel BA problems, where𝑛𝑠 is the
number of sub‑bands. For the 𝑖th sub‑band, we interpret
its receive power as the measured reward 𝑟𝑖, i.e.,

𝑟𝑖 =
𝜈0(𝑖)+𝑛𝑠𝑢𝑏−1

∑
𝜈=𝜈0(𝑖)

‖r[𝜈]‖2
2, (31)

where r[𝜈] is the receive signal vector for the 𝜈th sub‑ 
carrier. Consider the beam codes in the hiearchical DFT 
codebook as the arms in an MAB framework. Due to the 
randomness of data and noise, the reward 𝑟𝑖 is a random 
variable. This indicates that our LOS BA problem can be 
classiϐied as a stochastic MAB problem. Assuming a sta‑ 
tionary indoor scenario, we consider the channel as con‑ 
stant during the BA process. For simplicity, the reward 
is modeled as Gaussian distributed with variance 𝑛𝑠𝑢𝑏𝜎2. 
The average payoff function 𝔼[𝑟𝑖(w𝑖)] for a beam code w𝑖
in the hierarchical DFT codebook is equivalent to the 
average receive power 𝑃𝑖(w𝑖),

𝔼[𝑟𝑖(w𝑖)] = 𝑃𝑖(w𝑖), (32)

In the time slot 𝑡, the transmitter selects a beam code
w𝑖(𝑡) from the hierarchical DFT codebookW𝐷𝐹𝑇 for the
𝑖th sub‑band. At the receiver, the power 𝑟𝑖(w𝑖(𝑡)) of the
𝑖th sub‑band is measured and fed back to the transmit‑
ter. At the end of time slot 𝑡, the transmitter obtains the
measured rewards of all sub‑bands for this time slot and
decides which arm to select for which sub‑band based on
a speciϐic rule for the next time slot 𝑡 + 1.
For a stochastic MAB problem, the performance of the al‑
gorithm is evaluated via the expected cumulative regrets
over 𝑇 time slots. Here, the expected cumulative regrets
for the 𝑖th sub‑band 𝑅𝑖(𝑇 ) is deϐined as the expected dif‑
ference between the cumulative reward of the optimal
armw∗

𝑖 and the cumulative reward of the proposed algo‑
rithm for 𝑖th sub‑band, given by

𝑅𝑖(𝑇 ) =
𝑇

∑
𝑡=1

(𝑟𝑖 (w∗
𝑖 ) − 𝑟𝑖 (w𝑖(𝑡))) . (33)

The objective of the design of theMAB algorithm is to ϐind
a selection policy thatminimizes the sum expected cumu‑
lative regret𝑅𝐿𝑂𝑆(𝑇 ) over all sub‑bands, i.e.,𝑅𝐿𝑂𝑆(𝑇 ) =
∑𝑛𝑠

𝑖=1 𝑅𝑖(𝑇 ).
The BA problem for the NLOS scenario is similar to that
for the LOS scenario. Here, the BA problem can be trans‑
formed to 𝑀 parallel BA problem. For the 𝜈th subcarrier,
we interpret its receive power ‖r[𝜈]‖2

2 as themeasured re‑
ward 𝑟𝜈 , and consider the beam codes in the hierarchical
k‑means codebookas the arms in anMAB framework. The
reward is modeled as Gaussian distributed with variance
𝜎2. The average payoff function 𝔼[𝑟𝜈(w𝜈)] for beam code
w𝜈 is equivalent to the average receive power 𝑃𝜈(w𝜈),

𝔼[𝑟𝜈(w𝜈)] = 𝑃𝜈(w𝜈) = 𝜎2
𝑎w𝐻

𝜈 H𝐻 [𝜈] H[𝜈] w𝜈 + 𝑁𝑟𝜎2
𝑛.
(34)
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In each time slot 𝑡, the transmitter selects beam codes for
each subcarrier from the hierarchical k‑means codebook.
At the receiver, the receive power 𝑟𝜈 for the 𝜈th subcarrier
is measured and fed back to the transmitter. At the end of
time slot 𝑡, the transmitter obtains themeasured rewards
of all subcarriers for this time slot and decides which arm
to select for which subcarrier based on a speciϐic rule for
the next time slot 𝑡+1. In theNLOS scenario, the expected
cumulative regrets 𝑅𝜈(𝑇 ) for 𝜈th subcarrier is given by

𝑅𝜈(𝑇 ) =
𝑇

∑
𝑡=1

(𝑟𝜈 (w∗
𝜈) − 𝑟𝜈 (w𝜈(𝑡))) . (35)

where w∗
𝜈 is the optimal beam code for the 𝜈th subcar‑

rier. The objective of the algorithm design for the NLOS
case is to ϐind a selection policy that minimizes the sum
expected cumulative regret 𝑅𝑁𝐿𝑂𝑆(𝑇 ) over all subcarri‑
ers, i.e., 𝑅𝑁𝐿𝑂𝑆(𝑇 ) = ∑𝜈0+𝑀−1

𝜈=𝜈0
𝑅𝜈(𝑇 ).

4.2 HBA procedure
In the following, we extend the HBA algorithm proposed 
in [9] to the considered LOS and NLOS SC‑FDMA trans‑ 
mission. As mentioned, the BA problems for both LOS 
and NLOS scenarios, respectively, can be decomposed 
into several independent sub‑BA problems, which can be 
solved in parallel. The HBA algorithm discussed in the fol‑ 
lowing provides an efϐicient approach to solve one inde‑ 
pendent BA problem, such as a sub‑band BA problem in 
the LOS case and a subcarrier BA problem in the NLOS 
case, respectively.
The procedure of the HBA algorithm is shown in Algo‑ 
rithm 2. The algorithm is designed based on the hierar‑ 
chical structure of the average payoff function with re‑ 
spect to the code words. For a single BA problem, con‑ 
sider the beam code w(𝑖, 𝑗) in the hierarchical codebook. 
If w(𝑖, 𝑗) performs well, its left child w(𝑖 + 1, 2𝑗 − 1) and 
right child w(𝑖 + 1, 2𝑗) are highly likely to perform well, 
too. Hence, the algorithm will explore intensively within 
the beam coverage 𝐶𝑉 (w(𝑖, 𝑗)) with a good reward and 
loosely in others. For this proposal, a search tree is gene-
rated with nodes associated with the beam coverage, 
independently for each sub‑BA problem. The node in a 
higher layer covers a smaller region as discussed in the 
codebook design part. The algorithm operates in discrete 
time slots, and in each time slot 𝑡,  a new beam code is 
chosen by a deterministic rule based on the attributes of 
the search tree. The code selection procedure is executed 
independently for each sub‑band or subcarrier in the 
LOS or NLOS scenario, respectively. After measurement 
at the receiver, the observed rewards will be fed back to 
the transmitter. Afterwards, the transmitter updates the 
attributes of the entire search tree based on the newly 
observed rewards 𝑟𝑡 and the newly selected code is 
added to the search tree. By repeating this selection‑
update process, the HBA algorithm narrows the sear-
ching region intelligently until a close‑to‑optimal beam 
code is selected.

Algorithm 2 HAB Procedure in SC‑FDMA
Input: 𝜌1, 𝛾, 𝜎2, 𝑡𝑚𝑎𝑥
Output: b∗

1: Initialization: Set T𝑡 = {(1, 1)}, 𝑄2,1 = 𝑄2,2 = +∞
and 𝑏𝑡 = (1, 1);

2: while 𝑏𝑡 ≠ 𝑏𝑡−1 && 𝑡 < 𝑡𝑚𝑎𝑥 do
3: ℎ = 1, 𝑗 = 1 and ℙ = {(ℎ, 𝑗)};
4: New Node Selection
5: while (ℎ, 𝑗) ∈ T𝑡 do
6: Select new node (ℎ, 𝑗) based on (36);
7: ℙ = ℙ ∪ (ℎ, 𝑗);
8: end while
9: Selected new code: (𝐻𝑡, 𝐽 𝑡) = (ℎ, 𝑗);

10: Decision Tree Update: T𝑡+1 = T𝑡 ∪ (𝐻𝑡, 𝐽 𝑡);
11: Measure the reward 𝑟𝑡;
12: Attribute Update
13: for all (ℎ, 𝑗) ∈ T𝑡 do
14: if (ℎ, 𝑗) ∈ ℙ then
15: update 𝑁ℎ,𝑗(𝑡), 𝑅ℎ,𝑗(𝑡) and 𝐸ℎ,𝑗(𝑡) with (37),

(38) and (39), respectively;
16: end if
17: update 𝐸ℎ,𝑗(𝑡) with (39);
18: end for
19: 𝑄𝐻𝑡+1,2𝐽𝑡−1(𝑡) = 𝑄𝐻𝑡+1,2𝐽𝑡−1(𝑡) = +∞;
20: for all (ℎ, 𝑗) ∈ T𝑡 do
21: update 𝑄ℎ,𝑗(𝑡) with (40);
22: end for
23: end while

New node selection
In the new node selection phase, the HBA will select the
beam codew𝑡 withmaximal estimatedmean reward—Q‑
value for one subcarrier or sub‑band. The procedure of
node selection can be found from line 3 to line 10 in Al‑
gorithm 2. By exploiting the hierarchical codebook struc‑
ture, a binary tree search is implemented to ϐind the new
node. The binary search tree T is initialized in the begin‑
ning. A node in T is represented by (ℎ, 𝑗), where ℎ is the
depth from the root node and 𝑗, 1 ≤ 𝑗 ≤ 2ℎ−1 is the index
at depth ℎ. The corresponding beam code of node (ℎ, 𝑗)
is w(ℎ, 𝑗). After initialization, T1 contains only the root
(1, 1). Assume T𝑡 is the search tree at time 𝑡. Starting
from the root node, the Q‑values of two child nodes are
compared until a new node (𝐻𝑡, 𝐽 𝑡) ∉ T𝑡 is selected. For
a node (ℎ, 𝑗), the selection criterion is to choose its child
(ℎ + 1, 𝑗∗) with largest Q‑value, that is:

𝑗∗ =
⎧{
⎨{⎩

2𝑗, 𝑄ℎ+1,2𝑗(𝑡) > 𝑄ℎ+1,2𝑗−1(𝑡)
2𝑗 − 1, 𝑄ℎ+1,2𝑗(𝑡) < 𝑄ℎ+1,2𝑗−1(𝑡)
2𝑗 − Ber(0.5), 𝑄ℎ+1,2𝑗(𝑡) = 𝑄ℎ+1,2𝑗−1(𝑡)

(36)
where Ber(0.5) represents a Bernoulli distributed ran‑
dom variable with a parameter of 0.5. All selected nodes
during the compare‑select procedure are saved in 𝒫,
which is the path from the root node to the selected node.
The ϐinally selected node (𝐻𝑡, 𝐽 𝑡) is added to the search
treeT𝑡 to obtain the search treeT𝑡+1 for the next time slot
𝑡 + 1, T𝑡+1 = T𝑡 ∪ (𝐻𝑡, 𝐽 𝑡).
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Attribute update
In this step, the attributes of all nodes in the search tree
T𝑡+1 are updated based on the feedback of the measured
reward 𝑟𝑡 in the current time slot. For LOS BA, 𝑟𝑡 is the
measured receive power of one sub‑band, while 𝑟𝑡 is the
measured receive power of one subcarrier in the NLOS
case. The details of the attribute update are shown in Al‑
gorithm 2 from line 12 to line 22. The update of 𝑄‑values
consists of the following steps.
At ϐirst, the number of times 𝑁ℎ,𝑗(𝑡) that node (ℎ, 𝑗) has
been visited until time slot 𝑡 is updated as

𝑁ℎ,𝑗(𝑡) = 𝑁ℎ,𝑗(𝑡 − 1) + 1, ∀(ℎ, 𝑗) ∈ 𝒫𝜈. (37)

Node (ℎ, 𝑗) must have been visited one time when it is
selected as the new node for the search tree. (ℎ, 𝑗) will
be visited one more time when one of its descendants is
added to the search tree T𝑡. The average measured re‑
ward 𝑅ℎ,𝑗 of (ℎ, 𝑗) is updated by

𝑅ℎ,𝑗(𝑡) = (𝑁ℎ,𝑗(𝑡) − 1) 𝑅ℎ,𝑗(𝑡 − 1) + 𝑟𝑡

𝑁ℎ,𝑗(𝑡)
, ∀(ℎ, 𝑗) ∈ 𝒫.

(38)
The empirical average reward 𝐸ℎ,𝑗(𝑡) of node (ℎ, 𝑗) in
time slot 𝑡 is deϐined as

𝐸ℎ,𝑗(𝑡) = { 𝑅ℎ,𝑗(𝑡) + √ 2𝜎2 log 𝑡
𝑁ℎ,𝑗(𝑡) + 𝜌1𝛾ℎ, if 𝑁ℎ,𝑗(𝑡) > 0

+∞, otherwise
(39)

where√ 2𝜎2 log 𝑡
𝑁ℎ,𝑗(𝑡) represents the conϐidencemargin related

to the uncertainty of rewards, related to random data 
and noise. With increasing 𝑁ℎ,𝑗(𝑡),  the uncertainty of 
the reward of (ℎ, 𝑗) becomes lower, since there are more 
available observations. The conϐidence margin is 
designed based on Bayesian principle and derived in 
[26]. Here, 0 < 𝛾 < 1 and 𝜌1 > 0 are parameters of the 
algorithm, and 𝜌1𝛾ℎ speciϐies the maximum variation of 
the average reward function within beam coverage 𝐶𝑉 
(w(ℎ, 𝑗)) [26], which depend on the codebook structure. 
The datails re‑ garding 𝛾 and 𝜌 selection can be found in 
[26] and [9]. If 𝛾 and 𝜌 is chosen based on the bounded
diameter prin‑ ciple and well‑shaped region principle
from [9], HBA will converge to the optimal beam code
with high probability. In the initial phase of the HBA, no
information regarding the rewards is available. Hence,
𝐸ℎ,𝑗(𝑡) is initialized by inϐinity. With abundant observed
rewards within 𝐶𝑉 (ℎ, 𝑗) available, we can tighten the
upperbound of mean rewards step by step.
Finally, the estimated maximum mean reward 𝑄(ℎ, 𝑗) in 
beam coverage 𝐶𝑉 (ℎ, 𝑗) is determined as [26]

𝑄ℎ,𝑗(𝑡) =
⎧{
⎨{⎩

min{𝐸ℎ,𝑗(𝑡),
max{𝑄ℎ+1,2𝑗−1(𝑡), 𝑄ℎ+1,2𝑗(𝑡)}},
if 𝑁ℎ,𝑗(𝑡) > 0
+∞, otherwise

(40)

When the HBA algorithm has obtained a sufϐicient num‑
ber of observed rewards within the searching tree, it will

Table 1 – SC‑FDMA system setting

Parameter Numerical Value
DFT size 𝑀 1200
DFT size 𝑁 2048
Cyclic preϐix length 𝐿𝑐 512
Transmission band 0.1 − 0.1281 THz
Number of transmit antennas 𝑁𝑡 64
Number of receive antennas 𝑁𝑟 2
Antenna gain 𝐺𝑡, 𝐺𝑅, 𝐺𝑡 = 𝐺𝑟 20 dBi
Signal constellation 4QAM

narrow its searching coverage in the highest layer. The
algorithmwill be terminated, if no new node has been se‑
lected and the selection result no longer changes, i.e.,

T𝑡+1 = T𝑡. (41)

Then, the currently selected beam w(𝐻𝑡, 𝐽 𝑡) is the de‑ 
rived beam for the correponding sub‑band and subcarrier 
in LOS and NLOS cases, respectively. According to [9], the 
computational complexity of the HBA is quadratic in the 
number of processed time slots, 𝑂(𝑇 2).

4.3 Complexity analysis
At time slot 𝑇 , for one subcarrier or sub‑band, the deci‑ 
sion tree contains 𝑇 nodes as the tree is extended by one 
node in each time slot. The attributes of all nodes in a de‑ 
cision tree should be updated in each time slot, and hence 
the run time in time slot 𝑇 is linear in 𝑇 , i.e., 𝑂(𝑇 ). As 
the algorithm is executed for 𝑇 time slots, the total com‑ 
putational complexity of the proposed HBA algorithm is 
quadratic in 𝑇 , i.e., 𝑂(𝑇 2) [9].

5. NUMERICAL RESULTS
In the following, we investigate a THz SC‑FDMA system, 
whose parameter settings are provided in Table 1.
The transmission scenario is the indoor scenario consi-
dered in [6]. The transmitter is ϐixed at the center of the 
room ceiling and the location of the receiver with ϐixed 
height ℎ = 1.5 m is uniformly distributed within the in‑ 
door environment. The results are averaged over 500 
channel realizations. The proposed algorithm is com‑ 
pared to the following benchmarks:
Optimal SC‑FDMA beamforming: In this beamforming 
scheme, the CSI is considered as known at both the re‑ 
ceiver and the transmitter. Thus, an MMSE frequency do‑ 
main equalizer according to [10] can be designed. This 
algorithm aims to minimize the MSE after equalization, 
which can be formulated as a convex optimization prob‑ 
lem. The optimal solution is derived in [10], and its per‑ 
formance can be regarded as a performance upper bound 
for our proposed scheme.
Random beamforming: In random beamforming, the 
beamforming vector for each subcarrier or sub‑band is a
random complex vector with constant 𝐿2‑norm and ran‑ 
dom phase proϐile. An MMSE equalizer is employed at the
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Fig. 7 – Cumulative regret of different algorithms in LOS scenario.
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Fig. 8 – Cumulative regret of different algorithms in NLOS scenario.

receiver as well. This scheme is related to a performance 
lower bound. 
Exhaustive search: Exhaustive search is a naive beam 
alignment approach. In this scheme, the transmitter 
applies all beam codes from the predeϐined 
codebook several times to obtain the rewards of all 
beam codes [9]. Then the beam code with the 
largest measured reward is selected for usage. This 
beamforming method ensures that the optimal beam 
code from the available codebook is always obtained. 
Its performance serves for quantifying the loss due to 
the beam misalignment caused by the HBA.
Exponential weights (Exp3) algorithm: The Exp3 
algorithm is based on the adversarial MAB framework. 
In [16], the authors advocated applying the Exp3 
algorithm to the beam alignment problem. Compared to 
HBA, the Exp3 algorithm does not take the hierarchical 
structure of the codebook into account, which results in a 
slow convergence behavior for the beam code selection. 
Its convergence behavior can be taken as a reference for 
the convergence behavior of the HBA.

5.1 Cumulative regret
Figures 7 and 8 depict the sum cumulative regret 𝑅(𝑇 ) 
performance of the proposed HBA algorithm in LOS and 
NLOS scenarios, respectively, where the curves have been 
averaged over the receiver locations. Here, SNR is deϐined 
as the transmit power of one antenna divided by the noise 
power at one receive antenna. First, a bounded regret 
behavior is observed for both LOS and NLOS scenarios, 
which complies with the conclusion from [9]. In addition, 
the cumulative regret and the noise power are positively 
correlated, which indicates that the HBA needs more time 
slots to converge to the optimal beam under low SNR. 
However, under all SNR conditions, the HBA can achieve 
nearly 100% beam accuracy after 40 time slots, as 
conϐirmed by the bounded regret behavior. Moreover, 
under all SNR conditions in both LOS and NLOS scenarios, 
HBA performs better than Exp3 with respect to cumulative 
regrets. This is due to the fact that HBA utilizes the 
hierarchical structure of the codebook. Thus, searching

over the entire codebook is avoided in HBA. Meanwhile,
Exp3 operates like a random searching in the beginning,
which results in a large number of time slots to converge.

5.2 Convergence behavior
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Fig. 9 – Convergence behavior of different BA schemes in both LOS and 
NLOS scenario.

Figure 9 illustrates the convergence behavior of the HBA 
in both LOS and NLOS scenario. In high SNR conditions, 
only 30 time slots are required for convergence to the ϐi‑ 
nally selected beam, which is much faster compared to the 
Exp3 algorithm, requiring nearly 100 time slots to con‑ 
verge [9]. Furthermore, the convergence speed is related 
to the SNR, i.e., the HBA needs more time slots to converge 
to the optimal beam under low SNR, suggested also by 
Fig. 9. The reason is that in low SNR, the measured re‑ 
wards are severely affected by the noise and the HBA re‑ 
quires more feedback information from the receiver to de‑ 
termine the mean reward. In all SNR conditions, our pro‑ 
posed approach converges faster compared to the bench‑ 
mark schemes.

5.3 BER performance
In Fig. 10, the BER performance of the different beam‑ 
forming schemes is shown for the LOS scenario. Appa-
rently, the performance of the HBA is signiϐicantly better 
than that of random beamforming. Furthermore, the HBA
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Fig. 10 – Average BER vs. SNR for different beamforming schemes in
LOS scenario.

achieves a performance close to that of the optimal beam‑
forming and exhaustive search, respectively, which com‑
plies with Theorem 2 and demonstrates the beneϐits of
the HBA. In addition, although the Exp3 algorithm can
achieve a similar BER performance as the HBA, Exp3 re‑
quires double the number of the time slots than HBA.
Hence, HBA is able to provide a close‑to‑optimal beam se‑
lection with signiϐicantly shorter latency in the LOS sce‑
nario compared to the benchmark schemes.
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Fig. 11 – Average BER vs. SNR for different beamforming schemes in
NLOS scenario.

In Fig. 11, the BER performance for the NLOS scenario
is shown. To illustrate the performance of a hierarchical
k‑means codebook, the performance of the HBA with hi‑
erarchical DFT codebook is shown in addition as a bench‑
mark. First, HBAwith hierarchical k‑means codebook de‑
sign can improve the system performance by 3 dB com‑
pared to the HBAwith DFT codebook. The HBA algorithm
in the NLOS scenario achieves a performance close to the
performance upper bound as well. The gap between the
proposed scheme and optimal beamforming is reduced to
less than 1 dB. Thus, the hierarchical k‑means codebook
design canbetter exploit theNLOS components compared
to the DFT codebook. We can also state that HBA with hi‑
erarchical k‑means codebook is more likely to converge
to a suboptimal beam code than HBA in the LOS case, ac‑
cording to the gap between exhaustive search and HBA.

The reason is that the NLOS channel suffers from strong 
frequency‑selectivity. Thus, the training channels within 
the same beam coverage may have a large distance, which 
might direct the HBA to a non‑optimal code. Besides, 
the reduced channel quality in the NLOS case increases 
the misalignment rate signiϐicantly. However, this perfor‑ 
mance degradation is less than 1 dB, which is acceptable 
compared to the high exploration cost for the exhaustive 
search.

6. CONCLUSION

In this paper, hierarchical beam alignment with hierar‑ 
chical codebook design for SU‑MIMO THz communica‑ 
tions has been studied. First, the hierarchical codebook 
design problem in MIMO THz communications has been 
established. Next, the hierarchical codebooks for LOS 
and NLOS propagation have been designed based on DFT 
codebook and data‑driven hierarchical k‑means cluste-
ring, respectively. Then, the beam alignment problem 
in THz communications has been formulated and the 
HBA from mmWave communications is adjusted to 
the SC‑FDMA SU‑MIMO THz communication system. 
Numerical results show that HBA combined with 
hierarchical DFT codebook can achieve a performance 
close to the optimal beamforming from [10] in a LOS 
scenario, while in an NLOS scenario HBA combined with 
hierarchical k‑means codebook outperforms the DFT 
codebook. In our future work, the HBA will be extended 
to a multi‑user transmis‑ sion.

APPENDIX A

Proof of Theorem 1
Here, the maximum over the codebook can be replaced by 
the 𝐿∞‑norm as

∫
𝜙
maxw∈W𝐼 ‖a𝑇 (𝑁𝑇 , 𝜙)w‖2

2 𝑑𝜙 = ∫
𝜙

‖a𝑇 (𝑁𝑇 , 𝜙)W𝐼‖2
∞𝑑𝜙
(42)

Regarding the optimization problem in (14), the con‑
straints can be relaxed to a convex constraint, i.e.,
w𝐻

𝑗 w𝑗 ≤ 1, 1 ≤ 𝑗 ≤ 2𝑖−1, resulting in

maxW ∫ ‖a𝑇 (𝑁𝑇 , 𝜙)W‖2
∞d𝜙

s.t. w𝐻
𝑗 w𝑗 ≤ 1, 𝑖 = 1, 2, ⋯ , 𝑁𝑇 , 1 ≤ 𝑗 ≤ 𝑁𝑇 .

(43)

F is a local optimum for (12), if and only if there exists a
Lagrange multiplier vector 𝜆 guarantees the KKT condi‑
tions are satisϐied. The Lagrangian of (12) is given by

̂𝐺(W, 𝜆) = ∫
𝜙

‖a𝑇 (𝑁𝑡, 𝜙)W‖2
∞𝑑𝜙 −

𝑁𝑇

∑
𝑖=1

𝜆𝑗(w𝐻
𝑗 w𝑗 − 1).

(44)
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The gradient of Lagrangianwith respect to𝐹 ∗
𝑖,𝑘 is given by

𝑑 ̂𝐺
𝑑𝐹 ∗

𝑖,𝑘
=

𝑑 ∫2𝜋
0 (‖Fa(𝑁𝑡, 𝜙)‖2

∞)𝑑𝜙
𝑑𝐹 ∗

𝑖,𝑘
− 𝜆𝑘𝐹𝑖,𝑘

= ∫
2𝑖+1
𝑁𝑇

𝜋

2𝑖−1
𝑁𝑇

𝜋

𝑑| ∑𝑁𝑇 −1
𝑙=0 𝐹𝑖,𝑙𝑒𝑗(𝑙−1)𝜙|2

𝑑𝐹 ∗
𝑖,𝑘

𝑑𝜙 − 𝜆𝑘𝐹𝑖,𝑘

= ∫
2𝑖+1
𝑁𝑇

𝜋

2𝑖−1
𝑁𝑇

𝜋

𝑁𝑇 −1
∑
𝑙=0

𝑒
−𝑗2𝜋𝑖𝑙

𝑁𝑇 𝑒𝑗𝜙(𝑙−𝑘)𝑑𝜙 − 𝜆𝑘𝐹𝑖,𝑘

=𝑒
−𝑗2𝜋𝑖𝑘

𝑁𝑇

𝑁𝑇 −1
∑
𝑙=0

𝑒
−𝑗2𝜋𝑖(𝑙−𝑘)

𝑁𝑇
𝑒

(𝑙−𝑘)(2𝑖+1)
𝑁𝑇 − 𝑒

(𝑙−𝑘)(2𝑖−1)
𝑁𝑇

𝑗(𝑖 − 𝑘)
− 𝜆𝑘𝐹𝑖,𝑘

=𝑒
−𝑗2𝜋𝑖𝑘

𝑁𝑇

𝑁𝑇 −1
∑
𝑙=0

2 sin((𝑙 − 𝑘)𝜋)
𝑙 − 𝑘 − 𝜆𝑘𝐹𝑖,𝑘

=�̂�𝑖,𝑘𝐹𝑖,𝑘 − 𝜆𝑘𝐹𝑖,𝑘,
(45)

where �̂�𝑖,𝑘 = ∑𝑁𝑇 −1
𝑙=0

2 sin((𝑙−𝑘)𝜋)
𝑙−𝑘 , which is not dependent

on 𝑖. Therefore, there exists a Lagrange multiplier 𝜆 that
satisϐies the KKT conditions. Hence, F is a local optimum
for the optimization problem (14) and (42).

APPENDIX B

Proof of Theorem 2

Proof. According to [16], the receive power
|a𝐻

𝑠 (𝑁𝑡, Φ)a𝑠(𝑁𝑡, Φ𝑖,𝑗)|2 is given by

|a𝐻
𝑠 (𝑁𝑡, Φ)a𝑠(𝑁𝑡, Φ𝑖,𝑗)|2 = sin2(𝑁𝑡(Φ𝑖,𝑗 − Φ))

sin2(Φ𝑖,𝑗 − Φ)
(46)

Inserting Φ𝑖,𝑗 = 𝜋(2𝑗−1)2𝐼−𝑖

𝑁𝑡
to the above equation, we ob‑

tain:

sin2(𝑁𝑡(Φ𝑖,𝑗 − Φ))
sin2((Φ𝑖,𝑗 − Φ))

=
sin2(𝑁𝑡( 𝜋(2𝑗−1)2𝐼−𝑖

𝑁𝑡
− Φ))

sin2(Φ𝑖,𝑗 − Φ)

= sin2(𝑁𝑡Φ)
sin2(Φ𝑖,𝑗 − Φ)

.
(47)

Hence, maximizing the receive power
|a𝐻

𝑠 (𝑁𝑡, Φ)a𝑠(𝑁𝑡, Φ𝑖,𝑗)|2 over the codebook in the
𝑖𝑡ℎ layer is equivalent to ϐinding the minimum of
sin2(Φ𝑖,𝑗 − Φ), which corresponds to minimizing
|Φ𝑖,𝑗 − Φ| with 1 ≤ 𝑗 ≤ 2𝑖−1. In other words, the beam
coverage ofw(𝑖, 𝑗) is a set of the steering vector with LOS
spatial angle close to Φ𝑖,𝑗. Since the distance between
Φ𝑖,𝑗 and Φ𝑖,𝑗−1 is 4𝜋

2𝑖 , the beam coverage of w(𝑖, 𝑗) is
obtained as

𝐶𝑉 (w(𝑖, 𝑗)) = [Φ𝑖,𝑗 − 2𝜋
2𝑖 , Φ𝑖,𝑗 + 2𝜋

2𝑖 ] . (48)

Next, 𝑁𝑡 is set to 2𝐼 . By inserting 𝑁𝑡 = 2𝐼 and Φ𝑖,𝑗 =
𝜋(2𝑗−1)2𝐼−𝑖

𝑁𝑡
into the above equation, the result in (17) can

be obtained.

APPENDIX C
Proof of Theorem 3
The objective function in (22) can be reformulated as

𝑁𝑝

∑
𝑖=1

𝜈0+𝑀−1
∑
𝜈=𝜈0

maxw𝑗∈W‖H𝜈,𝑖
𝑁𝐿𝑂𝑆w𝑗‖2

2

=
𝑁𝑝

∑
𝑖=1

𝜈0+𝑀−1
∑
𝜈=𝜈0

maxw𝑗∈Wtr((H𝜈,𝑖
𝑁𝐿𝑂𝑆)𝐻H𝜈,𝑖

𝑁𝐿𝑂𝑆w𝑗w𝐻
𝑗 )

=
𝑁𝑝

∑
𝑖=1

𝜈0+𝑀−1
∑
𝜈=𝜈0

maxw𝑗∈W

− 1
2(tr((Ĥ𝜈,𝑖 − Ŵ𝑗)(Ĥ𝜈,𝑖 − Ŵ𝑗)𝐻))

+ 1
2 tr(Ĥ𝜈,𝑖Ĥ𝐻

𝜈,𝑖) + 1
2 tr(Ŵ𝑗Ŵ𝐻

𝑗 ),
(49)

where Ĥ𝜈,𝑖 and Ŵ𝑗 are deϐined as (H𝜈,𝑖
𝑁𝐿𝑂𝑆)𝐻H𝜈,𝑖

𝑁𝐿𝑂𝑆 and
w𝑗w𝐻

𝑗 , respectively. Since tr(Ĥ𝜈,𝑖Ĥ𝐻
𝜈,𝑖) and tr(Ŵ𝑗Ŵ𝐻

𝑗 ) are
constant, the optimization problem in (22) is equivalent
to

minW
𝑁𝑝

∑
𝑖=1

𝜈0+𝑀−1
∑
𝜈=𝜈0

minw𝑗∈W𝐷(Ĥ𝜈,𝑖, Ŵ𝑗) (50)

APPENDIX D
Proof of Theorem 4
Since 𝑟𝑎𝑛𝑘(W) is ϐixed to 1,W can always be decomposed
as

W = w𝑥w𝐻
𝑥 . (51)

Hence, the optimization problem in (26) is equivalent to

maxw𝑥
∑
H∈ℋ𝑗

w𝐻
𝑥 Hw𝑥

s.t. w𝐻
𝑥 w𝑥 = 1.

(52)

The optimal solution for w𝑥 is given by w𝑚𝑎𝑥, where
w𝑚𝑎𝑥 is the eigenvector of∑H∈ℋ𝑗

H corresponding to its
largest eigenvalue.
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