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Abstract - With the rapid uptake of Artificial Intelligence (Al) in the Telecommunications (Telco) industry and the pivotal
role Al is expected to play in future generation technologies (e.g., 5G, 5G Advanced and 6G), establishing the trustworthiness
of Al used in Telco becomes critical. Trustworthy Artificial Intelligence (TWAI) guidelines need to be implemented to establish
trust in Al-powered products and services by being compliant to these guidelines. This paper focuses on measuring compli-
ance to such guidelines. This paper proposes a Large Language Model (LLM)-driven approach to measure TWAI compliance of
multiple public Al code repositories using off-the-shelf LLMs. This paper proposes an LLM-based scanner for automated mea-
surement of the trustworthiness of any Al system. The proposed solution measures and reports the level of compliance of an Al
system. Results of the experiments demonstrate the feasibility of the proposed approached for the automated measurement

of trustworthiness of Al systems.
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1. INTRODUCTION

With the extensive consumption of Al techniques, itis cru-
cial to establish regulations to ensure safe and respon-
sible use of Al. While Al applications have largely been
very successful across every domain, there are instances
where Al systems have an unpredictable and/or harmful
outcomes. One such example is the issue with Uber’s self-
driving car. In 2018, it killed a cyclist in Arizona [22].

In the telecommunications industry, Al systems must pro-
vide reliable and accurate products and offer recommen-
dations to customers. If they do not, it could lead to
a poor customer experience and potentially drive cus-
tomers away from the Communications Service Provider
(CSP). An autonomous network that allocates resources
to specific regions must maintain transparency about the
criteria used for allocation. This helps prevent bias and
ensures that business needs do not override the ethical
needs of society, thereby avoiding any form of discrimi-
nation. In an autonomous network scenario, when a cus-
tomer complains about poor signal coverage, the system
tries to optimize signal strength, this can lead to increased
power usage and a higher carbon footprint. Additionally,
it may cause the signal strength to exceed the permitted
levels in densely populated areas. Therefore, to be able to
rely on Al systems in the future, there is a need for trust-
worthy AL

The term “trustworthy” signifies the ability to be relied
on as honest or truthful. In Artificial Intelligence (Al),
the term “trustworthy” signifies explainable, transpar-
ent, fair, unbiased and accountable. Building an Al sys-
tem based on diverse data gives a more generalized re-
sult when performing in an unknown environment. De-
livering explainable outcomes from the system helps the
stakeholders understand the rationale of the generated
result. Building a robust and safe system ensures secu-

rity from any external threat. Such a robust system is ex-
pected to perform efficiently, irrespective of the environ-
ment in which it is executed.

Al is extensively used in the Telco industry. It is used in
network optimization, predictive maintenance, network
security, improving quality of service and 5G network
management [4]. Integrating Al in Telco contributes to
more efficient operations, improved customer satisfac-
tion, and enhanced overall network performance. Given
the nature of Telco as an essential service and enabler,
and the critical role Al is expected to play in future gener-
ation technologies, the Al solutions that are replacing and
optimizing existing solutions must be trustworthy. The Al
supply chain largely comprises third-party (3PP) public
code. Therefore, the analysis of trustworthiness becomes
even more important.

Often, service providers have to use Al-enabled Telco
solutions from multiple vendors. Such vendors, when
collaborating, will likely share data artefacts or possi-
bly have to use each other’s (closed-source) models/sys-
tems. Artefacts or systems, certified as being trustworthy,
would significantly enable cooperation between multiple
vendors towards delivering services to consumers. Mea-
suring trustworthiness of Al in the Telco industry is there-
fore of utmost importance.

To develop trustworthy systems, policies around the safe
usage of Al are being drafted in various countries. At the
forefront of it all is the EU Commission, which has pro-
posed trustworthy Al design rules [2, 11] and guidelines,
primarily focused on seven principles, shown in Fig. 1.
These design rules and guidelines, if adhered to, will re-
sult in designing trustworthy Al systems. The various
principles encompassing these guidelines are as follows:

e Human agency and oversight: Al systems are ex-
pected to help humans make informed decisions
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Figure 1 - An overview of the trustworthy Al Principles

and protect their fundamental rights by includ-
ing oversight of Al system through human-in-the-
loop, human-on-the-loop, and human-in-command
approaches.

e Technical robustness and safety: ensure the re-
silience and security of Al systems with safety mea-
sures, including backup plans, maintain accuracy, re-
liability and reproducibility to minimize and prevent
unintentional harm.

¢ Privacy and data governance: ensuring robust data
governance involves prioritizing privacy, data pro-
tection, implementing mechanisms thataddress data
quality, integrity and authorized access.

e Transparency: explaining Al systems and decisions
in such a way that stakeholders can comprehend; en-
sure awareness of interactions, capabilities and lim-
itations.

¢ Diversity, non-discrimination and fairness: prevent-
ing unfair bias in Al to avoid negative consequences
such as discrimination, promoting diversity, accessi-
bility, and ensure stakeholder involvement through-
out the lifecycle of Al systems.

 Societal and environmental wellbeing: Al systems
should ensure sustainability, environmental friendli-
ness, minimize negative impact on the environment,
other living beings and society.

e Accountability: establishing responsibility and ac-
countability for Al systems by implementing mech-
anisms like audibility to assess algorithms, data
and design processes, ensuring accessible redressal
mechanisms for any issues that may arise.

The EU Commission expects these principles to be fol-
lowed when designing, developing and deploying Al sys-
tems. Following the EU’s guidelines, various countries
have developed their own set of regulations for develop-
ing Al products [21]. The current EU-TWAI guidelines
have been used as the basis for our work, given its level

of maturity. Ericsson has published its findings on trust-
worthy Al for the Telco domain. Ericsson’s guidelines in-
corporate additional Telco-specific guidelines over the EU
guidelines. This paper aims to automate the measure-
ment of trustworthiness, as defined in [12].

Currently, verifying trustworthiness of an Al system for
the given guidelines and design rules is a manual process.
There have been attempts to manually assess the trust-
worthiness of an Al system. An assessment list called AL-
TAI has also been published for manual validation of EU’s
TWAI guidelines [8]. The “Z-Inspection: A Process to As-
sess Trustworthy Al” [13] is another representative ex-
emplar. The primary concern with checking the compli-
ance of an Al system manually is that it is time-consuming
and error-prone. The automation of this activity is cur-
rently an open research problem. Automated validation
of trustworthiness of an Al system will be required and in
some cases mandatory to realize autonomous networks,
where the network is able to self-monitor, self-diagnose,
self-optimize, self-heal and self-protect. In such scenar-
ios, the action to achieve autonomy is dependent on the
trustworthy output of the Al system to proceed further.
This paper proposes the automated validation of TWAI
principles for Al systems by presenting an LLM-based
TWAI compliance scanner. In this paper, trustworthy
measurement is formulated in terms of summary genera-
tion and question-answering. The paper does notaddress
the trustworthiness of LLM, which is a separate research
topic in itself. The LLMs used in the study, have been
tested for their efficacy in summary generation and ques-
tion answering tasks across various benchmark datasets
to conclude their robustness in the said tasks. Further,
experiments in the paper test their performance on mul-
tiple datasets to make sure that they are useful for our
proposed solution. The proposed solution attempts to do
away with the manual process and automate using state-
of-the-art solutions.

2. PROPOSED METHODOLOGY

In this section, we propose an approach to automate TWAI
conformance checking. Some characteristics pertaining
to the same are as follows:

¢ The proposed methodology can consider all relevant
artefacts of Al systems by transforming it into an in-
termediate text representation using Al methods and
subsequently using this intermediate representation
to answer questions that check for compliance with
TWAI principles, also done using Al methods.

¢ Techniques required to validate fulfilment of the re-
quirements of TWAI principles from the code, may
include summary generation [17], [18], question-
answering [3] and keyword search.

e The problem of metadata summarization has not
been significantly addressed as part of this research
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because, based on empirical findings of current ex-
periments, it was deemed that metadata paraphras-
ing was unnecessary and possibly detrimental to the
objective of the paper, due to its sparsity in the cur-
rent datasets used.

¢ Logs are another example of an artefact that could be
processed using summarization methods. Logs are
generally unstructured, generated in large amounts,
and distributed across multiple files.

The Al methods used in this paper, rely on Generative Al
techniques and Large Language Models (LLMs). Gener-
ative Al refers to a set of Al models that are designed to
generate new and original data [1]. These models can
create various types of data, such as text, images, music
and videos, by learning patterns from existing datasets.
Large Language Models (LLMs) are a class of artificial in-
telligence models that are capable of understanding and
generating human-like text at a scale previously unseen.
LLMs can be used to generate summaries from various
artefacts and in context-based question answering [23],
both of which are used in this paper. Therefore, this paper
uses LLMs to facilitate designing the proposed solution.

3. IMPLEMENTATION

The challenge of the problem at hand is to scan through
all the artefacts to ensure that the Al system complies
with the TWAI guidelines and finally develop a quantifi-
cation of trustworthiness. To comply with the guidelines
of the seven principles from the EU proposal, Ericsson has
derived the EU guidelines into finer implementable func-
tional requirements that are to be considered as a part of
product development to achieve trustworthiness in Al ap-
plications. Usually, the guidelines are given as a summary
of expectations. To clearly understand the action-items
concerning each guideline, decomposing the guidelines
into a set of requirements ! was done. For example, one of

1The requirements were manually vetted by multiple domain experts,
who have the expertise of handling and executing telecom-based Al

©International Telecommunication Union, 2024

the guidelines under transparency is, in case a product in-
cludes a model, product documentation shall include ap-
plicable accuracy metrics and valid ranges. Product doc-
umentation shall describe as well how the training data
were/are collected, used and maintained.

The requirements extracted from this guideline were
rephrased to form questions. The questions are an atomic
reflection of TWAI guidelines and prepared to enable an
effective compliance measurement. An example of such
questions that were curated from the requirements are:

e Does the context? contain information on perfor-
mance metrics?

¢ Does the context contain information on plotting the
performance metrics?

e Does the context contain information on validation
of training data?

¢ Does the context contain information on the plot of
the distribution of training data?

¢ Does the context contain information on the storing
and usage of training data?

Affirmative answers (positive response) to these ques-
tions indicate that the corresponding guideline has been
adhered to. A total of 79 requirements, expressed as ques-
tions, cover all the guidelines of the seven principles. Sat-
isfying these requirements manually is tedious and risks
being inconsistent or erroneous. With more guidelines in
the future, more questions will need to be validated.

Each of these guidelines is subject to a weight specified by
a domain expert. This is done to convey the importance of
the guidelines for an Al system whose compliance is being
evaluated. Depending on the criticality of different prin-
ciples for a certain Al system, the weights of the guideline
will vary accordingly. Currently, the weights for a certain

projects, as part of prior internal study.
2Here, the context refers to the intermediate representation of various
data sources.
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Table 1 - Summary of LLMs used for development of the scanner.

LLM Training Info

Training Objective

Mini-Orca

ing code provided by OpenAlpaca repo

Used DeepSpeed [27] with fully shared data parallelism, also know as ZeRO stage | text generation, in-
[26] 3 by writing their own fine-tuning scripts plus leveraging some of the model train- | ference

Falcon 7b | Falcon-7B was trained on 7 billion parameters, a high-quality filtered and de- | text generation, in-

over one million new human-annotated examples.

[15] duplicated web dataset which was enhanced with curated corpora ference
Llama 7b | Llama 2 was pre-trained on 2 trillion tokens of data from publicly available | text generation, in-
[14] sources. The fine-tuning data includes publicly available instruction datasets and | ference

MPT-Chat
[25] mizer

The model was trained with shared data parallelism and used the AdamW opti- | text generation, in-

ference

Al system were given manually based on the description
and the objective of the system.

The weights fall within the range [0,1], 0 being unim-
portant and 1 being important, and the numbers in be-
tween capture the relative importance. The sum of these
weights for each of the guidelines does not add up to 1,
rather the weights are comparable to one another; the
higher the weight, the higher the importance of complying
with the respective guideline. According to the domain
experts, some principles can be more important than all
the other principles. Even among principles, some guide-
lines may be more crucial than the others.

The scanner (as depicted in Fig. 2) consists of three
stages. The first stage converts various data sources,
which includes the code associated with the Al system,
metadata that describes various characteristics of the Al
system and logs which are generated during model train-
ing and inference, to an intermediate representation (re-
ferred to as context in queries), termed as summary. Sum-
marization, in the context of this paper, does not always
refer to the task of paraphrasing; the summary is an in-
termediate representation of the artefact to enable the
validation of the requirements in the form of question-
answering that follows. The proposed approach uses
question-answering to validate TW requirements. To
be able to perform question-answering with LLMs using
multiple data sources and cross-correlate information in
making inferences, a unified intermediate representation
is required. Summaries provide a query-able intermedi-
ate representation of code, metadata and logs. For exam-
ple, consider the following Python code snippet.

for i in range(10):
print ('Hello world')

The summary generated from LLM (Llama 7b) with re-
spect to this code is as follows:

The provided Python code is a for loop that
iterates ten times, from O to 9, using the
range(10) function. During each iteration,
it prints the string "Hello world" to the
console. This results in "Hello world"

being printed ten times in total.

The summary for code, metadata and logs are similar as
shown above. In the current paper, two data sources
(code and metadata) have been considered. The ap-
proach can be adapted to cater to other artefacts related
to the Al/ML system. In future, data sources may also in-
clude reports generated from tools that enable software
product development. For example, database schema
files, input files and output files, depicted as "Other data
sources” in Fig. 2 are some data sources that can be con-
sidered as well. The proposed approach is generic and
can be extended to incorporate other data sources in the
same way as presented in this paper. But the experiments
in this paper limit evaluation to two data sources: code
and metadata. The second stage uses the generated sum-
maries to validate the TWAI requirements, expressed as
a sequence of questions. The third stage consists of cal-
culating the percentage compliance of the Al system with
the trustworthy Al guidelines.

Multiple solutions for validating TWAI requirements have
been considered. One solution is the application of a
question-answering-based LLM on the generated sum-
mary using these questions. Alternate solutions to val-
idating TWAI requirements include keyword search and
binary "sentiment” classification. However, only keyword
search will not suffice as the answers to many questions
require semantic interpretation of natural language text
(summaries generated before). Keyword search does not
capture semantic similarity (for example, keywords “ac-
curacy”, “precision” will fall under the umbrella term “per-
formance metric”), which an LLM will map to be seman-
tically similar. A simple keyword search for one of these
would miss the occurrence of the other. If new perfor-
mance metrics are discovered in the future, the list of
synonyms for each keyword will have to be individually
checked. Furthermore, the sentiment of a sentence with
respect to a keyword is also important. If a keyword is
being used in a negative sense in a sentence, then the
keyword detection technique will detect the keyword, but
will fail to identify the sentiment with which the keyword
was used. For example, in the sentence “the cat is not
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behind the tree”, the absence of the object identified by
the keyword “cat” is being represented. However, with
keyword search for the question “Is the cat behind the
tree?”, the keyword will be detected, but the sentiment of
the sentence will not be captured. Another alternative to
keyword search is binary sentiment classification. This
method will be applicable when the answers to the ques-
tions are not definitive. For the experiments in this paper,
all the questions have a definitive answer.

The questions extracted from each of the guidelines, have
a binary answer, “Yes/No”. However, answers to the ques-
tions may be probabilities or weights representing a de-
gree of compliance depending on the guideline. Each
guideline is considered to be completely compliant if all
the questions related to it were answered as “Yes”. The
trustworthiness is the weighted sum of these compliance
responses. In the current paper, it is a linear weighted
sum, where the weights were provided by domain ex-
perts. The next three subsections are dedicated towards
explaining the steps of the solution in detail.

3.1 Step 1 - Conversion from source to inter-
mediate representation

In this step, any source of data, such as code, metadata
or log files, were converted to an intermediate represen-
tation. The intermediate representation may take sev-
eral forms, for example, descriptions of code snippets, un-
altered data, description of logs, depending on the data
source:

e Summary from code: AI/ML projects, which are
pushed into production, consist of large amounts of
code. Generating the summary of the whole code
in one go would lead to loss of information from a
trustworthiness evaluation standpoint. Therefore, a
summary of the entire code is generated, snippet by
snippet, using LLMs which are suitable for the task of
summarization. Significant experimental evaluation,

of several LLMs, described in Section 4.1 and Table
4, and best LLM was chosen in Section 4. Deciding
the size of each code snippet is a challenging problem
since different code lengths would result in different
summary generations. For example, considering the
following Python code snippet

x=[]

for i in range(10):
x.append (i)

the summary generated from LLM with respect to
this code is as follows:

The code initializes an empty list x
and then iterates over the numbers
from O to 9, appending each number to
the list. After the loop completes,
the list x contains the integers

from 0 to 9.

However, when one more line of the code is taken
into consideration as follows:

x=[]

for i in range(10):

x.append (i)
res=max (x)

the summary generated from LLM changes into:

The code initializes an empty list x,
iterates over the numbers from O to 9,
appending each number to the list,
resulting in x containing the integers
from O to 9. After the loop, the variable
res is assigned the maximum value in the
list x, which is 9.

If the summary of the line "res=max(x)” would have
been generated separately, it would be difficult to
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know from the summary what x is. Therefore, as visi-
ble from the above example, selecting the size of code
snippet is crucial in getting the correct explanation
of the code. This has been studied in Section 4.1 and
3. Empirical evaluation of multiple snippet sizes was
the subject of an experiment, that the best size was
chosen for the solution.

e Summary from metadata: The metadata has been
used as is. No further paraphrasing of the meta-
data was performed. This was done since the meta-
data was sufficiently compact, simple and further
summarization would lead to information loss. In
larger projects, summarization might require gath-
ering metadata related to the Al system, distributed
across multiple files and using them directly after
paraphrasing.

e Summary from logs: Abstractive summarization of
logs involves the generation of an English language
summary of the log file. This will help in the later
stage where question-answering is involved. Experi-
ments in this paper do not consider TWAI validation
through logs since logs may require non-trivial pre-
processing to filter “signals” from “noise” or insight-
ful log-messages from the massive log files. This re-
quires a detailed extensive investigation via a future
paper building on this work.

3.2 Step 2 - Validating TWAI requirements
from intermediate representation of Al
system artefacts

In order to ensure that the requirements of each princi-
ple were validated, each of these requirements were rep-
resented by questions whose response is obtained using
LLMs. In this stage, the summary collected from vari-
ous sources of data were parsed to get answers of the
questions for each of the guidelines. This is done us-
ing an LLM trained to do question-answering tasks. The
LLM is prompted to answer each of the questions based
on the context provided. Since datasets containing these
questions and answers are not available in the literature,
the ground truth of the questions was derived manually
by multiple people, and the predicted response was val-
idated against them. Experiments that compared differ-
ent LLMs for the task of question-answering has been fur-
nished in Section 4.1 and the best model has been selected
for the said task. The main challenge of this step is finding
the correct prompt for deriving answers from the sum-
maries. For question-answering, multiple prompts have
been experimented with, and the result of the experimen-
tation has been documented in Table 6.

3.3 Step 3 - Quantification of validation of ful-
filment of the requirements

In this stage, the score assigned to each of the questions
derived in the previous step, in accordance with the an-

Privacy and Data Governance Weights
- Does it contain details of data encryption performed on the 0.65
training dataset? @ 0.31

- Does it ensure data access rights? °
- Does the context contain information to sanitize the data? X 0.72

‘ Total score = {0.65 X 1)+(0.31 X 1)+(0.72 X 0)+()+... ‘

Transparency
- Does it contain information on performance metrics? X 0.36
- Does it contain information on plotting the performance
i 0.29
metrics? 0

‘ Total score = (0.36 X 0) + (0.29 X 1)+(}+... |

TWI per principle:

i _ (0.65%1) 4+ (0.31*1)+(0.72*0)+(Q+-*
p (privacy & data governance) = S ST031i07Ta % 100
(0.36*0) + (0.29*1)+()+-

0.36+0.294:-

X 100

p (transparency) =

Figure 4 - A pictorial depiction of a scoring mechanism for trustworthy
Al Scanner with an example. The ticks denote that the answer to that
question is a "Yes” while the cross denotes the answer to the question is
"No”.

swers generated from the summaries, were analyzed to
generate a final compliance report. The scoring method-
ology is as follows:

¢ Each of the requirements within the principles were
assigned a weight w,,w,,ws,....,w; in the range
[0, 1].

¢ In this work, the response to each question is bi-
nary, where 0 indicates non-compliance and 1 indi-
cates compliance to the requirement. Non-binary re-
sponses (e.g., probabilities) would work just as well
and may be used in future.

¢ The final weight for each question is calculated as:
o, =w; Xa (1)

where a is 1 when the answer is affirmative (LLM
generates answer as 'Yes’), and 0 when answer is
negative.

¢ The total compliance weight considering the final
weight of all the questions is calculated as:

Ay =D )

¢ The percentage of compliance, which is referred to as
the TWAI Index (TWI) for each principle is calculated
as:

)\p
TWI, = =2 x 100 3)

Pia

where the ideal index, )\p'd is:

Ay = D0 4
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Figure 5 - Comparison of inference time of various LLMs on CPUs

and o is:
o) = w; x a(=1) (5)

assuming all questions have been answered affirma-
tively, a is considered as 1.

Fig. 3 gives a pictorial depiction of the methodology. Fig. 4
demonstrates how the score is calculated for a particular
use case.

The advantages of the proposed solution include:

¢ A principle-wise compliance score for Al systems
that will give an explainable insight into the degree
of compliance a system has towards each of the prin-
ciples.

e The questions cover all the aspects of the TWAI
guidelines; having a positive response for all the
questions will ensure that the project is TWAI com-
pliant.

¢ Each system will have a degree of compliance asso-
ciated with it. This will give the users of the solution
an insight into how trustworthy the Al system is and
whether there is a need to increase its dependability.

4. EXPERIMENTATION AND RESULTS

The experimentation and results described in this sec-
tion are spread across four subsections. These subsec-
tions discuss the characteristics of the LLMs tested for
summary generation and question-answering, analyze ef-
ficacy of LLMs in generating summary representations
of code, analyze efficacy of LLMs in answering questions
from summaries and analyze efficacy of the proposed so-
lution compared across multiple public repositories.

4.1 Analysis of the LLMs

To assess the efficacy of the scanner, each module of
the scanner has been thoroughly assessed. The list of
LLMs that were tested for the summary generation and
question-answering problems is given in Table 1.

Fine-tuning LLMs [7] and recent concepts of Retrieval-
Augmented Generation (RAG) [6] could improve perfor-
mance, but the paper seeks to evaluate off-the-shelf LLMs
using no more than prompt engineering [5]. The pro-
posed solution leverages LLMs in GPT4ALL [16]. GPT4All

Sen et al.: Ascertaining trustworthiness of Al systems in telecommunications

is an open-source ecosystem designed to train and de-
ploy large language models that can run efficiently on
local devices. It provides accessible tools for develop-
ing and utilizing Al models, promoting wider adoption
and customization in various applications. Among the
LLMs provided in GPT4ALL, only LLMs with permissive
licenses have been considered for evaluation and usage
in the scanner. The max input token for all LLMs is 2048.
The comparison of inference time for the LLMs on CPU
has been depicted in Fig. 5. As visible, the lower the num-
ber of tokens, the lower the inference time is.

4.2 Analysis of efficacy of LLMs in generating
summary representations of code

The first step of the proposed solution is to generate an
intermediate representation from the code. To analyze
the accuracy of intermediate representation (summary)
generated by an LLM, the first step is to zero in on a met-
ric to measure the accuracy. To quantify the performance
of LLMs in generating summaries, a dataset of algorithms
and its corresponding Python code was extracted from a
public-domain website Javapoint®. Using the code, the ex-
planation of the code that was generated using the LLMs
are being compared. The generated explanations were
compared with the public-domain explanation, listed on
the webpage. The following subsections discuss the re-
sults of the analysis.

4.2.1 Selecting metric to quantify semantic sim-
ilarity

To compare two summaries, various metrics have been
analyzed. The semantic similarity between summaries
was computed using Spacy [28], BleU score [29], BERT
model with BERT score [30] and SBERT [10]. SpaCy is an
open-source Natural Language Processing (NLP) library
that provides pre-trained models and tools for efficient
processing, analysis and understanding of text. The Bilin-
gual Evaluation Understudy (BLEU) score is a metric for
evaluating the quality of machine-translated text by com-
paring it to reference translations based on n-gram over-
lap. The Sentence-Bert (SBERT) score is a metric that
assesses the semantic similarity between sentences by
leveraging BERT-based sentence embeddings and cosine
similarity measures. BERT score is a metric for evaluating
the quality of natural language processing models, partic-
ularly those based on Bidirectional Encoder Representa-
tions from Transformers (BERT), by comparing their out-
put to human-generated reference sentences. The analy-
sis result on our curated dataset has been summarized in
Table 2.

Analyzing Table 2, in the test set 1, three summaries
apart from the reference summary have been considered.

4

3https://www.javatpoint.com/python-algorithms

4This was an empirical evaluation using manually curated summaries,
crafted by us, to test which metric suits best when comparing sum-
maries.
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Table 2 - Comparing performance of the LLMs in summary generation from code.

Metric Test 1 Test 2 Test 3
Summary 1 | Summary 2 | Summary 3 | Summary 1l | Summary 2 | Summary 1 | Summary 2
Spacy (word embedding based) | 1 0.95 0.9 0.9732 0.9003 0.9508 0.8493
BleU score 0 0 0 0.0013 0.0014 0.0015 0.0014
BERT model with BERT score 1 0.9263 0.8085 0.8058 0.7114 0.8054 0.6329
SBERT with cosine similarity 0.9999 0.9057 0.9732 0.9199 0.5955 0.8875 0.3759
Table 3 - Comparing semantic similarity in summary generated by LLMs from code based on SBERT.

LLM 100 tokens 500 tokens 1000 tokens | 1500 tokens | 2000 tokens

Mini-Orca 0.49 0.63 0.63 0.63 0.63

Falcon 0.53 0.51 0.51 0.49 0.43

Llama 7B 0.63 0.65 0.65 0.62 0.64

MPT-chat 0.39 0.34 0.34 0.38 0.37

These summaries are contextually different but semanti-
cally similar. For example, if the reference is “The applica-
tion conducted an experimentation using SHAP values to
interpret the contributions of each feature to the model’s
predictions.”, summary 1 is “The application conducted
an experimentation using SHAP values to interpret the
contributions of each feature to the model’s predictions.”,
summary 2 is “The application has performed experimen-
tation using SHAP values to understand the contributions
of each feature to the model’s predictions.”, and summary
3 is “Experimentation using SHAP values has been per-
formed to recognize the contributions of each feature to
the model’s predictions.” For the other two tests (test 2
and test 3), summary 1 is contextually very similar to the
reference, while summary 2 is a summary different from
the reference. Asvisible in Table 2, the similarity score for
summary 1 and summary 3 is higher and much closer to
the reference than for summary 2. Considering the above-
mentioned metrics and subjecting them to the three ex-
emplars chosen in Table 2, SBERT (sentence transformer
model used: paraphrase-MiniLM-L6-v2) with cosine sim-
ilarity was finalized to compare the summary of the code
generated by the LLM and the corresponding algorithm of
the code.

Experiments have been carried out to determine the ap-
propriate size of the code snippet that could be ingested
by an LLM, ensuring the algorithm’s quality is not com-
promised. In this experiment, the average similarity
score between the LLM-generated summaries and the al-
gorithms for various sizes of code snippets have been
calculated. The dataset for the experiment is the code-
algorithm dataset curated from Javapoint, which is de-
scribed in the next subsection. The average SBERT score
depicting the contextual similarity between the code ex-
planation generated by the LLM and the algorithm for the
corresponding code has been summarized in Table 3.
From the analysis above we concluded that the size of
the code snippet did not significantly impact the outcome

from among those tested. As visible from Fig. 5, 100 to-
kens® gave the least inference time. Therefore, empiri-
cal evaluation of multiple snippet sizes concluded with a
snippet size of 100 tokens being used. Experiments in this
paper do not yet consider nesting or sub-blocks of code.

4.2.2 Selecting LLM for summary generation

In the next stage, the aim is to select an LLM appropri-
ate for summary generation from code. A set of 55 algo-
rithms and their corresponding Python codes were col-
lected from Javapoint and treated as the dataset for fur-
ther analysis. The aim was to generate an explanation
of these codes from LLMs. Subsequently, the explanation
generated by the LLM was compared with the algorithm
in the dataset, to select the best LLM suited for the re-
quirement of this study. Table 4 gives a summary of the
comparison.

Table 4 - Comparing performance of the LLMs in summary generation
from code over 55 instances.

LLM Average Variance
SBERT SBERT
Mini-Orca 0.59 0.07
Falcon 0.34 0.02
Llama 7B 0.63 0.02
MPT-chat 0.39 0.05

In multiple instances, the Mini-Orca model generated ir-
relevant and inconsistent explanations for the code that it
was being provided as input. Such LLM-generated sum-
maries were automatically filtered out before analysis.
Summaries generated by the Mini-Orca model were short
and not detailed. On the other hand, the Llama model gen-

5Tokens are the building blocks of language in LLMs. With the help of
the website https://platform.openai.com/tokenizer, we were able to
approximate number of tokens for each line of codes
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erated a detailed summary of the code snippets. Consid-
ering the variance of the LLMs, Llama 7b and Falcon came
out as the least divergent from the reference summary
and more stable compared to the other two LLMs. How-
ever, given the scale of variance, it is evident that there
is no significant difference across algorithms. Therefore,
given the performance of Llama 7b in generating sum-
maries and the variance in its result being the lowest,
Llama 7B model was chosen. In the future, for meta-
data whether paraphrasing is needed or not, is another
challenge that will need to be addressed. For code, au-
tomated selection of optimal snippet size for generating
summaries and incorporating parse trees for codes to de-
termine the same may be explored.

4.3 Analysis of efficacy of LLMs in answering
questions from summaries

When it comes to answering questions from summaries,
answers of the questions were needed in the form of
“Yes/No”. Based on the answer, the questions were as-
signed a value of 0/1, 0 being “No” and 1 being “Yes”. The
efficacy of the LLM models listed in Table 1 for context-
based question-answering problems was evaluated via
multiple datasets. The questions given in SQUAD dataset
[9] (groups: immunology, geology, prime numbers) were
manually converted to “Yes/No” questions. For the MPT-
chat model, a variety of prompts were tested. However,
this LLM was not able to generate answers to questions
in the form of “Yes/No”". Therefore, its performance could
not be measured.

In Table 5, the accuracy is primarily stable across the
LLMs under consideration. However, recall and percent-
age of False Positives (FPs) sees a wide variation. It is
important to note that not all LLMs which are commer-
cially usable and locally executable, may be efficient in the
task of question-answering, which eventually reflects in
their performance metrics. The similar performance in
accuracy is due to a large number of True Negative (TN,
regulations correctly identified as not conforming) and
False Negative (FN, regulations incorrectly identified as
not conforming). When TWAI regulations are to be taken
into consideration, it is critical to prevent FP prediction
of regulations (regulations incorrectly identified as con-
forming). Falcon and Mini Orca have a low FP indicating
that cases of predicting regulations to be present when it
is absent, is low. The low recall values of Falcon and Mini
Orca is due to a high number of FNs being predicted com-
pared to TNs. From the perspective of TWAI, reducing FPs
is more crucial than reducing FNs, increasing TPs or in-
creasing TNs. Therefore, Falcon has been selected based
on the least false positive predictions.

The analysis of the question-answering is given in Table 5.
As visible from tables 4 and 5, some LLMs do well in gen-
erating summaries from code while some were better at
question-answering from the summaries. Therefore, with
the above analysis, Llama 7B is the LLM selected for gen-
erating summaries and Falcon is the LLM selected to be
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used for question-answering.

In continuation to the above experimentation, the solu-
tion’s efficacy was scrutinized when Falcon, which is con-
sidered for question-answering, was subjected to various
queries, provided as prompts. A summary of the same has
been given in Table 6. As visible from the table, there is
not much variation in the accuracy of the prompts. How-
ever, recall and false positives tell a different story. A
tradeoffis noticed. For high recall, the percentage of false
positives is also high. The ultimate aim is to maximize re-
call but minimize false positives. The selected prompt was
“Respond to the question concerning the context, in one
word only Yes or No.”, since the tradeoff between accuracy,
recall and percentage of false positives for this prompt is
optimally satisfied. Based on the analysis above, the cho-
sen LLM for generating summary was Llama 7b model.
For question-answering, the chosen LLM was the Falcon
model.

4.4 Analysis of the efficacy of the proposed
solution compared across multiple public
repositories

For comparing performance of the proposed method, four
Github Kaggle-based repositories ® were selected, which
had both Python code and metadata. The accuracy of
the solution has been summarized in Table 7. No pub-
lic datasets of public Al-system code repository and cor-
responding TWAI assessments exist. Therefore, we have
manually checked compliance and answered each of the
TWAI questions. The experiment then checks if the pro-
posed automation solution is able to produce those an-
swers. The ground truth for the Github repositories can-
not be derived from a standard benchmark and therefore
has been done manually.

The ground truth has been compared with the output
of the Falcon model to generate the performance met-
ric. The metrics have been separately depicted for code
and metadata to understand which data sources need
more attention to generate more accurate results. Ta-
ble 7 shows that the scanner demonstrates a viable per-
formance for each repository in terms of accuracy. The
accuracy can be further improved via the application of
ensemble prompting. The execution speed can be im-
proved by using GPU-based LLMs instead of CPU-based
LLMs. Furthermore, only Python has been considered
as the programming language for the proposed solution.
There is scope for taking more programming languages
into consideration.

5. FUTURE SCOPE

This paper has proposed a Large Language Model (LLM)-
based solution for automated measurement of the trust-
worthiness of any Al system. The solution measures and
reports the level of compliance of an Al System to the

6https://github.com/sayaliwalke30/Kaggle- Projects
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Table 5 - Comparing performance of the LLMs in answering questions from summaries on SQUAD dataset.

LLM Immunity (224 questions) Geology (362 questions) Prime Number (308 questions)
Accuracy (%) | Recall (%) | FP (%) | Accuracy (%) | Recall (%) | FP (%) | Accuracy (%) | Recall (%) | FP (%)
Mini-Orca | 50.45 3.57 2.67 56.07 30.17 21.54 49.35 3.92 2.9
Llama-7b | 51.12 100 97.76 33.7 98.28 65.78 50.32 97.42 48.37
Falcon 50.89 5.8 4.01 64.64 14.69 8.01 51.3 1.96 0
MPTChat | - - - - - - - - -
Table 6 - Comparing the performance of Falcon for various prompts on SQUAD dataset.
No. | Prompt Immunity (224 questions) Geology (362 questions) Prime Number (308 questions)
Accuracy (%) | Recall (%) | FP Accuracy (%) | Recall (%) | FP Accuracy (%) | Recall (%) | FP
(%) (%) (%)
1 Respond with a yes or no. 48.43 89.73 92.87| 44.75 82.9 49.72| 51.94 82.35 39.28
2 Respond to the question with respect to | 52.9 36.16 30.35| 56.35 35.71 23.75| 51.29 21.56 9.74
the context, in one word only Yes or No.
3 Answer the question with respect to the | 52.9 15.17 9.3 58.83 35.34 20.44| 51.62 31.37 14.28
context in either Yes or No only. If the
answer is found in the context, respond
with yes. Even if there is slight ambigu-
ity, respond with No.
4 Based on the context respond in yes or | 52.67 56.25 50.89| 43.92 64.65 44.75| 49.39 52.28 26.94
no. Answer yes only when you are sure.
5 Based on the contextrespond with Yesor | 47.99 19.64 23.66| 54.97 33.33 23.48| 45.77 9.1 9.09
No.
6 | Answer the question in yes or no based | 46.66 47.78 50.44| 48.06 50.86 36.18| 54.22 47.75 18.83
on the context.

Table 7 - Comparing accuracy of the solution across various reposito-
ries.

Repositories | Code (in %) Metadata (in
%)

Repo 1 85.71 78.23

Repo 2 87.75 66.66

Repo 3 76.19 85.71

Repo 4 80.27 89.79

Repo 5 75.71 65.98

trustworthy Al guidelines. Given the increasing usage of
Al in the telecommunication industry, it is crucial for Al to
follow a predefined set of standards, to enable fair com-
parison or assessment.

The approach proposed in this paper has multiple av-
enues of improvement. One such area is the automated
ingestion of new policies, the removal of obsolete ones
and the translation of these policies into a relevant set of
questions, that help measure trustworthiness. Identify-
ing conflicting questions would help to identify policies
that might be in opposition to each other.

Future work in the TWAI domain may focus on defining
interface and audit capabilities, much like a lawful inter-
cept, that may be required for internal audit by a service
provider or an external audit by government owned/rec-
ognized certification bodies. In such scenarios exposing a
TWALI interface from the Al systems to intercept and col-
lect the trustworthiness measurement of the Al functions
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willbe needed. The automated measurement proposed in
this paper will be the underlying basis for all such future
work. It is important to cater to as many data sources as
possible, logs and reports are a good example.

6. CONCLUSION

Considering the pace with which the industry is adopting
the principles of trustworthy Al, automated trustworthi-
ness measurement of Al systems will be a significant en-
abler for safe and responsible Al-driven Telco in 5G, 5G
Advanced and 6G to achieve autonomous networks. Au-
tomating the evaluation of trustworthiness of Al systems
by adhering to the TWAI guidelines is critical. Existing ef-
forts at ascertaining trustworthiness are manually-driven
and therefore subjective. This work automates trustwor-
thiness measurement and therefore provides an objective
measure of compliance with desired policies and a basis
for comparison. To materialize this objective, evaluation
of various off-the-shelf LLMs was carried out. The pro-
posed solution is a first step towards automating the mea-
surement of the trustworthiness of an Al system and the
results look promising.
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