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Abstract – This article focuses on the challenge of providing services and applications by a swarm of mobile flying
devices, which may belong to the same tenant or not. Starting by introducing the concepts of mobile edge comput-
ing and fog computing, this work shows how the latter can be leveraged to create a novel framework of airborne
fog computing. This article defines the applicability, design principles, and challenges inherent to such a frame-
work, starting by showing how the technical challenges can be tackled based on the combination of three different
networking paradigms: opportunistic networking, information-centric networking, and software-defined network-
ing. This article shows how these three networking paradigms can be combined to define an airborne fog computing
framework based on the notion of in-network computing dynamically programming the data plane to support the
execution of services and the integration of the paradigms, in which services are defined as chains of computational
functions that are dynamically installed and executed in different flying devices.

Keywords – Fog computing, information-centric networking, mobile edge computing, opportunistic network-
ing, software-defined networking

1. INTRODUCTION

The growth of Internet applications and services,
especially mobile data traffic, is having a signifi-
cant impact on the Internet’s architecture. In ad-
dition, the development of latency-critical services,
such as video stream analysis, augmented reality,
and autonomous driving, requires extensive real-
time computing [1]. Therefore, Mobile Edge Com-
puting (MEC) [2] has been introduced to define a new
network paradigm in which computing services are
deployed at the network edge (e.g. mobile operator
base station) to improve the computing performance
required by mobile users. Based on MEC, the mo-
bile user loads his processing task to available servers,
which will allocate the resources needed to perform
that task. Although many approaches are proposed
to solve some technical limitations, the main draw-
back of MEC is that the locations of MEC servers are
generally fixed and cannot be changed according to
the needs of mobile users.
There are several approaches for bringing computing
to the edge and fixed infrastructures [3, 4, 5]. On
the other hand, there are some approaches to pro-
viding connectivity using drones [6, 7, 8]. However,

there are no approaches to providing cloud comput-
ing on drones. These limitations have given rise to
several works aiming at reducing the delay. In the
work by Zarandi and Tabassum [3], the problem is di-
vided into two sub-problems: (i) download decision-
making and (ii) pooled computing resources. Follow-
ing the same line, Feng et. al. [4] investigate the
problem of task partitioning and user association in
a MEC system, aiming to minimize the average la-
tency of all users. Given the limitations of existing
MEC techniques, which struggle in wireless network
scenarios with constrained infrastructure, such as in
disaster response, emergency relief, military opera-
tions, or rural environments, the concept of MEC has
been expanded to include fog computing. This ex-
tension serves to enhanceMEC’s applicability and ef-
fectiveness inmanaging diverse and resource-limited
settings by leveraging decentralized computing re-
sources [5], in which the computational functions
can run not only at the edge of an infra-structured
network (e.g. mobile provider) but also using com-
puting units co-located with the data-generating de-
vices.
To enhance the performance of routers, switches, and
gateways in running services, it is essential to seek so-
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lutions that optimize the utilization of computational
resources. One avenue of exploration is using 𝜆 func-
tions, as referenced by Kaur and Mittal [9] and Mek-
bungwan et. al. [10], which offer a lightweight ap-
proach. However, it’s worth noting that 𝜆 functions
have certain operational limitations and present in-
creased developer complexity. Notably, a single 𝜆
function cannot access multiple services. However,
they are all based on a server architecture, meaning
that developers need to be aware of the application to
be developed and the resources needed for their ex-
ecution. Finally, the deployment of server-based so-
lutions is subject to cost and power issues [11], and
CPU power and memory limitations often character-
ize the increased latencies of edge devices.
Rani et. al.’s [12] analysis and assimilation of existing
approaches to storage techniques in fog computing
are performed. The study suggests the classification
of temporary storage for end devices at the network
edge and fog computing processing. Haghi et. al. [13]
provides an analysis focused on theQuality of Service
(QoS) approach in cloud computing. Finally, Zah-
matkesh and Al-Turjman [14] use drones in conjunc-
tion with various Artificial Intelligence (AI) and Ma-
chine Learning (ML) techniques to enable fog com-
puting technologies for sustainable smart cities in
IoT environments. While the concept of fog comput-
ing is best suited to support services in dynamic wire-
less networks [15], such as airborne networks, sev-
eral challenges need to be solved, such as offloading
decisions, resource allocation, and mobility manage-
ment.
MEC and fog computing introduce overhead related
to routing requests to proxies or controllers and rout-
ing the computation results back to the requested en-
tities. This means that the links connecting these
entities become bottlenecks, mainly because the net-
work only forwards packets. At the same time, de-
cisions are made at the application layer (e.g. prox-
ies). In this context, Information-Centric Networks
(ICNs) provide an alternative to the traditional host-
centric IP architecture, making it a perfect candi-
date for distributed provider-independent comput-
ing, such as fog and edge computing [16, 17, 18, 19].
In the Named Data Networking (NDN), a specific
type of ICN paradigm, computing can be performed
remotely by any node that supports the required com-
puting resources, making the client and the network
agnostic to the list of providers and their correspond-
ing IP mapping [17, 20].
Although the ICN paradigm is best suited for work-

ing in dynamicwireless networks, it was definedwith
networks with fixed infrastructures in mind, so it
would be necessary to leverage the ICN paradigm
with the notion of opportunistic networking, which
is able to exploit the mobility of flying devices as
an opportunity, rather than a challenge, to improve
routing performance. This article aims to discuss
the feasibility of developing an airborne fog com-
puting platform based on a paradigm that leverages
NDN and opportunistic networks to offload comput-
ing tasks transparently and efficiently.
The contributions of the work described are as fol-
lows:

• Introduction of airborne fog computing: This
article introduces the novel concept of air-
borne fog computing, a framework that consid-
ers swarms of mobile flying devices for provid-
ing services and applications, potentially rev-
olutionizing how computing resources are de-
ployed and managed in dynamic environments.

• Combination of networking paradigms: It
highlights how integrating three distinct net-
working paradigms, opportunistic networking,
information-centric networking, and software-
defined networking, can address technical chal-
lenges within the framework. This combina-
tion promotes amore efficient, dynamicmethod
of in-network computing where services are de-
fined as chains of computational functions dy-
namically installed and executed on data planes
across various devices.

• Focus on Mobility and dynamic networks:
The work focuses on enhancing the perfor-
mance of mobile and dynamic networks by
leveraging the mobility of devices as an oppor-
tunity to improve routing performance and re-
source utilization rather than as a challenge.

• Exploration of NDN and opportunistic net-
works: The article discusses the feasibility of
leveraging NDN and opportunistic networks to
efficiently offload computing tasks within the
airborne fog computing platform, offering a de-
tailed analysis of how these technologies can
transcend traditional networking limitations.

• Resource efficiency and management: It ad-
dresses how airborne fog computing can main-
tain essential services even amid connectivity
failures and efficiently scales on constrained
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Figure 1 – Overview of airborne fog computing framework.

computing devices through cooperative service
provision among all devices.

The remainder of this article is organized as follows.
First, the design options are identified, and the open
issues to enable the secure, efficient, and continuous
operation of airborne fog computing are highlighted.
Next, the design options for the airborne fog comput-
ing framework are presented. The last two sections
end with a description of a use case and final consid-
erations.

2. AIRBORNE FOG COMPUTING
This article presents the concept of airborne fog com-
puting, which aims to transform a network of fly-
ing devices as illustrated in Fig. 1 (e.g. drones, air-
craft, satellites) into a flying ad hoc cloud. Based
on the airborne fog computing framework, flying de-
vices collect resources from untrusted and sporadi-
cally available infrastructures. These flying devices
can be considered as unreliable, as the primary func-
tion of the devices involved does not include provid-
ing computational and storage resources, and they
are typically connected through intermittently avail-
able links. While the goal of providing cloud services
by collecting resources froma set of untrusted devices
has similarities with grid computing, the airborne

fog computing paradigm has several differences to
resource management, trust, continuous operation,
and interference. Unlike cloud or grid computing,
an airborne fog computing framework must main-
tain service availability in the presence of device un-
availability and intermittent wireless link behavior to
ensure continuity of computing tasks.
With an IP-based airborne fog computing frame-
work, users and applications would likely rely on
centralized entities such as software-defined network
controllers or would need to rely on direct commu-
nication between all devices in the fog framework to
make any computational assignment decisions. Re-
gardless of their centralized or distributed nature,
these solutions would introduce additional overhead
to route all the necessary data to the controllers or
discover the fog computing devices involved in the
described service chain. These characteristics result
in IP protocols functioning poorly. ICN, particularly
NDN, are well suited for dynamic networks due to
their distributed nature, providing an alternative to
the host-centric IP architecture, which may make it
a suitable candidate for the development of a host-
agnostic airborne fog computing framework.
Various types of devices, dispersed throughout the
environment, will constitute the physical compo-
nents of an airborne fog computing framework fea-
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turing distributed resources. These devices could
potentially be aggregated and collectively utilized
to offer services surpassing individual end-user de-
vices’ capabilities. Leveraging this assortment of in-
termittently available resources, encompassing com-
putational power, networking, and storage, necessi-
tates innovative, opportunistic network solutions de-
signed to orchestrate, compose, and manage various
resources across numerous devices. In this context,
the design of an airborne fog computing framework
can be effectively achieved by integrating two inno-
vative paradigms: information-centric network and
opportunistic network.

2.1 NDN in a nutshell

Unlike IP networks that use IP addresses to control
how packets are forwarded, the fundamental idea of
NDN is to retrieve named blocks of data from any de-
vice that can provide them [21]. In the NDN, routers
are equipped with a Content Store (CS), a Pending
Interest Table (PIT), and a Forwarding Information
Base (FIB). The FIB is populated using a routing pro-
tocol, which needs to be named Hosted in the case
of NDN. Any device that receives a packet of inter-
est for a data object performs a CS lookup on the data
name. If the data is not available in the CS, the device
performs a query on its PIT. If the PIT search is suc-
cessful, the router adds the interface of the incoming
interest packet to the PIT entry (interest aggregation)
and discards the interest packet. If no PIT match is
found, the router creates a new PIT entry for the new
interest packet and forwards the interest using FIB
to an upstream router in the data source(s) direction.
The data objects are forwarded in the reverse path of
the interest packets back to the consumer.
Within the Named Data Networking (NDN) frame-
work, computational tasks can be conducted re-
motely on any device that is part of the airborne fog
computing platform, where the airborne fog com-
puting platform has the necessary computational
resources to support the services offered, making
the users and network agnostic to the list of data
providers, as well as the providers of computational
and storage resources. Specifically, this approach
considers Named Function Networking (NFN) and
Named-Function as a Service (NFaaS) [20]. NFN
uses NDN function nomenclature to locate remote
computing resources by supporting name resolution
for functions and data. On the other hand, NFaaS
is a framework proposed to extend NFN to support

dynamic code execution using lightweight virtual
machines. Although these two solutions can use
function naming to locate remote computational re-
sources and perform network computation, they face
some technical challenges, such as name aggrega-
tion, efficient resource discovery, computation reuse,
and mobility management.
Resource discovery is one of the main challenges of
edge computing in general and, in particular, dy-
namic networks that target the airborne fog com-
puting framework. In particular, the devices in
an airborne fog computing framework often change
these capabilities, namely the available computing
resources. The availability of computational and stor-
age resources must be discovered by any device to
make efficient task-routing decisions. In NDN, con-
sumers are responsible for requesting data again af-
ter the timeout. In the context of the airborne fog
computing framework, computational tasks can be
resource-intensive in terms of resources used, and ex-
ecution times can be challenging to estimate, result-
ing in longer timeouts.
One solution to this mobility management problem
may involve having a mobile device monitor inter-
mittent wireless link conditions relative to its nearest
neighbor and having the mobile device resend pack-
ets of interest once wireless connectivity resumes.
While this approach can work in a mobile network
scenario in which mobile devices are connected to
a fixed wireless infrastructure, it faces severe chal-
lenges in ad hoc wireless scenarios in which all de-
vices are mobile. To help solve this problem, this
work proposes combining the NDN routing plan,
more specifically, NFN, with an opportunistic net-
work approach.

2.2 Opportunistic networking

NDN faces several challenges when operating in
wireless ad hoc networks, such as those that target
the airborne fog computing framework. In this type
of network, events such as long disconnects and net-
work partitions are pretty standard; at best, network
stability still allows the use of ad hoc routing proto-
cols to find end-to-end paths. However, inmore chal-
lenging scenarios, no simultaneous multi-hop path
can be guaranteed between any pair of devices at any
time. This scenario brings several challenges for co-
ordinating computational functions in an airborne
fog computing framework. However, by using oppor-
tunistic networking schemes, the mobility of NDN
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devices in a dynamic network can be seen as a com-
munication opportunity rather than a challenge, al-
lowing mobile devices to communicate even if an
end-to-end route connecting them never exists [22].
This is possible because the opportunistic network al-
lows routes to be built dynamically, based on proto-
cols such as dLife [23] or Dabber [24], the latter of
which is name-based and tailored to be used in con-
junction with an NDN data plane.
However, with opportunistic networking, interest
packets can be forwarded using any possible neigh-
boring contacts, if there is a probability of bringing
such packets closer to their destination: devices con-
taining a copy of the requested data object or the data
producer. However, the use of opportunistic net-
works to support the airborne fog computing frame-
work brings the need to make fundamental changes
to the NDN, since the usual breadcrumb approach
to data forwarding, using PIT information, may not
be feasible due to the probability that wireless links
towards the data consumer may not be available. A
simple adaptation of the NDN with an opportunis-
tic forwarding mechanism may involve creating op-
portunistic queues to soon store the interest and
data packets while an opportunity to transmit is not
present and while the lifetime (validity) of the data
does not expire.
Although human social structures are at the core of
opportunistic network solutions, the mobility pat-
terns of flying devices, such as missions and mon-
itoring contact times with each other, can be used
to adapt opportunistic network solutions to the air-
borne fog computing framework. Exploiting wireless
contact opportunities for communication can be fur-
ther leveraged in an airborne fog computing frame-
work. When two devices come into contact, it is
an opportunity to share and exploit each other’s re-
sources and perform computational tasks remotely.
This creates the possibility of developing the airborne
fog computing framework in challenging scenarios
where wireless connectivity is intermittent.
By using opportunistic networking, the airborne fog
computing framework exploits amultitude of hetero-
geneous resources that can be used to implement the
required computational function. The main point is
how the proposed framework allows these resources
to be accessed and combined securely and optimally.
Specifically, the goal of an airborne fog computing
framework is to enable users to use the resources
available on their device and opportunistically ex-
ploit a composition of other resources in the wire-

less environment reliably and securely. This ability
to operate in very dynamic networks with unstable
topologies makes the proposed framework different
from other concepts, such as service-oriented com-
puting.

2.3 Applicability scenarios

Future smart networks envision the use of the air-
borne fog computing framework in various applica-
bility cases, spanning different aircraft types, includ-
ing low and high-altitude drones and spacecraft. For
example, drone swarms can be deployed in disaster
scenarios or even for short-term, large-scale outdoor
events (e.g. music events and sporting). Another ex-
ample is the deployment of computationally capable
High Altitude Platform Stations (HAPS), temporarily
flying over an area to provide video-on-demand ser-
vices to a group of people for a few days or collecting
information from remote sensors.
The airborne fog computing framework enables
drones to function as a distributed mobile fog, ex-
panding their utility across various sectors where
real-time data processing and decentralized opera-
tions are crucial. Other examples include, precision
agriculture, drones equippedwith sensors collect and
process data on crop health and soil moisture lev-
els directly in the field, allowing for immediate ad-
justments to irrigation and pesticide applications. In
disaster management, drones can form a mobile fog
network to map disaster-stricken areas, process the
data on-site, and coordinate search and rescue op-
erations without relying on damaged infrastructure.
In infrastructuremaintenance, drones gather data on
the condition of bridges and railways and process
the data in real time to identify and prioritize repair
needs, streamlining maintenance workflows. Addi-
tionally, in large-scale events, such as concerts or
sports events, drones can provide enhanced commu-
nication networks and real-time surveillance, pro-
cessing and distributing data directly where needed
to manage crowds and ensure safety. These appli-
cations showcase how drones, as part of an airborne
fog computing framework, can transform their roles
from mere data collectors to powerful nodes of a dis-
tributed computing layer, driving efficiency and ef-
fectiveness in operations across various domains.
In any of the examples mentioned, there is a need
to consider optimizing the parameters of an airborne
fog computing platform that would minimize costs
and power usage while providing an adequate qual-
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ity of experience in terms of storage, processing, and
network services. An advantage of an airborne fog
computing platform is its adaptability and potential
scalability to providemore users and content services
than expected. The successful applicability of such a
platform also depends on its ability to add new com-
puting elements in real time without further config-
uration.

2.4 Design principles

An airborne fog computing framework is able to al-
low devices to harvest resources from other non-
exclusive and sporadically available devices and ex-
pose these resources to computational tasks submit-
ted by users. Computational tasks are submitted
to the network itself, which then should be able to
schedule different jobs (a computation task may en-
compass different jobs) to other devices within the
flying network. Each device has the capability of
monitoring resources and providing state informa-
tion to other elements of the flying network. In the
airborne fog computing framework, it is crucial to
monitor networks, processes, and storage resources
to facilitate the creation of service chaining: a set of
connected devices that offer a particular service.
Many service chains may exist simultaneously over
multiple devices to provide a unique service. For in-
stance, users may define an earth observation ser-
vice that requires video analysis and sound detec-
tion in a certain geographic area. To support this
service the network may need to have two different
service chains holding the necessary resources to ex-
ecute video analysis and sound detection functions.
Each device in the network may either be dedicated
to a single service chain or be part of many if multiple
jobs are scheduled onto the same device. Grouping
devices into service chainsmakes it easier to schedule
computational tasks and monitor the infrastructure.
For example, only devices within a specific service
chain need to be taken into account when schedul-
ing a computational job associated with that service
chain. The resources of service chains may also need
to be adjusted based on current computational re-
quirements.
Service chains and devices can be managed centrally
or in a distributed fashion. The former approach as-
sumes that all devices can communicate with a cen-
tral server, similar to the model used in software-
defined networking strategies. In this scenario, the
server will accept computational jobs, schedule jobs

for devices, and maintain the system state. Al-
ternatively, the airborne fog computing framework
can be implemented using a distributed architecture,
in which the network operates in a self-organized
way, utilizing a set of networking protocols that sup-
port resource discovery and conflict-free job assign-
ment, for example. In both approaches, the processes
and resources supporting the airborne fog computing
framework must be concealed from the users.

2.5 Challenges

Several challenges need to be tackled to ensure a suc-
cessful deployment of airborne fog computing plat-
forms: handling large amounts of data, contextual
awareness, reliability, multi-variable optimization,
scalability, security, and flexibility. In what concerns
data volume, it is expected that drones that provide
civilian services will generate large volumes of data
(e.g. streaming). Hence, there is a need to deal
with such data volumes, including classification, pro-
cessing, and analysis. There is also the challenge of
fusing different data types to serve diverse applica-
tions while using airborne and ground infrastructure
wisely.
There is also the need for the airborne fog computing
framework to be aware of the surrounding context
to support adaptations to dynamic situations. This
ranges from weather changes to changes in the po-
sition of mobile users being serviced. For instance,
based on awareness about groups of users, drones can
move to positions where servicing them may require
minimal energy. Context data may be collected from
various sensors (in any of the specific devices) and fed
to appropriate devices in the airborne fog computing
infrastructure to inform run-time adaptations. A key
challenge is the reliability of the airborne fog com-
puting framework, primarily when critical services
are handled. Data and computational redundancy
is a standard solution. For instance, to meet relia-
bility requirements in airborne devices where insta-
bility is always present, data replication is required,
which increases networking, computational, and en-
ergy costs. Where and how data replication should
happen and at what rate should be a design consider-
ation for an airborne fog computing platform.
A fundamental challenge in the mentioned applica-
bility scenarios is optimizing the framework in what
concerns several different optimization variables,
such as energy consumption, networking costs, and
service efficiency. For example, it aims to reach the
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suitable configuration of the airborne fog computing
infrastructure and its interactionwith ground servers
to provide the best means of handling video data for
an earth observation application. Scalability and flex-
ibility are fundamental challenges for the success of
a platform, namely to allow service composition to
process data arising from different applications, in-
cluding services for data storage, caching, aggrega-
tion, and processing. With such flexibility, different
devices might be involved in various stages of a ser-
vice chain.
Ensuring data security within the airborne fog com-
puting framework poses several critical challenges,
particularly due to the high volumes and sensitive na-
ture of the data handled by drones. As drones are
increasingly used for civilian services, they generate
and stream large amounts of data, necessitating ro-
bust mechanisms for data classification, processing,
and analysis. Integrating various data types and the
extensive use of airborne and ground infrastructure
amplifies the risk of data breaches and unauthorized
access, making data security a paramount concern.
To address these security challenges, implementing
comprehensive data encryption protocols is essential.
Encryption should be applied not only during data
transmission but also for data at rest. This ensures
that even if data interception occurs, the information
remains protected against unauthorized access. Fur-
thermore, the frameworkmust incorporate advanced
intrusion detection systems to identify and mitigate
threats from rogue drones that may attempt to infil-
trate the network. Such systems can analyze patterns
of data traffic to detect anomalies that may indicate a
security breach.
Another critical aspect is the strategic implementa-
tion of data and computational redundancy. This en-
hances the system’s reliability in the face of airborne
device instability and secures data integrity and avail-
ability. However, redundancy increases networking,
computational, and energy costs, hence the frame-
work must smartly determine where and how data
replication should occur. Decisions regarding the
rate and extent of replication must be optimized to
balance reliability with resource conservation.

2.6 Technology integration for airborne fog
computing

Integrating ICN, opportunistic networking, and SDN
into an airborne fog computing framework offers a
cohesive approach to creating a robust architecture.

Each paradigm uniquely contributes to increasing
network services’ efficiency, reliability, and scalabil-
ity, especially in dynamic and challenging environ-
ments like those in airborne systems.
ICN plays a crucial role in shifting the focus from lo-
cation to content. In an airborne fog computing sce-
nario, data can be accessed based on content names,
not physical addresses, which is ideal in highly mo-
bile topologies. In addition, NDN-based extensions
allow services to be viewed as content, emphasizing
the consumer/user, reducing latency, and improving
efficiency in environments where the network topol-
ogy changes frequently.
On the other hand, opportunistic networking takes
advantage of the transient contacts and intermittent
connectivity standards in mobile networks to trans-
fer data. In fog computing, this paradigm manages
data packets during periods of disconnection orwhen
traditional paths are unavailable. The opportunis-
tic network adapts dynamically, using all accessible
links and nodes to maintain service continuity, mak-
ing node mobility a feature, not a limitation.
SDN contributes to this integration by providing a
centralized control mechanism to manage network
resources and adjust flow policies dynamically in real
time. In an airborne environment, SDN can effi-
ciently orchestrate network resources, facilitating the
flexiblemanagement of data flows between nodes, an
essential factor in maintaining robustness and qual-
ity of service. SDN’s ability to reconfigure strate-
gies in real time is compatible with both the ICN’s
content-centric approaches and the adaptive strate-
gies required by the opportunistic network.
With this integration, the airborne fog comput-
ing framework can be conceptualized as a content-
centric network that adaptively manages data trans-
fers. SDN provides the comprehensive framework
to orchestrate these operations, while the oppor-
tunistic network allows the use of transient contacts
to maintain communication. The synergy between
ICN, SDN, and opportunistic networking creates a re-
silient, adaptable, and scalable architecture capable
of handling complex tasks and variable connectivity
challenges.
This integration of technologies enables the develop-
ment of advanced network strategies that can handle
mobility, large-scale data management, and unsta-
ble connectivity. The decentralized but coordinated
approach that results from this integration improves
operational efficiency, ensuring that the network re-
mains flexible and adaptable to meet a wide range of
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applications, from surveillance and communication
to real-time analysis in remote or temporary environ-
ments.

3. DESIGN CHOICES

To implement an airborne fog computing platform,
a suitable approach may use the service concept as
the key abstraction. Each resource available in the
network (from hardware resources like sensors, cam-
eras, and CPU to software resources like databases,
particular computational functions, and chunks of
data) can be seen as a service that local and remote
applications can invoke. The airborne fog comput-
ing platform aims to allow users to use and create
more complex services by concatenating such basic
services. Those more complex services are designed
𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑐ℎ𝑎𝑖𝑛𝑠 [25]. A service chain is a sequence
of computational functions applied to a data object
or a group of different data objects. The conceptual
architecture may be defined based on a set of de-
sign choices. For instance, as a basic component of
such a platform, it is possible to name the local re-
sources available on a device and abstracted as a set
of basic services. An NFN-based network is itself
seen as a service that can access other services avail-
able on remote devices. Specifically, in a dynamic
environment, each network interface is a special re-
source managed through opportunistic networking
technologies. A device can build a local abstraction
(proxy) of each remote service by exploiting the net-
work service.
In this way, an application running on a device can-
not only use and compose services available locally,
but it can also use and compose basic services or ser-
vice chains based on remote services. The simplest
case is when a service can be directly implemented
by exploiting locally available resources. In this case,
the service platform running on a particular device
can work in isolation from the other devices of the
network. However, in general, not all required re-
sources are available locally, and hence the service
platform will opportunistically look in the network
for the missing services. The platform will discover
the required resources, identify the optimal way of
invoking them, gather and combine the results, and
present them to the application in a suitable format.
Besides building up the platform based on the con-
cept of service (basic and chains), another useful de-
sign choice is task farming, a concept central tomany
distributed computing systems, such as Condor [26,

27] and MapReduce [28]. In all of these systems, a
single master process manages a queue of tasks and
distributes these among an ensemble of worker pro-
cesses. Task farming algorithms also handle worker
failure and load balancing of computational tasks.
In the airborne fog computing framework, the con-
cept of task farming can be used as follows. Each cre-
ated service (basic or chain) can be decomposed into
a large number of tasks that are atomic, meaning that
they have a constant execution duration. In this con-
text, a fully sustainable architecture is proposed. This
architecture is designed to uphold the required ser-
vices even in the face of connectivity link failures and
to scale more effectively on constrained computing
devices, as all devices collaborate to provide the nec-
essary support. In the subsections below, an example
of conceptual modeling of network service designs is
presented as functions to handle different constraints
for the various applications in operation.

3.1 ICN-chained functions

The ICN-Chained Functions (ICNCF) presented is
similar to Service Function Chaining (SFC) [25].
However, instead of the IP architecture in SFC, the
ICNCF architecture uses NDN-based functions [29].
The consumer expresses an interest in content, gen-
erating an express interest. Fig. 2 demonstrates this
request indicated by the green arrow. The express
interest generates a process and the main node acts
as the master, maintaining a queue of tasks to be
executed. All other devices in the ad hoc network
are workers, maintaining a local queue of a certain
length, and being able to process a task in a certain
time frame.

Figure 2 – Overview of ICN-Chained Functions (ICNCF).

When the consumer wants to execute a service it
sends an interest packet with the set of tasks to be
executed to the network. When the interest packet
reaches a device (worker) that is able to execute all or
some of the tasks, the worker’s queue is filled with a
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definednumber of new tasks. If such tasks depend on
the result from other tasks that cannot be executed in
the reached worker, the interest packet is further for-
warded in the direction of a set of nodes that are able
to execute the needed functions. After the functions
are executed, the results are forwarded back to the
previous workers, which will use them to complete
the execution of the tasks that are locally queued. A
successful service is one that has been processed by a
set of workers and the result has been communicated
to the consumer/master. In addition to this context,
tasks can be cumbersome and sensitive to delays, in
which case the task sets can be executed in parallel.
NDNcan be advantageous for completing the service,
due to the intermittent nature of the drones’ connec-
tion, which can be in motion and temporarily lose a
connection link, opportunistic networking strategy,
and CS functionality. In these cases, if the connec-
tion is interrupted briefly, the drones store the con-
text and service data locally in the CS. When the con-
nection is re-established, this data can be quickly re-
trieved without the need to reprocess the informa-
tion previously computed. In prolonged connection
loss, an opportunistic networking strategy is imple-
mented to establish a new communication link. In
more complex scenarios, a data mule strategy can be
used, in which a specific drone is assigned to manage
data traffic, creating a temporary connection between
the device and the network.

3.2 ICN-forked functions

In the context of the airborne fog computing frame-
work, computational tasks can be resource-intensive
in terms of resources used, and execution times can
be difficult to estimate, resulting in longer timeouts.
Thus, unlike ICNCF, ICN-Forked Functions (IC-
NFF) use a bifurcation or branching function struc-
ture to support parallelism. This is an option for
delay-sensitive applications. The ICNFF operates in
a more distributed nature, where functions operate
in a self-organized fashion based on a set of network
protocols capable of supporting conflict-free resource
discovery and task assignment, and these tasks can
be executed concurrently [30, 31, 32]. The bifurca-
tion of functions enables the use of a segment-based
approach, so the function does not need to wait for
all following segments to become available to start
executing its computational functions. Instead, the
function can continue running its tasks on the cur-
rent feature while other features are being fetched,

as is shown by Fig. 3.

Figure 3 – Overview of ICN-Forked Functions (ICNFF).

The basic idea is that you don’t have schedules.
That’s why resources are reserved at the time you
start the first function. Equipment characteristics
and data availability significantly affect this kind of
design. The adoption of multiple Main() functions in
distributed and forked chaining services has signifi-
cant advantages, especially in terms of saving com-
puting resources and reducing management com-
plexity. This strategy allows services to be treated in-
dependently, optimizing management and resource
allocation. In a scenario with forked services, the
functions that precede a specific Main() function
can remain in a sleep state until they need to be
re-engaged. This occurs when the Main() closest
to the data source has finished processing and is
ready to merge and relay the results to the previous
node in the chain. At this critical point, comput-
ing resources are then effectively allocated onlywhen
needed, avoiding waste and maximizing operational
efficiency.

The functions are started and executed in the express
interest direction with some computational effort. In
the opposite direction, Send Data is processed (mod-
ified or some treatment performed, like a merge, for
example), the Main() functions act as a manager and
are present at the initial moment or when there is a
branching (express the need for flow control in order
not to compromise the final result of the service). Be-
sides the concept of service and task farming, a third
design choice is the concept of data storage virtual-
ization able to combinemultiple physical storage ser-
vices into one or more logical services for the pur-
poses of data redundancy. This will allow the air-
borne fog computing framework to keep operational
even in the event of the collapse of some of its devices
(e.g. drone failure due to battery drain out).
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3.3 Reducing storage

With a data storage virtualization approach, dis-
tributed arrays of storage services also contain re-
build areas that are used to maintain redundancy
after the failure of a device. The storage system
uses the publish/subscribe paradigm to obtain the
content made available by the producers [33, 34].
Fig. 4 presents an overview of the publish/subscribe
paradigm acting on the storage system.

Figure 4 – Publish/subscribe paradigm to the storage system.

Distributed arrays of storage services are similar to
RAID arrays inwhat concerns rebuilding bottlenecks
in non-distributed array configurations because re-
build areas are distributed across all devices in the
airborne network [35]. The workload for rebuilding
operations is distributed across all devices, resulting
in quicker restoration of service storage across all sys-
tems. Regarding managing idle systems, instead of
assigning one or more devices as spares, the spare ca-
pacity is distributed over specific rebuild areas across
all the member devices. Data can be copied faster
to the rebuild area and redundancy is restored much
more rapidly. After a failed device is replaced, data is
copied back to that device from the distributed spare
capacity. The number of rebuilt areas is based on the
size of the network.
The size of the rebuild area determines how many
times the distributed array can recover failed devices
without risking becoming degraded. For example, a
system similar to a distributed array that uses RAID 6
drives can handle two concurrent failures. After the
failed devices are rebuilt, the array can tolerate an-
other two failures. If all the rebuild areas are used
to recover data, the array degrades on the next drive
failure. Data replication is a process coordinated by
the RAID controller, and some rules are applied. The
goal is that the replicated data is more than a backup
and works as a kind of Content Delivery Network
(CDN). Thus, data is replicated across multiple stor-
age systems using strategies that facilitate data con-
sumption, improving the efficiency of content deliv-
ery to end users, and consequently decreasing data
delivery time (thus serving delay-sensitive applica-
tions) while reducing data traffic on the network.

4. USE CASES
The airborne fog computing framework enables de-
vices to harness resources from other non-exclusive
and sporadically available devices. These resources
support complex applications and operational re-
quirements within a dynamic domain infrastruc-
ture. Such environments, whichmight include drone
swarms, are relatively isolated, power-limited, and
only intermittently connected to external networks,
experiencing significant latency in these connec-
tions, as shown in Fig. 1. This section introduces
twouse cases that can be implemented in any settings
outlined in Section 2.3. Initially, each use case is out-
lined, followed by an explanation of how the airborne
fog computing framework facilitates their execution.

USE CASE #1: AREA OBSERVATION
(VIDEO ANALYSIS AND SOUND DETEC-
TION)
The first use case considers the airborne fog comput-
ing framework operating in a scenario post-disaster,
performing search and rescue operations. The infras-
tructure comprises a swarm of drones, with wireless
network transmission and packet capabilities, along
with computational power for calculations and stor-
age capacity. This first use case scenario describes
the observation of an area using various producers
for data generation (e.g. low range camera-equipped
drones, small sound, and presence sensors dropped
by airplanes over the area). For example, this task
can be helpful for teams searching for survivors or
monitoring teams to check the stability of a specific
location, where real-time observation is hugely crit-
ical. In this scenario, receiving video with long de-
lays and low video and audio quality cannot be tol-
erated. It is also considered that the consumers of
this content are heterogeneous equipment, and the
end user should not be expected to have computing
power, so the content should be delivered appropri-
ately (i.e., the content should be available ready to be
consumed in the equipment without the need for any
computational process by the end user).
Thus, considering the airborne fog computing frame-
work performing forked or branched chained func-
tions, packets are forwarded over the wireless net-
work in a multi-hop fashion. The express interest are
sent by consumers and generating calculation func-
tions to fulfill the request. An optimization model is
applied to create chaining of functions in the direc-
tion of consumer-producers. This is possible because
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the NFN approach allows functions to be transported
as NDOS and started in any nodewith computational
capacity for execution.
The data is preprocessed independently (for exam-
ple, audio, and video). The fusion of this data is per-
formed to decrease the network traffic as close as pos-
sible to the preprocessing functions. This happens
while the data is being transmitted, i.e., in the op-
posite direction to express interest. Finally, near the
consumers, the content is decompressed and deliv-
ered to the end user. Note that all the computation
and data processing are generated at the same time
that the data is being retransmitted. Furthermore,
the computation and compression process happens
close to the producers, decreasing the traffic and con-
sequently the delay. Again, preprocessing can use
more significant sources of producers, increasing the
quality of the content. Furthermore, functions that
guarantee data quality can be part of the chaining
of functions depending on the policies and require-
ments of each application.

USE CASE #2: 3D MAP GENERATION

The second use case considers the execution of a 3D
map generation task. For example, a rescue team
wants to plan a search mission, or it is necessary to
decide where the team can act to be more effective.
Generating a map is, at first, a less complex task.
However, it is necessary to be very accurate to achieve
success in the mission, i.e., map failures are not tol-
erated.
It is expected to use several pieces of equipment (e.g.
low-range drones equipped with cameras and video
equipment installed on the team members’ helmets)
for the fusion of data to ensure more accuracy. This
is one case where the data generated can be bound
and made available to the requester directly from the
database. However, a Pub/Sub approach to ICN may
be appropriate in this context.
Thus, the calculation functions would behave differ-
ently from the previous use case, as a Pub/Sub be-
tween the producers and the database and another
Pub/Sub between the database and the consumers
would be needed to ensure an up-to-date map with
the actual context since, in this scenario this is ex-
tremely important. The application can use func-
tions to define the fusion of small maps (local maps
of each piece of equipment) and send them to the
storage system that would hold a global map, still de-
pending on the application requirements. More com-

plex calculation functions or not would be acting be-
tween the storage system and the consumer to deliver
the appropriate content.

5. TRENDS AND FINAL REMARKS
Airborne fog computing resources can provide sig-
nificant benefits over ad hoc networks, in particular
limited available infrastructures. Depending on the
tasks and heterogeneity of the network devices, mul-
tiple applications can perform complex tasks in the
network core, with resource allocation and flow pri-
orities being defined. Airborne fog computing can
maintain necessary services even with connectivity
link failures andwill scale better even on constrained
computing devices since all devices cooperate in pro-
viding necessary services.
Several legacy, non-ICN devices are expected to
be part of the Airborne fog computing infrastruc-
ture, but it is not easy to completely replace com-
munication technologies with ICN. Thus, hybrid
Information-Centric Networking (hICN) can be con-
sidered in scenarios where interoperability with IP
networks is essential. In this context, hICN allows
reusing IP protocols to deploy hybrid IP-ICN solu-
tions. Furthermore, hICN can exploit IP-based hard-
ware and software implementations, making it much
simpler to insert airborne fog computing infrastruc-
ture into current networks.
Future work directions include enhancing the air-
borne fog computing infrastructure and its opera-
tional scenarios. For example, reusing running com-
pute intelligent discovery protocols for fetching con-
tent, such as BitSwap, which is inspired by BitTorrent
to decrease response time and decrease thread incon-
sistencies.
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