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Abstract – A stable network is very important to both network providers and their customers, as it increases reliability, improves security and helps customers and companies save costs. When network outages occur, they result in significant downtime and financial losses for organizations and network users. Traditional methods of detecting and troubleshooting network failures are often reactive and time-consuming, whereby network administrators rely on traditional methods such as reactive monitoring and manual troubleshooting. These methods are often not effective in detecting and preventing network failures. In this paper, we propose a machine learning-based approach to predict network failures and minimize downtime. Network performance observability data from a 5G core network testbed based on Cloud-native Network Functions (CNFs) is used to train several supervised learning models, including random forest, gradient boosting regressor, conventional support vector regressor and proposed support vector regressor, to predict network failures. Our experiments and analysis show that the proposed model Support Vector Regressor (SVR) produced better results as compared to other models. In a very short amount of time (ten seconds), the proposed SVR model is capable of predicting whether a network failure event will occur or not within the next ten minutes, with an f1-score of more than 0.9. Our results indicate that machine learning-based approaches can significantly enhance the detection and prediction of network failures, leading to zero downtime and improved network performance.
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1. INTRODUCTION

The fifth generation of telecommunication systems, or 5G, is a global wireless standard that offers higher data capacity and transmission speeds [1, 2, 3, 4]. 5G services are essential for a wide range of innovative applications which have the potential to transform many sectors of our economies and improve citizens’ daily lives [4]. The deployment of 5G networks began in 2019 and proliferated in 2021 and 2022 with network rollouts accelerated [5]. As the technology underpinning 5G has become more developed, there has also been a realization of the complexity of 5G. 5G specifications have grown in richness and capabilities [6]. Having such a diverse “toolbox” of capabilities is a great benefit to service providers; it enables the service providers to customize and optimize their networks tailored to customers’ needs and to add new and innovative services [6]. However, this richness of capabilities could also present some difficulties. Companies developing 5G products and services now have a much broader spectrum of features they need to develop [6]. The breadth of features may lead to a slower rollout of 5G features and sometimes results in network failures [7].

Modern businesses and social activities rely significantly on communication networks, making their uptime vital. Network failures can cause significant downtime and financial losses [8]. The negative effects of network outages on enterprises and organizations are numerous. A single disruption in network infrastructure can devastate a revenue stream, and even numerous minor disruptions can have a large negative impact on corporate operations [9]. Some of the negative impacts of network outages include: (a) decreased productivity, since employees are unable to access...
the necessary applications and tools leading to decreased productivity and missed deadlines [10]; (b) revenue loss especially for businesses that rely heavily on e-commerce or online transactions [11, 12]; (c) damage to reputation when a company faces frequent network downtime which damages a business’s reputation and erodes customer trust [11, 13]. This can lead to loss of customers and difficulty in acquiring new ones; and (d) legal and regulatory compliance issues, since in most countries network downtime can result in non-compliance with legal and regulatory requirements, leading to fines and other penalties [5].

Overall, network downtime can have a significant impact on a business’s bottom line, reputation and ability to operate effectively. As a result, preventing network downtime through proactive measures such as network failure prediction using Machine Learning (ML) techniques can be critical to maintaining network availability and avoiding these negative impacts. Currently, traditional methods of detecting and troubleshooting network failures are often reactive, meaning network administrators respond to network failures after they occur, resulting in extended downtime and reduced productivity [13, 14]. With the increasing complexity of modern networks and the growing demand for network availability, there is a need for more proactive approaches to detect and predict network failures.

Most of the time, telecommunication companies take an action only when they are certain that network failure is going to occur. In recent years, Machine Learning (ML) techniques have gained much attention as an effective means/tool to predict network failures. Machine learning algorithms can automatically learn patterns from network data, identify potential failure points, and provide predictions before failures occur, allowing network administrators to take preventive measures. In this paper, we propose a machine learning-based approach to predict network failures and minimize downtime.

Using 5G core network packet logs from a 5G testbed, performance of several supervised machine learning techniques was analysed. This paper proposes a modified Support Vector Regression (SVR) approach that improves the traditional SVR. This improved SVR method is called "proposed-SVR" in this work. The proposed-SVR model therefore achieves the lowest detection time (t) on a network failure event with a higher accuracy and f1-score.

Using machine learning models to predict when a network failure event will occur, network engineers can prevent network downtime from happening. By tracking how packets are being transferred in the network, predictions can be made as to whether a network failure event will occur or not.

The rest of the paper is structured as follows. In Section 2 we provide an in-depth examination of preliminary and related research work on network outages and investigate the application of machine learning techniques for predicting network failures. Section 3 provides an overview of the dataset employed in this study. Section 4 discusses the methodology applied to solve the problem addressed in this work including the proposed-SVR model and the two tasks. Section 5 delves into the experiments conducted in this study, while Section 6 focuses on performance evaluation, discussing the results of various machine learning models and compares them with the proposed method. The last section (Section 7) concludes the paper with some remarks and future direction of the work.

2. PRELIMINARIES AND RELATED WORK

2.1 Network outage

Network outage/downtime refers to an unscheduled period in which a service is interrupted and not usable [15]. The disruption or loss of connectivity within a telecommunication network can cause service disruption for users who rely on the network for communication or data transmission. This inaccessibility may be to a part of, or all of, a network, that can be caused due to failure of hardware (equipment failures including failures of routers, switches, servers or other critical components of the network), software (bugs or glitches) or a combination of the two [16]. Scheduled maintenance, including upgrades or repairs, has the potential to cause network outages if not executed correctly or if unexpected issues arise. Power outages, natural disasters or accidental damage to infrastructure can also cause network outages [16]. When a network outage occurs, it can
affect various services, such as Internet access, phone calls, video conferencing and other forms of data communication.

In recent years, several network failure incidences have been reported, which have affected many businesses and individuals. In July 2022, nearly 40 million people were left without mobile phone services in Japan after equipment failure caused a network outage which lasted over 80 hours at the telecommunication company KDDI Corporation [17]. In the same month, a massive network outage at Rogers, a Canadian telecommunication operator, forced more than 10 million customers off their Internet or wireless services for 19 hours [18]. The outage was reported to have been caused by a maintenance upgrade that caused routers to malfunction [19].

In December 2020, a major outage affected O2, the UK’s largest mobile network operator. The outage was caused by a software issue and affected voice and data services for several hours [20]. In February 2020, a major outage affected Vodafone Idea, one of India’s largest telecommunication operators. The outage was caused by a server issue and affected voice and data services for millions of users [21]. The examples of network outage above not only disrupted users’ communications but also affected emergency services, business activities and several other economic activities.

With 5G technology and the increasing complexity of network architectures, the potential for network outages has become even more significant [22]. Telecommunication companies have to work quickly to resolve network outages, as they can cause significant disruptions to businesses and individuals who depend on their services. It is essential for telecommunication operators to have measures in place to monitor the network and detect outages early, as well as protocols for responding to and resolving outages as quickly as possible. It is also important for network operators to have contingency plans in place to mitigate the effects of network outages and minimize downtime for their customers. As a result, there is a growing interest in predicting and mitigating network outages using advanced techniques such as machine learning [22].

2.2 Machine learning models
Within the last decade, machine learning has gained significant interest and seen significant growth with applications in various fields including communication networks [23]. With the evolution of 5G, there has been an increase in the number of devices and amount of data generated, which creates the need for the efficient and intelligent management of network resources. ML algorithms can help network operators to automate decision-making, optimize network performance and enhance user experience [24].

Several studies have applied machine learning to 5G networks, addressing various challenges in network management, optimization and security. In [25] a machine learning-based approach for network slicing in 5G networks is proposed. The approach utilizes ML algorithms to identify and group similar network slices, enabling the efficient management of network resources and enhanced user experience. A study by [26] proposed a traffic prediction approach for 5G networks by utilizing neural networks to predict network traffic patterns, thereby enabling proactive optimization of network resources.

[27] proposed the use of a multilayer feed forward neural network, also known as a Multilayer Perceptron (MLP), for modelling the network outage time of network elements or systems. An MLP network was trained on 150 samples of daily network outage time data obtained from the network operating centre. The model input and output layers were kept constant, while the number of neurons was varied from 1 to 20, resulting in a prediction accuracy of 97.5%. A study in [28] demonstrated that metrics collected by monitoring tools could indicate system failure, providing maintainers with an opportunity to predict system failures from these metrics. However, the sheer volume of collected metrics can obscure relevant hints that may be hidden within combinations of multiple metrics. By employing an SVM algorithm, 15% of failures were predicted 60 minutes in advance.
Overall, the usage of ML in communication networks has been very successful in the last decade. ML has helped to improve network performance, enhance user experience, reduce costs and improve network security.

2.3 Predicting network outage using ML

The studies discussed in Section 2.2 highlight the significant potential of Machine Learning (ML) in addressing multiple challenges in 5G networks. Among these challenges, predicting network outages stands out as an area that can benefit greatly from ML advancements. By leveraging historical data and analysing patterns and anomalies, ML techniques enable the proactive prediction of network outages or failures. This approach empowers network operators to adopt proactive network management strategies, mitigating costly downtime and ensuring uninterrupted service for their customers.

In the past few years, the use of machine learning in predicting network failures has become increasingly popular in the telecommunications industry [29]. There has been some research on the application of ML to network failure prediction. In [30], a Recurrent Neural Network (RNN) model was trained on time-series data of network traffic and performance metrics to predict network outages. In a study by [31] a Deep Neural Network (DNN) was used to predict network outages in a cloud data centre. The DNN model was trained on a large dataset of network logs and performance metrics to predict network outages. Another study [32] used a gradient boosting algorithm to predict network outages in a mobile network. Performance data from base stations were used to identify patterns and anomalies that could indicate an impending outage. In [33], big data analytics were employed to reduce network downtime by predicting and rectifying equipment failures. The prediction utilized system activity and operational parameter data, resulting in a large amount of data that required a dynamic and adaptive algorithm. It was discovered that equipment failure symptoms manifested approximately nine days prior to failure, and predictions made within four days before failure achieved an accuracy of up to 99.9%.

The studies above demonstrate the potential of machine learning in predicting network outages, mobile network management, and improving network reliability. However, the datasets used in most of these studies included either datacentre data only or base station data. In this study, a multivariate time-series dataset from a real 5G core network testbed (CNF-based 5G core test environment) is used. This brings us closer to using ML and predicting network outages for a real commercial 5G network.

By using machine learning to predict network outages, telecommunication network operators can proactively address issues before they become critical, reduce downtime and improve the overall reliability of their networks. As network data becomes more complex and dynamic, machine learning is likely to become an increasingly important tool for network management and optimization.

2.4 Regression models

Regression is a type of supervised machine learning that aims to predict a continuous target variable based on one or more input variables [34]. There are several types of regression models, including linear regression, polynomial regression, logistic regression, and others. The dataset provided for this work contained multivariate time-series metrics which are well suited to regression ML models. In this work therefore, regression models were used to predict the likelihood or probability of a network failure event based on historical data and features related to network performance. The ML model considered various factors (features) that may contribute to network failure, such as network traffic, packet loss, latency and device failures.

In our study, a performance comparison of several regression ML models was conducted including:
(a) random forest regressor, (b) Support Vector Regression (SVR), (c) Bayesian ridge, (d) cat boost regressor, and (e) extreme Gradient Boosting Regressor (XGBR).

An XGBR is a type of gradient boosting algorithm that is known for its high performance and accuracy in predictive modelling. It is based on the decision tree algorithm and uses an ensemble of decision trees to make predictions [35]. The XGBR is particularly useful for handling complex and non-linear relationships between features and target variables.
A Support Vector Regressor (SVR) is a type of Support Vector Machine (SVM) algorithm that is commonly used for regression tasks [36]. It works by finding a hyperplane in a high-dimensional space that maximizes the margin between the training data points and the predicted values. The SVR algorithm is particularly useful for handling data with non-linear relationships between features and target variables [36]. This paper proposes a modified Support Vector Regression (SVR) approach that improves on the traditional SVR by modifying the regularization parameter C and substituting a sigmoid kernel for the radial basis function kernel. This improved SVR method is called “proposed-SVR” in this work. The Proposed-SVR model therefore achieves a lower detection time (t) on a network failure event with a higher accuracy and f1-score.

3. DATASET

3.1 Dataset description

The dataset provided is from a commercial network testbed [37]. The target network is a CNF 5G core running on top of Kubernetes with an extended Berkeley Packet Filter (eBPF) [37]. The eBPF enables derivation of fine-grained metrics from Linux kernel space, therefore providing observability. Although this is the case, network failure prediction is still a challenge by using only eBPF without further processing or analysis. Thus, machine learning plays a significant role in predicting future network failures on the 5G core. The dataset provided contains 3 types of metrics: (i) basic metric obtained by cAdvisor [37], (ii) fine-grained metric by eBPF, and (iii) 5G metric by counting 5G logs. Fig. 1 shows the network environment for the dataset generation and associated metrics.

Multivariant time-series metrics for each 5G core CNF under normal and failure conditions provided were generated in the CNF-based 5G core test environment. Failure injector caused packet loss on the 5G core, extending the loss rate. The dataset consists of training data (600 test cycles) and test data (300 test cycles), both of which include labels and time-series metrics. The labels include normal (normal state, no network failures) and abnormal (br-qp.bridge-loss-congestion-with-time-start, network failure occurs).

During data collection in the testbed, the first 90 seconds was used as a preparation phase (5G network initialization) and the remaining 600 seconds were used for the UE registration and deregistration phase as shown in Fig. 2. During a network failure event, the packet loss increases linearly while users are registered and deregistered continuously. If no network failure event occurs, there is no significant packet loss [37]. This work studies how early and accurately future network failures can be predicted using machine learning and these metrics.

4. METHODOLOGY

4.1 ML tasks

In order to accurately predict network failures as well as reduce the model size and number of features, the work is divided into two tasks.

4.1.1 Task 1

In this task, every metric provided in the dataset is used to train and test ML models for predicting a network failure which will occur in the future. The target value for prediction is the number of UE registration failures (amf.amf.app.five-g.RM.RegInit Fail) at 10 min (600 sec). This is the number of failed connection requests from 5G users and is directly related to the QoE of 5G services.
The goal is to find the lowest detection time \( t \) when the models can achieve over 0.9 of \( F1\text{-score} \) in detection by threshold. This implies that if a predicted value by an ML model is greater than a threshold, then a network failure event will occur at 600 seconds.

### 4.1.2 Task 2

The second part (task 2), a part of the metrics is selected to develop models that can predict failures at the detection time \( t \). This ensures a few metrics are used to train the ML models which significantly reduces the training time, reduces the ML model size, increases the model inference time, leading to lower energy consumptions for ML model training and inference, as well as a higher speed on inference for real-time inference. In this task, a better ML model should achieve a lower detection time \( t \), have a lower number of metrics used for training, as well as higher performance (\( F1\text{-score} \)).

### 4.2 Proposed solution

In this work, packet logs generated at a particular time from the dataset are selected. The selected data is used to train a regression model. In this work, data balancing was performed. A dataset is said to be imbalanced when there is an unequal distribution of classes [38]. This implies that one class has significantly more examples compared to other classes. An imbalanced dataset is challenging for ML training because the class with less examples affects the overall model performance. The target variable of the training set contains two classes (normal and abnormal) of which 450 data points belong to the normal class and 150 data points to the abnormal class. In this work, we utilized the Synthetic Minority Oversampling Technique (SMOTE) to sample the abnormal class by generating synthetic examples [38]. In order to improve the model's performance and reduce overfitting, a subset of relevant features was selected from the dataset based on its importance. In feature importance, contribution of each feature to final \( f1\text{-score} \) is evaluated. An extreme gradient boosting classifier library is used in this work to determine each feature’s contribution to the final \( f1\text{-score} \) thus determining the feature importance of each metric.

In Fig. 3, some of the most important features and their associated \( f1\text{-score} \) contribution for network failure prediction are shown.

When features have different scales, machine learning models tend to be biased towards features with higher magnitudes and it is difficult to reach a minimum cost function [38]. This reduces the performance of the machine learning model. It is very important to transform numeric values of the features to a similar range.

There are two common methods for feature scaling which are:

(a) Normalization: This method scales the features between 0 and 1.

(b) Standardization: This scales feature to have a mean of 0 and standard deviation of 1.

This work utilized the standardization method to improve the final \( f1\text{-score} \) of ML models.

In order to improve on the performance of proposed-SVR, the kernel was changed from a Radial Basis Function (RBF) to sigmoid. The sigmoid kernel works better with binary classification and this solution classifies obtained results further into two groups (network failure event occur or not) and hence a binary classification. The modification improves the resulting \( f1\text{-score} \) of the ML model. Furthermore, the reciprocal of regularization parameter \( C \) was changed from 1 to 0.09 which increases the regularization parameter, thereby preventing overfitting.
5. EXPERIMENTS

5.1 Machine learning modelling
In this work, regression machine learning models were trained from scratch then predictions obtained from the trained models. The $f1$-score metric was used to evaluate model performance. For the two tasks mentioned in Section 4.1, the same ML models are used to make predictions and performance comparisons. The model feature importance discussed in Section 4.2 is utilized for task 2.

5.2 Thresholds
Regression models return continuous values as the prediction. For a given set of continuous values, there exists a boundary which separates the values into two groups. Any number which is above this boundary represents network failure and the remaining numbers represent a normal network. This boundary is also known as a threshold, and it is used to convert continuous values into binary values.

The occurrence of network failure significantly influences the values of the target variable. This dependency is demonstrated in Fig. 4, where it is observed that the target variable takes similar values for all conditions below a detection time of 60 seconds. This could be attributed to a lower number of lost packets for durations less than 60 seconds. However, for detection times greater than 60 seconds the target variable is observed to take different values, indicating a higher degree of network failure. Based on the observations from Fig. 4, it is evident that the $f1$-score for points with similar values for the target variable will generally be poor. Therefore, a thorough analysis of the target variable values and their dependence on network failure is essential in improving the performance of the $f1$-score. Fig. 4 also illustrates an example of an abnormal (network failure) dataset used to train the regression ML models.

6. PERFORMANCE EVALUATION AND DISCUSSION

6.1 Task 1 results
In the first task, all features (3,325) from the provided dataset were used to train the ML models and perform predictions. In this task (Task 1) no feature selection was performed. In general, using all features yield the best ML model performance results but requires more computational power.

Performance comparison results of different ML models for different detection times (5 – 30 seconds) are shown in Fig. 5 and Fig. 6. In these figures, it is observed that the proposed-SVR model obtains the best $f1$-score of more than 0.9 for a detection of a time of 10 seconds. The same observation is made in Fig. 6 in which the proposed-SVR accuracy is better when the detection time is 10 seconds or more.
To comprehensively evaluate the performance of proposed-SVR model in comparison to other ML models, three metrics were employed. These metrics, namely (i) accuracy, (ii) precision, and (iii) f1-score, were utilized to assess the performance of these different ML models for a detection time of 10 seconds. The comparison in Fig. 7 reveals that, in general, the proposed-SVR model outperforms the other ML models in network failure prediction including the traditional SVR model. Specifically, the proposed-SVR model achieves a higher f1-score of over 0.9, indicating superior performance in detecting network failure events within a 10-second timeframe. Moreover, the proposed-SVR achieves an accuracy of 0.84, surpassing the closest ML models, the traditional SVR model with an accuracy of 0.77 and Bayesian ridge, which achieves an accuracy of 0.75.

Fig. 8 shows the performance comparison of the proposed-SVR for f1-score as a function of detection time. If the detection is increased, the performance of the ML model is improved. This observation also applies to the accuracy of the SVR model. From the results shown in Fig. 8, it can be generalized that the f1-score of the model increases with an increase in detection time. This implies that we can be more certain about the prediction of the proposed-SVR model as detection time increases.

6.2 Task 2 results

In the second task (Task 2) a number of features were chosen based on their importance to train the ML models, which have been analysed in Task 1 above (Section 6.1). The XGB classifier and feature engine libraries were used to rank features according to their importance. Table 1 shows the SVR model performance as the number of features is reduced; the SVR model produce better results for Task 2 as shown in Table 1.
An analysis of results presented in Table 1 reveals a clear relationship between the number of features and detection time needed to attain a comparable $f_1$-score. A significant inverse relationship is observed, indicating that as the number of features increases the required detection time decreases while maintaining a similar $f_1$-score.

From the above data and plots it is clear that there is a relationship between the number of features and $f_1$-score, which is not linear. This implies that, some features contribute more to the final $f_1$-score compared to other features. Additionally, there is a relationship between the $f_1$-score and detection time. Building on the previously discussed correlations it can be confirmed that the number of features and detection time have a nonlinear inverse relationship. This link is depicted in Fig. 9, which shows the indirect relationship between the number of characteristics and detection time.

Another significant aspect of the results obtained in Task 2 is that the resulting ML model is smaller. This has a lot of implications for the training pipeline, as well as the resulting ML model. Training an ML model with a fewer number of features warrants that the training time of the ML model is significantly reduced. This also reduces the ML model size, increases the model inference time, lowers energy consumption and has a higher speed on inference for real-time inference.

In the case of the proposed-SVR model, we compare the effect of reducing the number of features to the training time, ML model size, and prediction time when the network failure event is detected at 10 seconds.

### Table 1 - ML model performance results of proposed-SVR for task 2

<table>
<thead>
<tr>
<th># of feature</th>
<th>Time</th>
<th>F1-Score</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>10</td>
<td>0.901</td>
<td>0.40</td>
</tr>
<tr>
<td>527</td>
<td>20</td>
<td>0.911</td>
<td>0.57</td>
</tr>
<tr>
<td>400</td>
<td>35</td>
<td>0.906</td>
<td>0.55</td>
</tr>
<tr>
<td>300</td>
<td>36</td>
<td>0.917</td>
<td>0.62</td>
</tr>
<tr>
<td>200</td>
<td>36</td>
<td>0.908</td>
<td>1.11</td>
</tr>
<tr>
<td>120</td>
<td>40</td>
<td>0.902</td>
<td>1.30</td>
</tr>
<tr>
<td>100</td>
<td>52</td>
<td>0.914</td>
<td>1.14</td>
</tr>
<tr>
<td>50</td>
<td>61</td>
<td>0.901</td>
<td>1.74</td>
</tr>
</tbody>
</table>
There is a trade-off between the complexity of the proposed-SVR model and the number of features used. Increasing the number of features increases the complexity of the ML model which improves the model’s ability to generalize to new data. It is clear that the number of features must be selected carefully as it affects generalization of the model when it is presented with new data. In Table 2, the training time is for 600 data samples and the prediction time is for 300 data samples.

During the 2022 ITU AI/ML in 5G Challenge [37], different teams attempted to provide the solution to this problem statement of detecting network failure events. Fig. 10 presents the detection time comparison for an $f_1$-score of more than 0.9. It is observed that our proposed solution (proposed-SVR) obtains the best detection time of 10 seconds (100 seconds if preparation phase is included) as compared to 30 seconds and 50 seconds for a similar $f_1$-score reported by other teams who used AutoML and LSTM. Additionally, a comparison with conventional SVR is made to verify the performance gains obtained by our proposed ML model.

### Table 2 – Feature size of proposed-SVR model

<table>
<thead>
<tr>
<th># of Features</th>
<th>Size (MB)</th>
<th>Training Time (sec)</th>
<th>Prediction Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>20.89</td>
<td>2.00</td>
<td>0.65</td>
</tr>
<tr>
<td>527</td>
<td>3.31</td>
<td>0.32</td>
<td>0.10</td>
</tr>
<tr>
<td>100</td>
<td>0.63</td>
<td>0.10</td>
<td>0.03</td>
</tr>
<tr>
<td>64</td>
<td>0.39</td>
<td>0.08</td>
<td>0.03</td>
</tr>
<tr>
<td>50</td>
<td>0.30</td>
<td>0.08</td>
<td>0.02</td>
</tr>
<tr>
<td>1</td>
<td>0.01</td>
<td>0.03</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Fig. 10 – Detection time performance comparison between teams from [37]

### 7. CONCLUSION

In this paper, the effects of network outages on telecommunication systems and customers have been explored, along with the need for proactive measures to be taken as early as possible to prevent these impacts. Specifically, the paper proposes the use of machine learning models, such as SVR and Bayesian ridge, to predict network failures using packet logs. The study established that the proposed-SVR model performed the best, achieving an $f_1$-score of more than 0.9 when predicting network failures based on packet logs with a detection time of 10 seconds. Additionally, the proposed ML model was able to accurately predict network failures even after removing several features, achieving an $f_1$-score of above 0.9 using 527 features and packet logs with a detection time of 20 seconds. Overall, the paper highlights the importance of proactive network failure prediction and demonstrates the effectiveness of using machine learning models for this purpose.
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