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Abstract – It has been forty years since TCP/IP was standardized as RFC 793. The spectacular success of the Internet has
validated the design choices of its protocols and architecture. However, the evolution of the services and applications running
over the Internet, new societal requirements and the general unavoidable obsolescence of any protocol will at some point
require rethinking the current protocols and potentially replacing them with new ones. New technology has emerged in
limited domains networks, such as data centers, that may hint at a way forward for the overall Internet architecture. We
present an overview of the recent and current work on post‑IP networking and discuss the drivers and motivations that will
push us to reimagine IP.
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1. INTRODUCTION

It has been forty years since TCP/IP was standardized as
RFC 793 [1]. The deployment of IP and of the Internet in
general has been a spectacular success, both technologi‑
cally and commercially. It would have been impossible to
anticipate forty years ago how much the Internet has be‑
come a part of our daily lives, and howmany devices have
been connected.

In parallel with IP, wireless networks have been deployed,
also with unparalleled success. 5G and 6G are being re‑
searched and will be deϐined and standardized to bring
fast, high throughput and reliable connections to a multi‑
plicity of devices all over the world.

As the number of applications being supported by the In‑
ternet keeps increasing, one question becomes more and
more relevant: what is next for networking. Of course, no
technology can last for ever and IP is no exception. On
the other hand, it can be argued that no technology has
been deployed in so many devices, networks, use cases
and applications. Replacing IP would be tremendously
difϐicult. IP has been incredibly versatile, and because it
was designed to be generic enough to support many ap‑
plications, it is still to do the job, forty years later.

There are however signs that point in the direction that
some new version of IP could be on the horizon, if only in
the long term. In particular, there are efforts to allow the
support of newnetwork protocols, either in a virtual slice,
or in a limited domain, as well as some research endeav‑
ors in industry and academia. Some SDOs are preparing
for a post‑IP era that is bound to happen not today, not
tomorrow, but at some point in the future.

We present an overview of the current work on post‑IP
networking and discuss the drivers and motivations that
will push us to reimagine IP.
This paper presents some of these ideas. It is organized
as follows:

• Section 2 goes over themarket drivers and future re‑
quirements that will enable evolution of the Internet
protocols. This is rooted in a historical perspective.

• Section 3 describes protocols that are not based on
the current IP networking protocols of the Internet
as studied in standardization organizations, such as
ETSI, IETF and 3GPP.

• Section 4 considers potential changes at the network
layer and research efforts outside of standards.

• Finally, Section 5 closes the paper with some con‑
cluding remarks on the direction of networking.

While our overview is not exhaustive, as networking re‑
search has a long history and covers many domains, we
hope to point out some important directions for future
investigation, future protocol design, and maybe, future
deployment in an evolved Internet.

2. MARKET DRIVERS AND USE CASES
One core driver for future networks research is the evolu‑
tion of the networking landscape in the past two decades.
It is based solidly on the forty year old IP protocol, and its
twenty year old version with longer addresses, IPv6.
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2.1 Internet
These protocols are at the core of the Internet, which
through the past decades has become the single most im‑
portant network, drivingmanyof themost ϐinancially suc‑
cessful companies on the planet including Google, Ama‑
zon, Facebook, Alibaba, Tencent, etc. Through both large
and small “web” service companies, the Internet has be‑
come the all‑encompassing foundation of global commu‑
nications.

Most Internet trafϐic is consumer/entertainment on‑
demand “streaming” of media, which comprises 80% or
more of Internet trafϐic [2]. On‑demand audio/video ser‑
vices including Netϐlix or Amazon Prime do not require
any stringent network quality but have been designed
to operate under varying network throughput, loss and
latency, simply adapting the user experience quality to
what the network offers dynamically. This has allowed
the fast and low‑cost scale‑up of the Internet, because the
Internet only needs to (and does) provide so‑called “Best
Effort” network service with no guarantees. The global
success of video streaming was also enabled by the very
pragmatic approach of building it on top of protocols and
components that originallywerenevermeant for this pur‑
pose, speciϐically web caches.

2.2 IP beyond the Internet
The technologies designed for the Internet, especially
IPv4 and IPv6, TCP and many other related IETF proto‑
cols, have also become the standard for almost every net‑
work, whether those networks are considered to be part
of the Internet, connected through some security ϐilters to
the Internet or expected to be completely isolated.

These networks are often called private networks
or limited‑domain networks [3] and include Opera‑
tional Technology (OT) networks such as in indus‑
trial/manufacturing; emergency services including ϐire,
disaster and 911 services; critical infrastructures for the
power grid including (nuclear) power plants; streets,
air trafϐic and waterways control; train/track control;
autonomous car and car to curb communications;
healthcare; commercial supply chain operations; global
ϐinancial operations; defense; local, regional, state and
federal organization OT and IT networks; and general
commercial and enterprise networks and other so‑called
Internet‑of‑Things (IoT) networks. Visibility into these
networks, including their size, networking requirements
and business importance to their industries, is difϐicult
for those not involved in the respective industries or
those working for the few network vendors serving those
industries. Overall they are likely to constitute a much
larger market and number of connected devices than the
Internet.

When it comes to network protocols and their use in net‑
works, one can therefore imagine an iceberg (see Fig. 1),

where the portion above the water is the Internet and the
part below the waterline represents the variety of such
private and/or limited‑domain networks. One of the key
challenges for future networks research is therefore to
better understand all those networks and their applica‑
tions’ needs, and build better network protocols and so‑
lutions for them. Another challenge is to connect and con‑
verge all of them together as a new better and bigger ”In‑
ternet.”

Fig. 1 – The TCP/IP networks iceberg

One key difference between the Internet and private net‑
works is a difference in preferences for addressing. The
growth of the Internet made the evolution from the 32‑
bit address IP protocol to a protocol with a larger address
space such as IPv6 obviously necessary. Yet, private net‑
works often see no beneϐits in the longer addresses of
IPv6, and often prefer to stick with private 32 bit IP ad‑
dresses. When IPv6 was designed, it was also assumed
that IPv4 would completely disappear over time. Over
the past 20 years it has become clear this will not hap‑
pen any time soon, resulting in over 25 different IPv4‑to‑
IPv6 address mapping mechanisms and an overall better
understanding that for many use cases, especially in IoT
and industrial networks more ϐlexible addressing would
be a signiϐicant beneϐit for a more ϐlexible composition of
networks, energy efϐiciency and simplicity of address op‑
erations.

While the Internet serves very well and at a very good
price as an underlying transport layer for some part of
those networks and services, it does not provide some
crucial performance characteristics. Somenetworks need
better than ϐive nines of availability through advanced re‑
liability mechanisms; real‑time performance parameters
including guaranteed throughput, zero packet loss and
lowest latency. Their requirements are often at the cen‑
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ter of the most critical parts of many networks and their
applications.

Dedicated solutions for these problems are built using
the very same “TCP/IP” protocols as the Internet, but
they do employ additional (existing) functionalities and
use more purpose‑focused designs that can provide bet‑
ter network services for these applications. Nevertheless,
most network industry research and development in the
past decades has focused on the biggest growing market,
which was the Internet market with its non‑critical, non‑
real‑timeB2BandB2C Internet trafϐic. This has left awide
rangeof requirements for thesenon‑Internet networkuse
cases unresolved by the Internet industry. These are also
more andmore explored by researchers but by few SDOs.

One important area of research are extrapolations of net‑
work requirements from desirable future applications
that we can see emerging today. Remote control is a core
theme, whether it is a cloud‑based remote Programmable
Logic Controller (PLC) for next‑generationmanufacturing
plant operations, telesurgery in medical environments,
robots for remote operations in hazardous environments,
home‑assist robots in health and elderly care, remote
driving of vehicles including cars, trucks, ships or air‑
planes or just physical or holographic avatars for so‑
cial/entertainment or business interactions.

Several of these use cases have limited existing instances,
often started early by the defense sector (remote un‑
manned vehicle operation), and one can expect to see in‑
ϐlection points in this coming decade, when enough tech‑
nology components converge to take them to exponential
growth.

Haptic and holographic communications: All‑sense
(and beyond) human/machine and human/human inter‑
faces are one such key area of upcoming technology de‑
velopment. Holographic communications include holo‑
graphic environment capturing and remote holographic
rendering. It is the next stage of visual communications
beyond AR and VR and it requires network throughput
that is orders of magnitude higher than today’s 2D/3D
and AR/VR visual communications [4, 5], as well as bet‑
ter guaranteedperformance for the quality of holographic
rendering required to achieve thedesiredbeneϐits, lifelike
visual remote presence.

Haptic communications cover sensing for remote touch
and it requires better networks as well, speciϐically bet‑
ter guaranteed short round‑trip‑times; for example to al‑
low the human initiator of the remote haptic communica‑
tions to actually control the pressure of touch. Even smell
and taste sensing are actively being researched and can
be expected to be crucial for various use cases, such as re‑
mote avatar in security operations, smelling toxins, drugs
or chemical indicators.

Remote driving: Even beyond the ϐive classic senses,
remote gravitational simulation is understood to be re‑

quired to improve accuracy in remote operations such
as for remote piloting (ϐlying/driving)1. Highly reliable
(zero interruptions), precise guaranteed network latency,
throughput and zero loss of packets are other crucial re‑
quirements to grow these types of applications. Often se‑
vere loss of property or life can result from remote control
loops even temporarily failing, experiencing performance
loss or even just becoming less accurate.

Consider a remote controlled car driving across opposing
trafϐic. The remote drivermust not lose accuracy in steer‑
ing or vision for even only parts of a second. Car‑sharing
with remote drivers is a commercially attractive use case;
for example to help car ϐleet management in large cities.
In one promising business model2, the car‑sharing com‑
pany’s remotedriver takes the car to thenext customer lo‑
cation and picks up the car again when that customer has
reached his or her destination. With today’s networks,
this requires dual cellular network connectivity, tracking
of 4G/5G coverage maps to avoid areas with unreliable
mobile network coverage and limiting the remote drivers
maneuvers and speed to allow for the control loop to be
sufϐiciently safe. In another business model, bus services
are using autonomous driving or remote drivers, giving
them permission to only drive at much slower speeds, for
example 18 Km/h (11 mph).

LEO satellite networks: One foremost currently unfold‑
ing new network technology is that of thousands of Low
Earth Orbit (LEO) satellite networks planning to support
the Internet and more specialized network services for
a variety of customers ranging from currently hard to
reach areas, moving endpoints (cars, trucks, trains, ships,
planes) all the way down to residential Internet access.

In some scenarios, satellite networksmaybe the only con‑
nection to the Internet. Other scenarios include dynamic
path and trafϐic diversity across amix of such satellite net‑
works. More traditional scenarios, such as 4G/5G mobile
or wireline network services, call for even more interest‑
ing new network and routing support for such satellite
networks.

Beyond 5G: The evolution of “traditional” mobile 4G/5G
to 6G networks itself is also a driver for evolving the phys‑
ical networks carrying mobile network trafϐic. Whereas
mobile networks originally were physically standalone
networks, they have started to evolve in the past few
years, mostly since the introduction of 4G and now 5G,
into software overlay processing that is running on top
of physical networks from service providers, which are
called the “transport” network. With more and more In‑
ternet and other TCP/IP trafϐic turning mobile, the re‑
quirements for themobile network are also becoming key
requirements for those physical next‑generation service
provider networks.
1See for instance: https://the‑race.com/touring‑car/driverless‑
remote‑controlled‑electric‑car‑completes‑demo‑lap/

2See for instance https://vay.io.
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This includes low‑latency, low‑loss, high‑reliability net‑
work connectivity between radio towers and an Edge
Data‑Center (Edge‑DC) in which the softwarized mobile
network processing happens. Softwarization of even the
lowest layer of radio signal processing in those Edge‑DCs,
as well as signiϐicant increases in the user service band‑
widths with 5G and 6G networks (often claimed to be up
to 1 Gbps), result in raw bandwidth requirements of the
underlying transport networks that are even higher.

It is not only mobile network that are built as overlays,
but also many other private networks are today built in
their WAN components with overlays over the Internet
as an inexpensive transport. One common type of solu‑
tions for this is Software Deϐined WAN (SD‑WAN), and
many researchproposals recognize the investment cost of
building newer physical networks anddo focus onoverlay
designs for incremental deployment, including ICN, Ex‑
tensible Internet (EI), SCION or NewIP (discussed in Sec‑
tion 4)).

Overlay solutions do typically not sufϐice when spe‑
ciϐic service quality parameters especially zero‑loss, con‑
trolled, low‑latency, jitter and guaranteed throughput are
required, because the service quality of consumer or com‑
mercialWAN Internet access is highly variable. Even ded‑
icated network services such as service provider offered
Virtual Private Networks (VPNs) do typically only pro‑
vide very limited control of service quality parameters.
For this reason, private network operators such as many
of the aforementioned industries have interest in getting
private network services from service providers in which
more of the network service quality is under their control.

This is what the current trend for network slices is about.
But such better control of network services is difϐicult
when the currently possible network services offered by
TCP/IP are not sufϐicient for the applications of those cus‑
tomers.

Hardware evolution: The slow evolution of network
protocols in the past two decades is primarily caused by
the market forces driving the Internet, namely its sheer
market volume, its normative inϐluence on all other pri‑
vate network markets. But it was also caused by dedi‑
cated network forwarding hardware which traded low‑
cost and high speed for limited ϐlexibility and slow inno‑
vation cycles. This too has changed in the last decade
through the evolution of network forwarding implemen‑
tations.

Firstly, the speed improvements in general purpose CPU
in the past two decades allowed for slower‑speed (today
in practice up to low 100Gbps) network forwarding hard‑
ware to become softwarized and deployed onto standard
DC servers, which then lead into the decomposition of
the architecture of complex routers into software mod‑
ules called Virtual Network Functions (VNFs) and Net‑
work Forwarding Virtualization (NFV). This has allowed

moremodular overlay and edge‑network architectures to
evolve. This has also opened the door to much faster de‑
velopment of new network protocols for such software
network forwarders.

Secondly, the ASICs of high speed forwarders for data‑
center switches, LANs and WANS, with speeds into the
terabits did evolve in thepast decade tobecomemorepro‑
grammable, not only to the few vendors that developed
them, but also to third parties. This raised interest espe‑
cially in the research community to work on better next‑
generation network protocols and network designs.

Network automation: With networks becoming faster
and larger and their services becoming more varied and
challenging, network management and operations have
become a core aspect of development and research. In
2007, a concept called Software Deϐined Networking
(SDN) evolved. It encompasses today the aforementioned
softwarized network components as well as automated
provisioning and operations of softwarized and hardware
network equipment and of the service instances running
on them. These SDN management architectures them‑
selves are becoming so complex that they need to be re‑
built from complex and often fragile hierarchical com‑
mand and control architectures to so‑called “Intent Based
Networking” [6]. Intent‑based networking provides dif‑
ferent levels of abstractions to express goals (Intent) in
high‑level terms. Then the system attempts to converge
the operational state to meet that intent.

In many cases though, the best way to deal with complex‑
ity is to avoid it in the ϐirst place. Building the compo‑
nents of a network to embody the desired properties is
preferred to layering them through complexmanagement
solutions. This is what research and standardization into
more secure forwarding planes (such as SCION) and self‑
automation in the network is about. Next‑generation net‑
work protocols can help such simpliϐication goals by pro‑
viding more monitoring (telemetry), security and self‑
managing service quality mechanisms.

3. NON‑IP TECHNOLOGIES AND PROTO‑
COLS

In this section, we turn our attention to efforts to stan‑
dardize new networking protocols in ETSI (NGP in Sec‑
tion 3.1 and NIN in Section 3.2), in IETF (ICN in Sec‑
tion 3.3) and in 3GPP (satellite networks in Section 3.4).

3.1 NGP
Next Generation Protocol (NGP) was the project in ETSI
that investigated and analyzed the problem for the cur‑
rent TCP/IP‑based communication protocols for the In‑
ternet. It also tried to study and propose the next gen‑
eration protocols.
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For NGP, the project has deϐined scenarios [7], require‑
ments [8] and Key Performance Indicators (KPIs) [9].

There are two completely different technical road maps
for NGP: IP‑based and non‑IP‑based solutions. For the IP‑
based solutions, supporters believe that future network
protocols for the Internet will evolve from the current
TCP/IP technologies; on the contrary, the non‑IP support‑
ers think that there are toomanyproblemsand challenges
in the current TCP/IP, and using a newly designed proto‑
col suite is a better choice.

For the evolutionary direction or TCP/IP‑based solutions,
the basic principle for NGP is to keep the most important
characteristics of IP. That includes (but is not limited) to
the following:

1. The Internet protocol suite or TCP/IPmodel: The In‑
ternet protocol stack consists of the physical layer,
link Layer, IP layer, transport Layer and application
Layer.

2. IPv4 and IPv6 packet header format: The IP packet
header is extensible in IPv6.

3. IGP and BGP‑based routing protocols: IGP is for the
routing within an administrative domain, and BGP is
for the routing between different administrative do‑
mains.

4. IP forwarding mechanism: The IP packet is for‑
warded based on Longest Preϐix Match (LPM).

Based on these principles, NGP has focused on new ser‑
vices that the current TCP/IP technologies cannot pro‑
vide. The new services have the following criteria:

1. More automation and intelligence in the network
control and management.

2. Better Quality of Service (QoS), in terms of band‑
width, latency, jitter and packet loss ratio.

3. Better efϐiciency to utilize the network resource and
capacity.

4. More ϐlexibility to deliver user trafϐic through a net‑
work to satisfy the user’s expectation.

NGP has proposed the following work items:

1. GS‑NGP‑002 [10]: “NGP: Self‑Organizing Control and
Management Planes.” This is to enhance the IP net‑
work control and management by introducing self‑
organizing automation.

2. GR‑NGP‑006 [11]: “Intelligence‑Deϐined Network
(IDN).” This is about the new network architecture
with intelligence from AI or machine learning.

3. GR‑NGP‑008 [12]:“Mobile Deterministic Network‑
ing.” This work item analyzed the current issues to
realize ultra‑Reliable Low Latency Communications
(uRLLC, as deϐined in 3GPP), and proposed a solu‑
tion based on time synchronization and determinis‑
tic transmissions.

4. GR‑NGP‑010 [13]: “Recommendation forNewTrans‑
port Technologies.” This work item tries to provide
better service than best‑effort, in terms of guaran‑
teed QoS (bandwidth, latency and jitter), by intro‑
ducing a sublayer in the network layer to control the
transport layer. The transport control is achieved by
programming hardware based on the customer ex‑
pected service info embedded in the user’s packet.

5. GR‑NGP‑011 [14]: “E2E Network Slicing Reference
Framework and Information Model.” This work item
conducted the gap analysis for the current virtualiza‑
tion, cloud‑centric, NFV and SDN technologies, and
then speciϐied the common requirements in infor‑
mation and modeling for network resource used for
end‑to‑end network slicing services.

6. GR‑NGP‑014 [15]: “Preferred Path Routing (PPR)
for Next Generation Protocols.” This work item pro‑
posed a method to support the customer preferred
path in an IGP domain by enhancing the IGP protocol
to populate the preferred path programming infor‑
mation to network devices.

7. GR‑NGP‑015 [16]: “Recommendation for Network
Layer Multi‑Path Support.” This work item studied
the possibility and different technical aspects to sup‑
port multi‑path at the IP layer for Internet where
multiple administrative domains exist, and BGP is
used.

8. GR‑NGP‑016 [17]: “Large‑Scale Deterministic Net‑
work.” This work item proposed to use a new queu‑
ing mechanism to support bounded latency and jit‑
ters for the IP network. The new techniques will
be suitable to large‑scale networks such as a service
provider’s network.

9. GR‑NGP‑004 [18]: “NGP: Evolved Architecture for
mobility using Identity Oriented Networks.” This
work item proposed Identity Oriented Networks
(ION) for 5G and beyond; the identiϐier and tempo‑
ral location information are dissociated. The under‑
layer of the network is still IP, but a non‑IP format of
the identiϐier is supported in the new architecture.

For non‑IP directions, NGP hasworked on two categories.
One is RINA, another is FLEXLINK.

Recursive Inter‑Network Architecture (RINA) [19] is an
alternative architecture to the current TCP/IP‑based In‑
ternet protocol suites. RINA attempts to solve the follow‑
ing problems of Internet protocols: Transmission com‑
plexity and performance issues caused by separation of
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TCP and IP, and TCP overhead; multi‑homing and mobil‑
ity issues caused by IP address and port number at the
same low level; management and security vulnerability
caused by IP address.

The key concept of RINA is that every layer for a com‑
munication protocol stack can be represented by inter‑
process communications or IPCs. Different layers in the
stack should be a recurring set of protocols used for dif‑
ferent scopes and scales, rather than based on a speciϐied
function and specialized protocols like in TCP/IP.

Fig. 2 illustrates the architecture for RINA. In the architec‑
ture, theDistributed IPC Facilities (DIF) is repeating in ev‑
ery layer for the communication between different enti‑
ties. The scope of each layer (DIF) is conϐigured to handle
communications between speciϐied entities with a given
range of bandwidth, QoS and scale. Each DIF consists of
“IPC Processes” (IPCPs); different IPCPs at different en‑
tities collaborate together to provide and manage an IPC
service over a certain scope.

For example, the new LTE architecture instantiated in
RINA, and the corresponding traditional LTE architecture
deϐined by 3GPP, are illustrated in Fig. 3. For RINA, two
fundamental DIFs are used: one is the radio DIF used be‑
tween the user equipment (UE) and the wireless access
device. Another is the Point‑to‑Point (PtP) DIF used be‑
tween devices in the backhaul network. On top of these
two DIFs, there are several upper layer DIFs, such as the
metro DIF, the backbone DIF, the mobile network top
level DIF and the public Internet DIF. Fig. 3 shows the
streamlined architecture simplicity brought in by RINA.

FLEXILINK [20] is a technology for packet switching for
network devices. Its purpose is to provide both basic and
guaranteed QoS services for a network. FLEXILINK pro‑
poses that the user’s packet header should be minimized
and only carries a “label,” which is an index into the rout‑
ing table. Each entry in the routing table will contain the
output port number and the label for the next hop. All
other control information is carried in control planemes‑
sages and is sent once for each ϐlow instead of in every
packet. FLEXILINK can support different user packet for‑
mats. User packets can be either encapsulatedwith FLEX‑
ILINK label like MPLS, or can be stripped on entry and
added back on exit of the FLEXILINK network. The con‑
troller is responsible for the routing table content estab‑
lishment and for the installation into hardware.

The reports for RINA and FLEXILINK are:

1. GR‑NGP‑003 [22]: “NGP: Packet Routing Technolo‑
gies.” This document introduces the RINA basics in
architecture for packet routing.

2. GS‑NGP‑007 [23]: “NGP Reference Model.” This doc‑
ument speciϐies a reference model for the existing

Fig. 2 – A repeating layer (the DIF) for different scopes is the basic struc‑
tural pattern of RINA [21]

Fig. 3 – Comparison of the architecture of LTE (up) and RINA (down)
[21]

protocol enhancement and new protocol design.

3. GR‑NGP‑009 [21]: “An example of a non‑IP network
protocol architecture based on RINA design princi‑
ples.” This document is about the RINA architecture
and design guidance for different types of networks,
such aswireless access and core network, virtual pri‑
vate LAN service, data center network, etc.

4. GS‑NGP‑013 [24]: “Flexilink: efϐicient deterministic
packet forwarding in user plane for NGP; Packet for‑
mats and forwarding mechanisms.” This document
discusses the basics about FLEXILINK to achieve QoS
expectations.

3.2 NIN
Non‑IP Networking (NIN) is an active project in ETSI as
of this writing. It is actually the continuation of the non‑
IP technologies in NGP and it excludes all IP‑based so‑
lutions. NIN emphasizes that its proposed technology is
not dependent on IP packet formats or protocols; how‑
ever, it still supports the different protocol suites includ‑
ing TCP/IP, Information Centric Networking (ICN, see be‑
low) and RINA.

NIN’s scope focuses on further research and standard‑
ization for FLEXILINK, and its application to cellular net‑
works. The following technical reports have been pub‑
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lished by the NIN project so far:

1. GR‑NIN‑001 [25]: “NIN: Problem statement: net‑
working with TCP/IP in the 2020s.”

2. GR‑NIN‑002 [26]: “NIN: Implementing Non‑IP net‑
working over 3GPP cellular access.” It uses FLEX‑
ILINK for the realization of wireless access networks
deϐined by 3GPP such as LTE and 5G.

3. GR‑NIN‑003 [27]: “NIN: Flexilink network model.”
This document discusses the details of a Flexilink
network including layering, control plane, packet
format (see Figure 4), etc.

NIN is still working on two items: “Signaling messages
and protocols” and “Carriage of Flexilink ϐlows over DECT
2020 New Radio.”

Fig. 4 – Flexilink packet format [27]

3.3 ICN
The Information‑Centric Networking (ICN) architecture
attempts to reinvent the Internet, with the explicit goal
of replacing RFC 793. IP sets up a connection by con‑
necting two hosts (typically a client and a server) over a
UDP or TCP session. These hosts then provide the con‑
tent that is being requested, as the Internet has evolved
to allocating most of its resources to delivering content.
Video streaming accounts for over 80% of the Internet
[2], thanks to the success of video sharing platform such
as Netϐlix, Hulu, Disney+, etc.

The Internet has evolved to accommodate this shift in the
trafϐic patterns, most notably with the deployment of an
overlay infrastructure for content distribution. Content
Distribution Networks (CDNs), such as Akamai and oth‑
ers [28], have been successfully deployed andmost of the
Internet trafϐic nowgoes over such anetwork. CDNs repli‑
cate the content to multiple servers so that clients can ac‑
cess a copy of the content that is placed in a cache near the
users. This avoids overwhelming the origin server for the
content, and the network in between. This also reduces
the latency for the client to retrieve the content, and im‑
proves the Quality of Experience (QoE) of the users.

ICN is an attempt to generalize CDNs and to replace
the traditional host‑server connection by a connection
directly to the content. There were several such pro‑
posals, such as Content‑Centric Networking (CCN [29]),
Data‑Oriented Network Architecture (DONA [30]), Pub‑
lish/Subscribe Internet Technology (PURSUIT [31]) or
Networks of Information (NetInf [32]). We refer to [33]

for a survey on information‑centric networks and brieϐly
present the key ideas of the architecture below.
We focus now on CCN, as it is one of the most visible re‑
search efforts. The Named‑Data Networking project [34,
35],which evolvedout of CCN,wasoneof theFuture Inter‑
net Architecture (FIA) programs funded by NSF and CCN
has been pushed towards standardization as a suite of in‑
formational RFCs in the IRTF [36, 37, 38].

Fig. 5 shows the key abstraction of CCN, namely that the
central part of the architecture, the “new narrow waist”
of a future Internet, would be to address content directly.
This means the client would request content directly by
its name, without specifying the IP address of a host that
holds the content. The network forwards that request di‑
rectly to such a host. The network thus performs name‑
based forwarding directly on the content name.

Fig. 6 (from PARC) shows the processing of such a con‑
tent request in a node. The client issues its request as an
“Interest” message. Each node that receives this interest
then looks up its content store to see if it holds a copy of
the content locally. If it does, then the content is being
returned to the client. If not, then it looks up its Forward‑
ing Information Base (FIB) to ϐind out if it knows how to
forward this interest. The FIB does not hold IP address
preϐixes, but name preϐixes. Once it locates the next hop
to forward the request, it sends the interest to that node
and keeps in a “Pending Interest Table” (PIT) a list of the
interests that have been forwarded and are expecting a
response. This PIT keeps a pointer towards the interface
that received the interest initially. Once it receives the
content as a response to an interest in the PIT, it can then
forward that response back to that interface, and remove
the entry from the PIT.

There are several important considerations in such an ar‑
chitecture, namely that there is no address for the clients
nor the servers. The content is sent back to the client who
issued the interest by following the trail of breadcrumbs
placed in the PIT of the intermediate nodes. The content
is found by looking up the FIB.

Obviously, such a forwarding architecture introduces
many issues, including lack of backward compatibility,
scaling issues while dealing with content names vs IP ad‑
dresses, overhead issues inmaintaining the FIB up to date
to locate local content, etc. There are also some incentive
issues, as this architecture requires that the operators de‑
ploy awhole newnetwork. It is unclearwhat the business
model is for such a new network: CDN overlays provide
a similar function (albeit with a contractual relationship
between the CDN and the content providers to dissemi‑
nate their content) and they only generate a fraction of
the ISP revenues or that of the Over‑The‑Top (OTT) con‑
tent providers.
However, some research effort has gone into studying and
ϐixing some of these issues [39, 40].
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Fig. 5 – CCN stack

Fig. 6 – CCN forwarding engine model

3.3.1 Cisco hybrid ICN
One attempt to commercially deploy ICN was proposed
by Cisco, namely hybrid ICN (hICN) [41, 42]. The main
idea of hICN is to provide a network protocol that inte‑
grates ICN in IPv6 by embedding a data identiϐied (using
64 bits) into the IPv6 address. Because the ϐirst 64 bits
of the address provide a routable preϐix, this address is
understood by regular IP routers. However, hICN routers
on the path are able to look up the data identiϐier and to
provide the name‑based functions of ICN.

hICN was a valuable attempt to deploy ICN in exist‑
ing commercial networks, and demonstration at Mobile
World Congress and others showed some appreciable
gains for video distribution. However, the effort seems
to be dormant as of this writing, with no further updates
to the IETF draft and no recent contributions to research
papers or the code base at https://wiki.fd.io/view/HICN.

3.4 Satellite
3GPP is amajor SDO that contributes to satellite network‑
ing from several angles, including physical signaling, ra‑
dio spectrum, radio network, use cases, deployment, and
system architecture.

Initially, a satellite networkwas treated as an extension to
the terrestrial network and was considered only to pro‑
vide service to areas where no regular terrestrial net‑

work is available, and also should provide services that
are more efϐicient than a terrestrial network, such as
broadcasting services, delay‑tolerant services, etc. After
5G however, the importance of satellites has grown in
the 3GPP community. 5G has proposed to use a Non‑
Terrestrial Network (NTN) to represent all networks that
involve non‑terrestrial ϐlying objects, such as satellite net‑
work, High Altitude Platform Systems (HAPS), and air‑
to‑ground networks. Of all those networks, satellite net‑
works are the major case, and others are special cases of
satellite networks.

Since Rel‑15, 3GPP has proposed different Study items or
Working Items in different Technical Speciϐication Groups
(TSGs): Radio Access Network (RAN ), Service & System
Aspects (SA), Core Network&Terminals (CT). The follow‑
ing Technical Reports (TRs) were published:

1. TR 38.811 [43]: “Study on NR to support non‑
terrestrial networks”, Rel‑15

2. TR 38.821 [44]: “Study on solutions for NR to sup‑
port non‑terrestrial network”, Rel‑16

3. TR 36.763 [45]: “Study on NB‑IoT/eMTC support for
NTN”, Rel‑17

4. TR 22.822 [46]: “Study on using satellite access in
5G”, Rel‑16

5. TR 23.737 [47]: “Study on architecture aspects for
using satellite access in 5G”, Rel‑17

6. TR 28.808 [48]: “Management and orchestration as‑
pects with integrated satellite components in a 5G
network”, Rel‑17

7. TR 22.926 [49]: “Guidelines for extra‑territorial 5G
systems”, Rel‑18

8. TR 24.821 [50]: “CT aspects of 5GC architecture for
satellite networks”, Rel‑17

3GPP expects the satellite network to directly connect to
mobile devices with acceptable bandwidth. Obviously
this is a visionary feature and needs a lot of research and
engineeringwork. The current regularmobile device (cell
phone) cannot provide enough power to directly connect
to satellites at an altitude of a couple of hundreds kilome‑
ters. The research will focus on the physical layer: how
to design a radio receiver on mobile devices and satellite
that is super‑sensitive to the weak signal, and a design
transmitter that can transmit stronger signals under lim‑
ited power supply. This may need revolutionary innova‑
tion in components, antennas, and semiconductors, etc.

Since Rel‑15, 3GPP has started the study for the NTNwith
New Radio (NR) technologies developed for 5G. In TR
38.811, different aspects ofNR for the use of satellitewere
studied. This includes:
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1. Channel modeling for satellites when considering
different user environments and atmospheric condi‑
tions.

2. Satellite‑speciϐic constraints associatedwith satellite
networks: propagation channel; frequency plan and
channel bandwidth; link budget; cell pattern genera‑
tion; propagation delay characteristics and impacts;
mobility of transmission equipment and terminals;
service continuity crossing 5G and NTN; radio re‑
source management.

Meanwhile, 3GPP also proposed architectures for the in‑
tegration of NTN with terrestrial networks under the as‑
sumption that the mobile device can connect with satel‑
lites directly. TR 38.821 for Release 16 described a
satellite‑based NG‑RAN architectures. In this proposal,
the 5G architecture is used directly and satellites are
treated as a complete or partial replacement for a base
station (e.g. gNB). There are three types of satellite in the
report:

1. Satellite with transparent payload;
2. Satellite with regenerative payload (gNB on board,

with and without ISL ‑ see below);
3. Satellite with regenerative payload (gNB‑DU on

board, gNB‑CU on ground, see below).

The ϐirst type of satellite (see Fig. 7) represents the cur‑
rent work model for LEO satellite constellation such as
StarLink: the satellite only does the signal relaying be‑
tween ground stations. The only difference is that Star‑
Link only uses its own ground station for the terminal and
gateway, and uses its own proprietary technology instead
of 5G NR for radio. For this type of architecture, there is
no packet processing in a satellite except the signal pro‑
cessing, such as radio frequency ϐiltering, frequency con‑
version and ampliϐication. So, the base station functions
are provided by devices on the ground behind the ground
station. The corresponding control plane and data plane
are shown in Fig. 8.

For the second type of satellite, in addition to the sig‑
naling processing function provided by transparent pay‑
load, the satellites also provide demodulation/decoding,
switching and/or routing, coding/modulation. This is ef‑
fectively equivalent to having all or part of the base station
functions (e.g. gNB) on board the satellite (or UAS plat‑
form)m, as shown in Fig. 9. This is a general architecture
for a satellite constellation integrated with 5G and the In‑
ternet. Each satellite is functioning as a ϐlying base sta‑
tion and the satellite constellation functions as backhaul
network, or core network. The satellite constellation con‑
nected by ISLwill form an IP network andwill be a carrier
for the NG or Xn interfaces [51]. For this architecture, the
AMF, UPF functions [51] are provided by devices on the
ground (see Fig. 10).

Fig. 7 – Satellite with transparent payload [44]

Fig. 8 – Control plane and user plane for satellite with transparent pay‑
load [44]

The third type of satellite is similar to the second type and
is shown inFig. 11, but each satellitewill onlyprovidepart
of the functions of a base station. For this architecture, the
control unit (gNB‑CU) and data unit (gNB‑DU) of the base
station (gNB) are separated. The control unit of the gNB
is provided by devices on the ground; the satellite only
does the data unit work. The user plane of gNB is also
separated between the satellite and device on the ground
(see Fig. 12).

Since the satellite network moves so fast (with the speed
more than 7 km/s [52]), it impacts how NR is used. TR
38.821 also has done the detailed analysis and potential
solutions. The analysis includes:

1. Radio layer issues: it analyzed the satellite parame‑
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Fig. 9 – Satellite with regenerative payload (gNB on board, with and
without ISL) [44]

Fig. 10 – Control plane and user plane for satellite with regenerative
payload (gNB on board, with and without ISL) [44]

ters and UE characteristics for system level simula‑
tor calibration; and beam layout parameters for sin‑
gle satellite andmultiple satellites simulation. It also
discussed about the link level simulation, link bud‑
get analysis. For physical control procedures, analy‑
sis for timing relationship, power control, beamman‑
agement are done. Also the DL synchronization and
random access are discussed for uplink timing pro‑
cedures.

2. Radio protocol issues: the report has analyzed the
user plane enhancement for radio protocols like Me‑
dia Access Control (MAC), Radio Link Control (RLC),
Packet Data Convergence Protocol (PDCP), Service
Data Adaptation Protocol (SDAP). It also analyzed
the enhancement for control plane in the areas: idle
model mobility, connected model mobility, paging,
radio link monitoring, public land mobile network
(PLMN) identities deployment and ephemeral data
for NTN.

3. Architecture level and interface protocols issues:
Tracking area management; registration update and
paging handling, connected model mobility.

Fig. 11 – Satellite with regenerative payload (gNB‑DU on board, gNB‑CU
on ground) [44]

4. NETWORK LAYER TECHNOLOGIES AND
PROTOCOLS

In this section, we discuss work on new network layer
technologies outside of the SDOs. Namely, Section 4.1
discusses new protocols for satellite networks; Sec‑
tion 4.2 and Section 4.3 discuss SCION and NewIP respec‑
tively; Section 4.4 mentions the potential of network pro‑
grammability for network layer innovation. Section 4.5
brieϐly discusses the “Extensible Internet” (EI) proposal.

4.1 Satellite
For network layer or IP technology, IETF has not done too
much work dedicated to satellite networking. Its historic
work related to satellites only focused on the transport
(L4) area: TCP Over Satellite (TCPSATWG). ThisWG han‑
dled issues for TCP over different satellite links (geosta‑
tionary, GEO, medium earth orbit, MEO, low earth orbit,
LEO). RFC 2488 [RFC2488] (Enhancing TCP Over Satel‑
lite Channels using StandardMechanisms) was published
in 1999; RFC 2760 [53] (Ongoing TCP Research Related
to Satellites) was published in 2000. There was another
individual draft RFC 8975 [54] (Network Coding for Satel‑
lite Systems), published in 2021.

Delay/Disruption Tolerant Networking (DTN WG) has
some relationship with high altitude satellites such as
GEO or MEO, since the network composed of GEO or MEO
satellites normally has high link delay and lowbandwidth.
But LEO satellite networks normally have shorter latency
than terrestrial network and do not belong to this cate‑
gory, and the RFCs generated in DTN are not expected to
apply.

Currently, there is ongoing work related to Satellite:
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Fig. 12 – Control plane and user plane for satellite with regenerative
payload (gNB‑DU on board, gNB‑CU on ground) [44]

1. Enhancing Transport Protocols over Satellite Net‑
works [55].

2. Problems and Requirements of Satellite Constella‑
tion for Internet [52].

3. Satellite Semantic Addressing for Satellite Constella‑
tion [56].

4. Semantic Address Based Instructive Routing for
Satellite Network [57].

The documents [52, 56, 57] try to analyze the prob‑
lems and requirements of satellite networks when Inter‑
Satellite Link (ISL) andL3 routing areused. They alsopro‑
vide a routing solution for satellite networking that uses
a new semantic address to identify satellites and to route
user packets by instructions. ISL is a very important leap
for the LEO constellations like StarLink to extend its cov‑
erage globally, and to improve service quality. Also, this
is amandatory requirement for the regenerativemode for
3GPP NG RAN described in Section 3.4.

4.2 SCION
Another architecture has been proposed with SCION [58,
59, 60]. SCION stands for Scalability, Control and Isolation
in next‑generation Networks. The project started in 2009,
initially as part of the XIA [61] project and is still ongoing:
it recently hosted a SCION day on 1/26/22 in Zürich, and
some outreach activity to the IETF community at the IETF
113 meeting in March 2022.

SCION addresses some issues of IP, namely: 1) a lack of
separation between routing and forwarding that makes
paths brittle; 2) a lack of transparency and control, that
prevents the sender from choosing a preferred path; and
3) stateful routers that rely on expensive and energy‑
hungry TCAMs.

SCION also tackles issues arising out of BGP (namely out‑
ages, lack of fault isolation, scalability, single path) a lack
of authentication and trust within the network, migration
towards a new architecture, as well as vulnerability to all
sorts of attacks: preϐix hijacking, spooϐing, DDoS attacks,
forged certiϐicates, etc.

SCION is built upon the current administrative and eco‑
nomic boundaries of the current Internet, and lever‑
ages the Autonomous Systems (ASs). In SCION, ASs are
grouped into Isolation Domains (ISDs) where the ASs
share trust and security parameters. In an ISD, ASs pick
a set of trust roots (namely, the Trust Root Conϐiguration,
TRC). Routing is based on (ISD,AS) numbers and is inde‑
pendent of the local addresseswith anAS. SCION assumes
that an AS gets to keep its current AS number, but allows
for new SCION AS numbers by expanding the namespace
to 48 bits. Each ISD contains some core ASs, that is a sub‑
set of ASs within the ISD which govern and manage the
trust roots.

Each host has a local address and is uniquely identiϐied
by a 3‑tuple (ISO, AS, local address). The local address is
only used for intra‑domain routing and does not have to
be globally unique. It can be an IPv4 or IPv6 address (or
any other scheme within an AS).

Fig. 13 – ASs form ISDs within SCION architecture (Figure from [62])

Paths are established as AS‑level path segments. A path
segment describes the inter‑domain interfaces connect‑
ing ASs on the path. The path between end hosts is built
of three distinct path segments: a path from the AS of
the source host to the core, a path within the core, a path
from the core to the AS of the destination host (recall that
SCION does not deal with paths within an AS). These are
respectively the up‑path, core‑path and down‑path. The
core‑path only contains core‑ASs. If it is more practical to
avoid core‑ASs, the path may bypass this step to ϐind po‑
tential shortcuts.

Routing (that is: building the paths) happens at the level
of the core, to build the core‑paths; andwithin each ISD to
build the up anddownpaths. EachASbeacons its position
to the other ASswithin the ISD. This replaces BGP and has
a similar function. However, the process is secured and
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happens within the limited scope of the ISD, thereby pro‑
viding better scalability. Beaconing happens at the level
of the ISD and at the level of the core, to create a scalable
hierarchy.

In the data plane, the name resolution service in SCION
provides the 3‑tuple composed of (ISD,AS,local address).
Using the (ISD,AS) pair enables the retrieval of the core‑
path and the down‑path. The up‑path is known to the AS
and can be combined tomake awhole path. The pathmay
be optimized if some of the nodes are within the same
ASs or if a peering link is available. The path needs to be
authenticated to avoid unauthorized path combinations.
The path segments specify which interface to use to en‑
ter/leave an AS, and is protected to prevent path modiϐi‑
cations. Routers do not keep local state as all the neces‑
sary information is securely carried by the packet.

[62] provides a thorough analysis of the architecture, an‑
swering questions regarding incentives for deployment,
migration strategy alongside BGP, and scalability issues.

4.3 New IP
New IP is a term often attached to attempts to evolve the
hop‑by‑hop network functionalities beyond what is pos‑
sible for IPv4 and IPv6, so as tomeet requirements by the
variety of networks, and current and future applications
requiring more than best‑effort services, as outlined in
Section 2.

New IP is designed to evolve, upgrade, improve the
Internet to implement and support future and emerg‑
ing applications, in particular, applications enabled by
5G/B5G/6G, and convergence with operational technol‑
ogy networks so as to offer connectivity to networks that
have not been or cannot be connect to the current Inter‑
net. It is not being standardized as a single proposal, but
a broad range of enhancement technologies with the goal
to culminate in a new version of IP. This subsection gives
an overview of several of the core motivations and tech‑
nology aspects that have been explored so far for new IP
research.

4.3.1 Evolution instead of revolution

In contrast to non‑IP efforts such as those outlined in Sec‑
tion 3, the goal of the “New IP” proposals is to provide an
evolutionary path from the IPv4/IPv6 protocols. Given
the large installed base of IP, it is important to maintain
backward compatibility and interoperability with both
protocols, and to allow for the future to easier evolve the
protocol without hard versioning breaks. This was not
the goal when introducing IPv6 in the 1990s, as it was
planned to quickly and completely replace IPv4. This
never happened though. Instead, we have today an order
of magnitude more IPv4/IPv6 networks, and more than

26 IPv4/IPv6 transition mechanisms 3.

4.3.2 New IP for private networks and the Inter‑
net

While the needs and beneϐits of a New IP will easily be
ϐirst applicable to private or limited‑domain networks, a
protocol can only claim to be an evolution of IP when its
architecture supports and improves the Internet. Like‑
wise, the Internet is intended to support multi‑protocol
operations, as laid out by RFC 1726 [63]. Through the co‑
existence of IPv4 and IPv6, the Internet is already amulti‑
network‑protocol network. New IP (for parts of the Inter‑
net where it adds value) can be the next logical stage of
testing, experimentation and development.

Compared to (most) private networks, the Internet has
several additional challenges, including so‑called inter‑
domain network paths across the networks of more than
one operator; and large‑scale networks with potentially
millions of parallel trafϐic ϐlows. Challenges of these net‑
work paths have to also be addressed by New IP, but
with the observed “Death of Transit” [64], most Internet
paths today do not include a pure transit carrier, which
is a provider without a business relationship to either
endpoint of the communications. This can signiϐicantly
change and simplify the feasible economicmodels to sup‑
port more than the best‑effort model of the Internet.

4.3.3 IP and service differentiation
To support IP service level differentiation beyond best ef‑
fort, the IETF developed for IP networks ϐirst the “Inte‑
grated Services” (IntServ) architecture [65]. In IntServ,
every trafϐic ϐlow could be given separate treatments from
other trafϐic ϐlows through per‑ϐlow state at each hop.
Managing this state is enabled through a per‑ϐlow con‑
trol plane such as the “Resource reSerVation Protocol”
(RSVP [66]).

For large‑scale networks with (more than) hundreds of
thousand of ϐlows in need of better service, neither the
control plane nor the forwarding plane could scale to this
per‑hop, per‑ϐlow state model.

To overcome this challenge, the IETF developed the Dif‑
ferentiated Services (DiffServ) [67] architecture. There,
packets are treated as a member of a class through a
per‑packet marking, the so‑called “DiffServ Code Point”
(DSCP). DiffServ has fundamental limitations that render
it insufϐicient for demanding applications and large‑scale
service provider networks: Even with only a few DSCPs,
it can be very complex to operate, and it cannot provide
absolute or relative service experiences, such as bounded
latency between ϐlows of the same class. For more back‑
ground about challenges of IntServ and DiffServ, see [68],
3See for instancehttps://en.wikipedia.org/wiki/IPv6_transition_mechanism.
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or [69] speciϐically for issues with bounded latency.

SCTP [70, 71] was also deϐined to support the setup of
telephony signaling over IP and offer multi‑homing and
multi‑streaming.

4.3.4 Scaling services through stateless opera‑
tions

As a result of these scalability challenges, research be‑
gan to explore how to provide better per‑hop, per‑ϐlow
stateless service differentiation and guarantees through
additional in‑packet header ϐields. For example in 2002,
“Per Hop Behaviors Based on Dynamic Packet State”
(DPS) [72] proposed to use a “weight” packet header to
indicate in each packet the relative bandwidth weight to
be given to packets of the ϐlow relative to the bandwidth
of other ϐlows, eliminating the need for per‑ϐlowweighted
queuing.

Stateless operation through additional packet header in‑
formation was popularized in IPv6 for trafϐic steering via
the IPv6 instance of source routing, which is called “Seg‑
ment Routing” (SR) and deϐined in [73, 74].

Supporting deterministic bounded latency without per‑
hop, per‑ϐlow state in wide‑area networks is another ser‑
vice that ideally requires new network packet header pa‑
rameters, such as those proposed in the 2018 “Large‑
Scale Deterministic Network” (LDN) proposal [75, 76].

4.3.5 IP packet header extensions and chal‑
lenges

Mechanisms for stateless operations through extension
headers except for SR/SRH (such as DPS), have thus far
failed to gain traction. As of thiswriting, the “LowLatency,
Low Loss, Scalable Throughput” (L4S) architecture [77]
intends to improve Internet congestion control by adding
additional semantics to two pre‑existing “Early Connec‑
tion Notiϐication” (ECN) bits to avoid the need to extend
or change the IPv4/IPv6 headers.

In reϐlection of these existing IPv4/IPv6 extension header
challenges, “A New Framework and Protocol for Future
Networking Applications” [78], proposed a ϐlexible proto‑
col header framework that supports both stateful opera‑
tionwithout relyingon transport protocol headers (which
IP IntServ has to rely on for its operations), as well as
stateless operation through ϐlexible and extensible pa‑
rameters. It also proposed mechanisms to share parame‑
ters across multiple services indicated in the header, and
to explicitly indicate dependencies and execution order of
services as well as the ability to execute services in paral‑
lel.

4.3.6 Latency services

Latencymanagement has in recent years been a core area
of interest for future networks with trends such as “ultra‑
Reliable Low Latency Communications” (uRLLC). New IP
packet headers help latency management with “Latency
Based Forwarding” (LBF). It utilizes the framework of
BPP [78] to introduce a service in which the hop‑by‑
hop latency is controlled with high precision through in‑
packet latency parameters and programmable scheduling
of packets at the switch.

One set of parameters are so‑called “Service Level Objec‑
tive” (SLO) parameters set by the sender and not changed
by the network. Another set of parameters are process‑
ing parameters such as the latency experienced by the
packet as it traverses every hop. These parameters are
updated by the network while it processes the packet.
With SLO parameters of minimum and maximum end‑to‑
end latency, the LBF concept provides beneϐits such as
providing controlled latency ranges independent of path
latency (within physical limits, of course); equalizing la‑
tencies of packets traversing paths of different RTT; dis‑
tributing buffer loadmore equally across hops; ormaking
packets that experienced congestion on a prior hop catch
up and be processed faster on the following hops, reduc‑
ing the ϐlow jitter.

4.3.7 New communication service paradigms

Through the work of the ITU‑T Focus Group on Technolo‑
gies for Network 2030 (FGNET2030), more controlled
communication services and their respective use case
drivers were identiϐied. [79] identiϐies “High Preci‑
sion Communications” as the means by which latency,
throughput, and congestion can be controlled. It intro‑
duces speciϐically for latency a distinction between “on‑
time” service for low‑jitter delivery and “in‑time” delivery
with uncontrolled jitter. It identiϐies “Qualitative Com‑
munications” as a mean to take the quality of data into
account for the network forwarding layer (see below).
It identiϐies “Coordinated Services” as a means through
which multiple trafϐic ϐlows (for example, in group com‑
munications) can achieve relative performance goals such
as simultaneous arrival times of trafϐic between more
than two parties.

Likewise, loss reducing technologies without added la‑
tency through packet duplication, forwarding across
failure‑disjoint paths, and duplication elimination, have
been called zero‑Loss network services.

All these communication paradigms require speciϐic net‑
work layer forwarding service functions, andvarious hop‑
by‑hop network packet header parameters, especially
when the service function is also intended to be sup‑
ported in a stateless fashion.
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4.3.8 Addressing headers

Whereas these new QoS services are still at least theoret‑
ically possible to add to IPv4/IPv6 via extension headers,
the elements of the IPv4/IPv6 base header are immutable
without deϐining a new version of IP. This means that the
8 bits of existing QoS parameters, DSCP + ECN cannot be
eliminated when not needed (because no or better pa‑
rameters are required), but it primarily means that ad‑
dressing in IPv4 is ϐixed to 32 bit and in IPv6 to 128 bit.

Various research and standardization efforts have
pointed out the shortcomings of these IPv4/IPv6
addressing options: The ISO/OSI network layer “Con‑
nectionLess Network Protocol” (CLNP [80]) already
provides addressing up to, but not ϐixed to 128 bit, avoid‑
ing the waste of addressing bits where not needed. [81]
describes various beneϐits of using shorter addresses
including energy savings in low bit rate networks. [82]
describes how IPv6 makes it operationally harder than
IPv4 to compose industrial networks due to its focus
on only a single global (Internet) address space, includ‑
ing the support of only heuristically private addresses
via [83] as opposed to actual private addresses in IP
via [84] and NAT.

Due to the ϐixed 128 bit addressing in IPv6, additional
complexity had to be added to IPv6, for example header
compression for IPv6 over IoT, such as [85] to eliminate
the overhead of long addressing (and other unnecessary
header elements). The statefulness of these solutions
and their computational complexity prohibit their use in
large‑scale networks. In high speed IPv6networks,where
Segment Routing (SR) has to indicate a steering sequence
of IPv6 addresses, similar compression efforts are under
way, such as SRHC [86].

The decision to make IPv6 addressing ϐixed‑length was
valid (even in hindsight) for high speed forwarding hard‑
warewhen IPv6wasdesigned in the1990s. Fixed address
lengths are not necessary for today’s networking hard‑
ware. Instead, it is stiϐling and slowing down adoption of
IP networking to even more areas, such as industrial net‑
workingor other federatednetworks composedover time
from non‑global networks, as in transportation, cities or
commercial B2B settings.

4.3.9 ManyNets

[87] observes that TCP/IP networking is already evolving
from the One(Net) Internet to a multitude of ManyNets
that are only partially connected. These ManyNets often
reuse TCP/IP even if their requirements such as address‑
ing would prefer modiϐication; but with no ϐlexibility to
extend the IPv4IPv6 addressing, they have to livewith the
constraints introduced by the IPv6 OneNet (Internet) ad‑
dressing structure.

Allowing more ϐlexibility in addressing is therefore one
key aspect of New IP. This same observation also leads
to the representation of the already evolving view of
ManyNets in Fig. 14.

Fig. 14 – ManyNets evolution (ϐigure from [68])

In Fig. 14, the majority of the end‑user trafϐic travels only
across the Network 2030 front haul, either between users
or between a user and an edge‑cloud instance. In both
cases, the network path will most often only includeWAN
networks of metropolitan or smaller scale with a direct
business relationship to one or both ends of the commu‑
nication, but no pure transit networks. This allows us to
more easily create business and accounting models to of‑
fer more than an Internet best‑effort service only.

TheNetwork2030backhaul that is also shown in that pic‑
ture equally beneϐits from New IP. It would most often
terminate between the edge‑cloud instances of the owner
of that global backbone, as seen today already with many
global, so‑called “Over The Top” (OTT) service providers
that also own global backbones, but do not offer IP tran‑
sit across those backbones. Instead, they use it only for
Edge‑2‑Edge application trafϐic of their edge‑cloud appli‑
cations or other non‑Internet trafϐic. From the perspec‑
tive of a New IP, this would be another ManyNet instance,
separate from the one used on the user edge and end‑to‑
end trafϐic would be limited to those from cloud instances
of that operator.

4.3.10 The thin waist
When New IP technologies are proposed, (legacy) IP pro‑
ponents often warn about violations to the “hourglass”
design principle of networking, as described in [88, 89].
In this principle, the inter‑network layer has to be a “thin
waist” with as little functionality as possible to ensure
maximum interoperability and connectivity. This is a
sound principle, and any service supported hop‑by‑hop
has to show that it offersmore value than attempts to sup‑
port the service through only end‑to‑end mechanisms.
This is already happening for functions around conges‑
tion control, as explained for computational multiplexing
below, and does equally apply to the other New IP mech‑
anisms described below.

What thin‑waist restatements often ignore is the ϐlip side
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to the argument, as written in the original RFC 1726 [63],
for IPng, which became IPv6: “When IPng does not per‑
form a particular function or provide a certain service, it
should not get in the way of the other elements of the pro‑
tocol stack which may well wish to perform the function.”

Unfortunately, the one ongoing problem with IP is, that
it in fact does block the variety of sub‑IP network tech‑
nologies to be easily absorbed/utilized by TCP/IP appli‑
cations because these services cannot be passed through
the IP layer. Alternatively, they are reinvented within IP
in a fashion that duplicates effort unnecessarily.

For example, thewidely usedEthernet 802.1pmechanism
of “Class Of Service” (COS) cannot be passed through to
TCP/IP applications or across IP routers, because IP has
no option for header element to allow carrying such sub‑
IP service parameters. Instead IP duplicates the concept
with its DSCP parameter and requires network operators
utilizing COS to provide complex conϐiguration and map‑
ping between COS and DSCP.

Similarly, the standards of the “Time Sensitive Network‑
ing” (TSN) groupof the IEEE4 and several other IEEE stan‑
dards offer awide range of wired andwireless (WiFi) ser‑
vice level options that all are made difϐicult or impossi‑
ble to be used by TCP/IP applications and across TCP/IP
routers because of the same interpretation of the “thin
waist” design principle. When the problem is recognized,
such as in IETF DetNet for IP, then the proposed solutions
again consist of duplicating efforts of the lower layer: Det‑
Net proposes IP services comparable to those offered by
TSN.

Through its ease of extensibility, New IP in contrast could
avoid duplicate functionality and instead allows us to
make lower layer parameters easier to access at the inter‑
network and application levels, while preserving the thin
waist. TheNewIPheader allowsparameters tobedeϐined
from sub‑IP services/functionality.

4.3.11 (Towards) a New IP framework
In consideration of these and several other insights, “New
IP: A Data Packet Framework to Evolve the Internet” [87]
proposed a coalesced framework for evolving IP. As a
framework, it is not a speciϐication of all details, but in‑
stead of the key aspects that a New IP should achieve. It
also gives examples of how they can be achieved. Accord‑
ing to [87] a New IP packet is built from four main func‑
tional components:

1. “Shipping Speciϐication”: An extensible and ideally
IPv4/IPv6 backward compatible header comparable
to the envelope of physical mail packets, which con‑
tains the addressing necessary to deliver the packet

4Please refer to: https://1.ieee802.org/tsn/

as well as for error diagnostics. Like a mail packet,
additional information may be attached or modiϐied
to support shipping services when traversing the
ManyNets.

2. “Contract Speciϐication”: An extensible header to in‑
dicate the services desired for the trafϐic, includ‑
ing aforementioned service types such as “High Pre‑
cision Communications,” “Coordinated Communica‑
tions,“ or services for “Very Large Volumetric” (VLV)
data services as found in, say, holographic communi‑
cations.

3. “User payload”: Instead of a single ϐlat payload that
can at best be fragmented without knowing its se‑
mantics (as in IPv4/IPv6), the New IP payload can
choose to indicate a structure to support “Qualitative
Communication” options as explained below.

4. “Header Speciϐication”: The complete New IP packet
is preceded with a header speciϐication that is indi‑
cating the offsets of the above three components in
the packet to allow for parallel examination instead
of the serial processing required by IP’s sequential
(extension) header chaining parsing.

When services are realized via New IP, their parameters
are appropriately split across the different components.
In LBF for example, the SLO parameters “minimum and
maximum latency” are (immutable) part of the contract
header, whereas the hop‑by‑hop “experienced latency” of
the packet is part of the shipping header.

4.3.12 New IP addressing
Addresses in the shipping spec have different types.
Types for pre‑existing addresses such as IPv4/IPv6 or
MPLS (labels) are supported, making New IP backward
compatible with those networks. Likewise, the variable
length of addresses allows us to efϐiciently design New IP
addressing for variousManyNets and services, such as 16
bit or shorter addresses for embedded IoT networks, or
128 byte or longer addresses for bit strings in multicast
that indicate a subset of receivers or ICN content name
addressing.

4.3.13 Structured addressing
Through types, new semantics for addresses are easily
addedwithout having to go through the current approach
of having to ϐitwithin the existing structure of the IPv6 ad‑
dress.

For example, [90] is an ingenious and deployed mecha‑
nism to signiϐicantly simplify Internet IP multicast ser‑
vices by use of a structured address consisting of a uni‑
cast address preϐix, a separate unicast address identiϐier
part of a so‑called Rendez‑vous Point (RP), and a multi‑
cast group identiϐier. The use of a unicast address pre‑
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ϐix makes it possible to acquire this type of address from
address registries, as these registries would only register
unicast addresses, but not multicast addresses. The RP
address identiϐier allows us to reconstruct a full unicast
RP address, which avoids an Internet‑wide control plane
to coordinate these basic IP multicast service functions.

Encoding these address components into an IPv6 multi‑
cast address preϐix on the other handwas, and still is seen
(rightfully) as an ugly hack against the original IPv6 spec‑
iϐication and was only accepted when it could be shown
that any other solution to the service delivery problem
would be orders of magnitude more complex, less scal‑
able and more fragile.

4.3.14 Other aspects of New IP
[87] also recognizes and architecturally labels other fun‑
damental hop‑by‑hop forwarding aspects as follows.

Computational multiplexing: Best‑effort forwarding
can be seen as stochastic multiplexing of packets. The
management of bandwidth sharing and of latency and
loss management in the IP Internet architecture is out‑
sourced to the endpoints, resulting in an ongoing search
for ever better end‑to‑end congestion control in transport
protocols such as TCP or now QUIC [91].

Since the inception of IP, it has been clear that packet
multiplexing on every network hop had to support
congestion control. This is commonly called “Active
Queue Management” (AQM). “Random Early Detection”
(RED) [92] was an early instance. Recent mechanisms
include “Controlled Delay Active Queue Management”
(CoDel) [93] and “Proportional Integral Controller En‑
hanced” (PIE) [94]. PIE attempts to be scalable by being
unaware of which ϐlow a packet belongs to. CoDel is often
claimed to achieve better results, by being ϐlow aware but
therefore also less scalable.

What these AQMmechanisms exhibit is amore controlled
and calculated method of multiplexing packets, but still
with (only) the goal of maintaining some limited degree
of fairness for congestion control, but not more elaborate
service delivery goals.

New IP recognizes the procedures of per‑hop manage‑
ment of the scheduling of packets as “Computational Mul‑
tiplexing”. It does not limit itself to supporting best‑effort
congestion control as these typical Internet AQM mecha‑
nisms. Instead, New IP sees it as the fundamental mech‑
anism to support any service aspects related to the high‑
precision management of bandwidth, latency, congestion
and potentially even loss.

In programmable networking, computational multiplex‑
ing can be achieved through a combination of pro‑
grammable schedulers such as “Push In First Out” (PIFO)
or “Push In Extract Out” (PIEO) (see for example [95],

where the computation is driven by the parameters of a
New IP packet carried in the shipping or contract specs).
The validation implementation of LBF is an instance of
such a programmable scheduler‑based approach for us‑
ing computational multiplexing to achieve high‑precision
latency services.

Value added services: As in physical mail/package
shipping, a variety of value added services arebeing asked
from networks, especially those requiring speciϐic SLO:
“Service Accountability”, “Measurement of Services” or
“Charging and Billing” of services delivered by the net‑
work. [87] gives examples of value‑added services in‑
cluding exception handling, progress tracing or degree of
SLO compliance. These can be encoded in the contract
and/or shipping speciϐication in an easily extensible, and
application‑programmable fashion.

Qualitative communications: Not all data has the
same value to applications. When there is temporarily or
ongoing a change in available resources, it is highly de‑
sirable that the network foremost delivers what is most
important.

The common example given for contextual/motion en‑
coded video streams is that so‑called “I)ntra coded”
frames are more important than “B)idirectional pre‑
dicted” frames because loss in their data reduces the qual‑
ity after decoding further. If packets for a frame have to
be discarded, it should therefore be those of B‑frame. IP
has no option/extension to indicate the quality impact of
the packet payload, but attempts such as [96] were made
to introduce them.

Assigning importance/type or quality impact only at the
packet level creates for each individual application trafϐic
ϐlow only a very coarse and undesirable method for the
network to react. Consider that instead of reducing the
temporal resolution throughdiscarding of the packets of a
B‑frame, a video (or evenmore so some VLV data) stream
would want to reduce the spatial and/or color resolution
under resource constraints. With more intelligent encod‑
ing, it is possible to break up encoded data easily by those
quality dimensions, and to packetize the data accordingly.

The qualitative communicationmechanismofNew IP pro‑
poses to include the ability for applications to indicate for
their payload the qualitative importance of chunks of the
payload. This allows the hop‑by‑hop forwarding to per‑
form on (larger) packets more intelligent qualitative op‑
erations. One example is the tail‑chop of the last (and low‑
est priority) chunkof thepacket under temporary conges‑
tion, but not of thewhole payload. Another one is quality‑
basedweighted congestion control, for example using the
principles of DPS. For more proposed details on qualita‑
tive communications, see [97, 98, 99, 100].
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4.3.15 Summary
New IP work covers a broad set of aspects, from service
abstractions over generalized methods of programmable
services to ϐlexible, extensible and scalable packetization
of service delivery mechanisms in hop‑by‑hop network
packet headers. The evolution from IP to IPv6 started af‑
ter twenty years, and IPv6 has been around for at least
another 25 years. New IP proposes to be the next incre‑
mental generation of IP, taking into account all that was
learned in the past 25 years. Practical deployment exper‑
imentation would help to take the ideas to the next stage
of adoption. This is made much easier than it was in past
decades through the evolution of more programmable
networking hardware.

4.4 Programmability
As seen in the previous section, networkprogrammability
is an important tool to deploy new protocols. Active Net‑
works [101, 102] attempted this in the 90s, but it was not
until SDN [103] that practical solutions were deployed,
especially in the data center.

At the origin of SDN was the idea that the entrenchment
of IP as the network architecture had a detrimental im‑
pact on innovation. Indeed, [104] states: “We argue that
the biggest problem with the current Internet architecture
is not a particular functional deϔiciency, but its inability to
accommodate innovation.”

One solution to enable innovation was to offer an ex‑
perimental platform of the scale of the Internet. Plan‑
etLab [105] or GENI [106] tried to ϐill that need. An‑
other solution was to partition existing networks, devot‑
ing some slice of the network to experimental protocols.
This would allow us test innovating network protocols at
scale using an actual infrastructure.

SDN was a tool to apply per‑ϐlow policies in a pro‑
grammable manner. This could be used to partition and
isolate a slice of the network. 5G networks are supposed
to support network slicing, deϐined as “a network archi‑
tecture that enables the multiplexing of virtualized and
independent logical networks on the same physical net‑
work infrastructure.”

SDN has been used to support Service Function Chaining
(SFC [107, 108]), namely amechanism to override the ba‑
sic destination‑based forwarding of IP networks. In a nut‑
shell, SFC allows network packet ϐlows to route through
a network via a different path from that a routing table
lookups on the packet’s destination IP address would se‑
lect. The ϐlow can then be routed through a predeϐined
set of nodes that perform some services (such as security
services/ϐirewalling).

While in theory SDNwould allowdeploying new architec‑
tures on a virtualized infrastructure, in practice the pur‑

pose is often to deploy somevirtual private networks over
a legacy architecture.

One issue is that the network needs to be programmable
within each slice, and this is not supported in prac‑
tice. However, with the deployment of protocols to sup‑
port programmable switches (say, POF [109] for an early
proposal), and the availability of hardware supporting
P4 [110], it may be possible to experiment with network
innovation at scale.

Infrastructure Processing Units (IPUs [111]) for instance
allow us to cleanly separate the network layer infrastruc‑
ture from the other functions associated with that net‑
work in the data center and realize some network parti‑
tioning and isolation. DC innovation tends to leak in the
WAN in a future phase.

4.5 Extensible Internet
Slices enable in theory a partitioning of the network end
to end. Overlays allow us to insert new functionality at
some well‑deϐined points within the network, leveraging
the traditional network in between these points. This is
the approach taken inExtensible Internet (EI [112]) to de‑
velop new features at a network scale.

EI is a Layer 3.5 approach that allows us to insert new
functions, such as caching or path‑aware routing, without
overhauling the underlying network. EI does allow new
network architecture within a limited domain, and pro‑
vides an interconnection layer in between such domains.

However, the scope of the new functionality enabled by
EI is restricted to whatever is supported by the proto‑
col used within a domain. If it is best‑effort IP, then for
instance, more elaborate guarantees for, say low latency
services, cannot be provided. However, with the death
of transit [64] mentioned earlier, it may be sufϐicient to
deploy new services in limited‑domain to demonstrate
enough of a proof of concept for a new architecture.

5. CONCLUSION

We have provided a perspective on the future of IP and
the research work done to identify and design a path for‑
ward. All protocols becomeobsolete at somepoint, and IP
will not be an exception. However, IP has been so success‑
ful that any successor will have to meet enormous chal‑
lenges to succeed. Namely, a successor to IP would have
to provide a signiϐicant improvement over the status quo
while at the same time supporting and scaling for billions
of users and being compatible, in some way, with a wide
range of devices, protocols, applications, businessmodels
and interactions with a myriad of government policies.

It is well known in human psychology that there is bias
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towards the status quo [113]. Further, the Internet is such
a sensitive and important platform that national security
issues have cropped up, and ideas from other countries
are viewedwith suspicion due to the critical nature of the
network.

The path to deployment for such a solution, as described
in Section 2, will be to ϐind a niche market, or a limited
domain to deliver beneϐits and get acceptance. Once this
is achieved, then standardization via SDOs such as IETF
and expansion of the initial market to other areas will
gradually happen, until an island of the new protocol sur‑
rounded by a sea of IP becomes an ocean of the new pro‑
tocol with shrinking legacy islands of IP remaining.

Section 3 has described somenon‑IP protocols, while Sec‑
tion 4 considered network layer solutions. It seems hum‑
bling that most of the Future Internet Architecture (FIA)
grants from the NSF5 have gained little traction in actual
deployments and markets, despite promising initial re‑
sults for some applications. We hope that the architec‑
tures described in this article have better success.
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