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Abstract – Modern network environments are starting to engulf billions of different interconnected devices that support
a wide range of applications. Depending on the case, these environments range from static (e.g., wireless sensors) to highly
dynamic (e.g., vehicular networks)with respect to topology changes and have different constraints for throughput, time delay,
energy consumption etc. Supporting such applications in a topology‑varying ad hoc environment is a challenging task. Thus,
TDMA‑basedMAC policies are revisited here and a new policy, i.e., the reϔined policy is proposed, which builds and improves on
the topology‑independent policies that appear in the literature. In particular, an individual access probability is introduced
that is distributively calculated by each node to access time slots that may result to collisions, but if not then unused network
resources will be utilized, thus, increasing throughput. The key idea under the reϔined policy is to identify and refrain from
transmitting during slots that collisions are likely to appear. An analytical expression for the individual access probability is
also derived here. It is also shown through simulation experiments that energy consumption is also reduced in addition to
throughput incremented under the proposed policy.
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1. INTRODUCTION

The emerging modern network environments are large‑
scale and of diverse characteristics. For example, billions
of IoT (Internet of Things) devices are already in opera‑
tion supporting a variety of everyday life applications [1].
Examples of these applications include (but are not lim‑
ited to) healthcare [2], vehicular networking [3], disaster
management [4], military applications [5], etc. These de‑
vices are expected either to connect to a network infras‑
tructure or to communicate directly with each other [6]
(e.g., vehicle‑to‑vehicle communication [7]).

Considering these highly dynamic modern ad hoc en‑
vironments, the effectiveness of Medium Access Con‑
trol (MAC) policies is a key aspect and it is expected
that TDMA‑based ones will provide improved through‑
put, safety applications [8] and reduced energy consump‑
tion [9], [10]. Note that TDMA‑based MAC policies are
more promising when energy efϐiciency is a primary con‑
cern [11], [12] or when low transmission delay is neces‑
sary [8].

Compared to CSMA‑based MAC policies [13], TDMA‑
based ones introduce a certain overhead. Apart from
synchronizing nodes [14], in case of topology changes,
slot re‑allocation may be required which is a resource‑
consuming process [15]. Topology‑independent MAC
policies are revisited here to tackle the latter problem, to
inherently adapt to topology changes. More speciϐically, a
new policy, i.e., the Reϔined Policy, is proposed that both
builds and improves on the topology‑independent poli‑

cies that appear in the literature. The work presented
here is an improvement of an earlier version [16].

The seminal paper by Chlamtac and Faragó [17] intro‑
duced the Deterministic Policy that allowed nodes to
transmit during a speciϐic subset of time slots within the
frame. Time slotswere assigned (i.e., allowed to transmit)
per node utilizing properties of ϐinite Galois ϐields under
no assumption about the underlying topology (consider‑
ing only upper bounds of network size and node degree).
It was shown that under heavy trafϔic conditions (i.e., all
nodes always have data packets available for transmis‑
sion), there exists at least one successful transmission per
frame for each node [17]. To improve on the reduced
throughput under the deterministic policy [18], a proba‑
bilistic one (i.e., the Probabilistic Policy) was proposed in
[19] that allowed transmission during time slots not as‑
signed (to be referred to as non‑assigned hereafter) under
the deterministic policy according to a ϐixed access prob‑
ability, common for all network nodes.

Although throughput increases under the probabilistic
policy, compared to the deterministic policy for speciϐic
access probability values, the number of transmissions
also increases. This also leads to increased transmission
collisions. As shown in this paper, nodes may refrain
from transmitting during the previouslymentioned unas‑
signed time slots that would have resulted in transmis‑
sion collisions. This motivated the introduction of the Re‑
ϔined Policy that bridges the gap between the determinis‑
tic policy (that prohibits transmission to unassigned time
slots) and the probabilistic policy (that permits trans‑
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mission to unassigned time slots according to the access
probability).

Under the reϐined policy, each node becomes aware of its
neighbors’ assigned time slot scheduling as part of the ini‑
tialization process, thus not introducing any extra over‑
head (e.g., without integrating any additional information
within the transmittedmessages). This allows for two im‑
provements that are incorporated in the proposed policy.
The ϐirst is that it transmits during its assigned time slots
(as under the deterministic policy) and a reϔined subset of
the unassigned ones. The second is that, unlike the ϐixed
and common to all nodes value of the access probabil‑
ity, each node calculates its individual access probability
for transmitting during the previously mentioned reϐined
unassigned time slots. Two cases concerning the individ‑
ual access probability are considered: based on informa‑
tion gathered from one‑hop and two‑hop neighbor nodes,
respectively.

In this paper, the proposed reϐined policy is studied and
analytical expressions concerning throughput are pro‑
vided. In addition, an analytical expression with respect
to the individual access probability is also derived. Per‑
formance evaluation using simulation results shows that
throughput under the reϐined policy is larger than under
the probabilistic policy for a ϐixed common access prob‑
ability and improves further when the individual access
probability is considered, thus, conϐirming the analytical
ϐindings. Furthermore, it is shown that the total number
of transmissions is reduced, thus conserving energy from
potentially corrupted transmissions due to collisions.

In Section 2, relevant past related work is presented. In
Section 3, the deterministic and probabilistic policies are
described, followed by the presentation of the proposed
reϐined policy in Section 4. In Section 5 an analytical ex‑
pression regarding throughput is derived as well as for
the individual access probability. The performance evalu‑
ation of the proposed policy is presented in Section 6, and
ϐinally, the conclusions are drawn in Section 7.

2. PAST RELATEDWORK
While the main focus of most probabilistic‑based work in
the literature is on higher layers [20], the implementation
of probabilistic approaches inMAC policies and transmis‑
sion schemes has been investigated over the years. Re‑
garding broadcast and ϐlooding schemes for ad hoc net‑
works, several schemes have been proposed [21]. It has
been seen that the probabilistic broadcast ones are more
suitable, due to a range of beneϐits they offer, such as low
overhead, balanced energy consumption, and robustness
against failures and mobility of nodes.

Probabilistic ϐlooding [22], that bases packet broadcast‑
ing on a probability, has been the case for much of the
work in the literature. For example, in [23] the authors
present a probabilistic ϐlooding variance that, based on

an analysis on a proposed Markov chain, derives analyt‑ 
ical expressions regarding the probability of a node to be 
operational or discharged.

Rahmati and Pompili in their work in [24] have 
studied the design of a MAC protocol based on a 
probabilistic Space Division Multiple Access (SDMA) 
method for short/medium distances. This work is 
dedicated to the communication between Autonomous 
Underwater Vehicles in underwater networks and 
provides, among others, a probabilistic time and space 
MAC scheme for the cases where the vehicles are 
non‑spatially separable. Under this approach, clusters 
of those vehicles are formed and time sharing is applied 
to each cluster. Given a set of rules, the probabilities of 
each possible case are assigned. These probabilities will 
decide the next state of the vehicle.

In Zeng et al.’s work in [25], a probability‑based multi‑hop 
broadcast protocol is proposed to tackle reliability and 
latency issues. In this approach a higher forwarding 
probability is assumed for nodes farther from the source 
node by using a node’s index number combined to 
other parameters.

A data dissemination approach based on clustering and 
probabilistic broadcasting has been proposed by Liu et al. 
in [26]. This work, targeting vehicular ad hoc networks, 
presented a clustering algorithm for the vehicles to ex‑ 
change data. Then, after the clustering has taken place, 
a probabilistic forwarding approach is considered, under 
which each cluster member transmits to its cluster head 
with a calculated probability based on how often the same 
packet is received during a single interval. When receiv‑ 
ing a packet, a cluster header further forwards it towards 
the ϐinal receiver.

Srivastava et al. in [27] proposed a probabilistic and bea‑ 
conless algorithm. In this work, the forwarding probabil‑ 
ity of a packet is decided based on distance of nodes, an‑ 
gular orientation, movement direction and buffer load de‑ 
lay. This probability is then used to schedule the packet 
transmission, the packet holding the highest probability 
to also hold the highest priority.

A probabilistic MAC protocol has been proposed by Maliqi 
et al. in their work in [28]. There, relay operates under 
a demodulate‑and‑forward fashion. After simplifying the 
Finite State Markov Chain (FSMC) analysis of a determin‑ 
istic protocol, then a probabilistic approach is considered 
that, based on two Bernouli distributed variables, decides 
whether a transmission will take place or not.

In [29], Liu et al. proposed a protocol for packet 
transmissions in Internet of Things (IoT) networks that, 
by exploiting local knowledge (i.e., nodes’ neighbors), it 
prioritizes packet broadcasts according to their proϐits. 
The neighbor knowledge of nodes and a connectivity 
factor are the bases for calculating the probability that 
then determines whether a packet should be rebroadcast 
to other nodes or not.
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Chen et al. in [30] proposed a distributed full‑duplexMAC
protocol that enables an access point with the ability to
switch between full‑duplex and half‑duplex mode. In this
sense, a contention takes place among clients for accesing
either full‑duplex or half‑duplex transmissions. This con‑
tention’s outcome is determined by assigned probabili‑
ties that are calculatedbasedon the clients’ average trafϐic
demands.

Dedicated to time division protocols, Gandino et al. in
[31] presented a probabilistic alternative of Distributed
Color System (DCS), earlier shown by Waldrop et al. in
[32]. There, the proposed “reader‑to‑reader” protocol
considers and theoretically studies a probability that is
added to the initial Woldrop et al.’s idea, and is responsi‑
ble for changing color (i.e., time slots). In the same sense,
Ferrero et al. in [33] have implemented the probabilistic
method in the collision resolution routine of “Colorwave”,
showing the aspects of this approach for TDMAprotocols.

In order to tackle the hidden terminal problem in two‑hop
IoT systems, Ye et al. in [34] proposed aMACprotocol that
makes use of a time divisionmultiple access logic for allo‑
cating time duration to nodes’ groups. There, each group
of nodes forms a token ring by adopting a probabilistic
token passing scheme to distributively allocate time slots
for packet transmissions. The transmission time slot al‑
location adapts to any changes on the number of nodes in
the network.

Recently, Hu et al. in their work in [35] proposed a
prediction‑based TDMA protocol that is able to predict
the network topology in the next frame in order to select
the best node for a packet to be forwarded to. The lat‑
ter selection is based on a probabilistic model discussed
there that assigns the probabilities according to moving
direction, speed and geographical location of nodes (ve‑
hicles in this case).

Regarding TDMA policies immune to the underlying
topology, most work is based on the earlier mentioned
Chlamtac and Faragó’s original work [17] which is pre‑
sented in detail in the next section. In [36], Ju and Li pro‑
pose an enhancement of the algorithm proposed in [17]
which increases minimum guaranteed throughput with
the trade‑off of a larger frame length.

Another independent approach for creating topology‑
immune scheduling is Ju and Li’s work in [37] where an
algorithm based on latin squares is proposed. Their solu‑
tion is suitable for multichannel systems.

In [38] Colbourn et al. formulate the problem of the cre‑
ation of topology‑independent schedules as a combina‑
torial question and propose a solution based on Steiner
systems. They conclude that their approach uses shorter
frames for the same network parameterswhen compared
to other solutions, thus improving delay and throughput

for a given frame length but they also note that this ap‑
proach is less robust to changes in neighborhood size and
throughput degrades faster if 𝐷 parameter is exceeded.

In [39] Xu et al. propose a scheduling algorithm based
on balanced incomplete block design. They conclude that
their algorithm is superior to [17] and [36] in terms of
guaranteed throughput, minimum and maximum delay.

In Su and Yi‑Sheng’s work in [40] a scheme based on
Chinese Remainder Theorem (CRT) is proposed. This
scheme’smain advantage is that it eliminates the require‑
ment of knowing the maximum node degree 𝐷 and only
requires the maximum number of nodes 𝑁 to be known.
Additionally, the authors demonstrate that this scheme
outperforms other schemes, especially in scenarios with
harsh interference.

In [41] Qiao et al. extend [17] by employing learning‑
based approaches. The authors make use of artiϐicial in‑
telligence techniques for allocating slots to the nodes and
utilizing unused slots, thus improving throughput.

In [42] Xiao et al. propose a topology‑independent
scheduling schemewhichuses polynomial rings. The pro‑
posed scheme improves on the theoretical bounds of the
maximum node degree with respect to the frame length,
when compared to schemes based on the Chinese remain‑
der theorem as well as to those based on Galois ϐields. It
is also shown that this scheme is a generic framework to
policies based on both of the aforementioned schemes.

More recentwork includes [43]whereDash et al. propose
a topology‑independent scheduling protocol for multi‑
hop wireless networks with MIMO‑enabled transceivers
and [44] where Deng et al. propose a combination se‑
quence scheme and compare it with a Galois ϐield scheme
and two schemes based on ALOHA and conventional
TDMA respectively. The comparison ismadewith respect
to delay constraints. The authors conclude that different
schemes perform better depending on the network pa‑
rameters.

Finally, in [45] Kar et al. present a survey of topology‑
independent schemes. The authors analyze and discuss
the various proposed schemes and a comparison is made
between them with respect to various evaluation met‑
rics. Additionally, direction for possible future work is
given. The authors conclude that if the proposed schemes
are to be implemented in real wireless networks, the re‑
searchers should focusonoptimizing the existingpolicies,
turn them into full‑ϐledged MAC protocols and test them
in various scenarios.

3. ON TOPOLOGY‑INDEPENDENT MAC
POLICIES

As already mentioned, the proposed policy is based on the 
deterministic and the probabilistic policies. The key 
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𝑖=0

elements of these policies that are also part of the 
reϐined policy are presented next. It should be noted 
that the focus here is on the MAC operation thus, the 
underlying physical medium is considered as ideal and 
transmissions fail only due to collisions.

Under the deterministic policy [17], each node 𝑢 is as‑ 
signed a unique random polynomial 𝑓𝑢(𝑥) = ∑𝑘 𝑎𝑖𝑥𝑖

where 𝑎𝑖 ∈ {0, 1, 2, … , 𝑞 − 1}. The polynomial’s coefϐi‑
cients (𝑎𝑖) come froma ϐinite Galois ϐield of order 𝑞, where
𝑞 is a prime number. Such a polynomial is uniquely as‑
sociated with each node to derive its set of assigned time
slots Ω𝑢. Thus, each node is allowed to transmit during
slot 𝑖 ∈ Ω𝑢, always assuming a heavy trafϔic load in the
sense that there is data available for transmission. Appar‑
ently, it is not allowed to transmit during the non‑assigned
ones 𝑖 ∉ Ω𝑢. The assigned polynomial (actually, its coef‑
ϐicients) may be seen as the unique ID of a network node
that is already available before the network’s operation.

The frame’s length is ϐixed for all nodes and consists of 𝑞2

time slots. It is divided in 𝑞 subframes 𝑠 of equal length 𝑞.
Each node 𝑢 is assigned exactly one slot from each sub‑
frame 𝑠. The slot’s position within each subframe 𝑠 is
given by 𝑓𝑢(𝑠) mod 𝑞, where 𝑠 = 0, 1, … , 𝑞 − 1. Conse‑
quently, |Ω𝑢| = 𝑞. The 𝑘 and 𝑞 parameters are derived
from the network size (total number of nodes) 𝑁 and the
maximum node degree (number of neighbor nodes) 𝐷
[17]. Eventually, 𝑞 ≥ 𝑘𝐷 + 1 is satisϐied and it is ensured
that at least one transmission will be collision‑free per
frame for all nodes, even under heavy trafϐic conditions.
Note that as neighbor nodes of a certain node are the ones
one hop away or 1‑hop neighbors. The 2‑hop neighbors
correspond to these nodes two hops away from a certain
node.

Under the probabilistic policy [19], nodes are allowed to
transmit during non‑assigned time slots, according to a
ϐixed access probability 𝑝 common for all nodes. Nodes
transmit during assigned time slots as under the deter‑
ministic policy. This utilizes additional time slots and
a range of values for 𝑝 allows for throughput increment
compared against the deterministic policy.

However, allowing to transmit during non‑assigned time
slots increases energy consumption. Although these
additional transmissions eventually contribute to the
throughput gain, some are bound to become corrupted
due to collisions. If these transmissions (thatwould even‑
tually become corrupted) could be deterred, this will re‑
sult in energy savings while throughput will remain in‑
creased.

4. THE PROPOSED REFINED POLICY
Under the proposed reϐined policy, nodes are allowed
to transmit during the assigned time slots as under the
deterministic and the probabilistic policies. Assuming a
transmission from node 𝑢 to its neighbor node 𝑣, denoted

as 𝑢 → 𝑣, the aim is to derive a subset of the non‑assigned
time slots 𝑖 ∉ Ω𝑢 such that no other neighbor node will
be allowed to transmit during its assigned time slot.

Let 𝐹𝑢 be the set of slots that have not been assigned
either to the transmitting node 𝑢 or any of its neighbor
nodes; 𝐹𝑢 will be referred to hereafter as free time slots. A
node𝑢 canderive set𝐹𝑢 byusing informationavailable in‑
side the header of successfully received messages, specif‑
ically the ID of the source node that is the only informa‑
tion needed for the calculation of the coefϐicients of its as‑
signed polynomial. This requires at least one successful
transmission from each neighbor node before node 𝑢 is
able to calculate the complete 𝐹𝑢 set. Having derived this
set, transmission 𝑢 → 𝑣 may take place according to the
access probability 𝑝. Thus,
The Reϔined Policy: Provided there is data available for
transmission at slot 𝑖, then for transmission 𝑢 → 𝑣:

• If slot 𝑖 ∈ Ω𝑢, then transmission 𝑢 → 𝑣 always takes
place;

• If slot 𝑖 ∈ 𝐹𝑢, then transmission 𝑢 → 𝑣 takes place
with probability 𝑝.

At the beginning of the network operation, each node is 
unaware of its neighbors. As already mentioned, nodes 
receive messages from their neighbors as part of the net‑ 
work’s initialization process. Regardless of whether these 
messages are destined for this node or another one, the ID 
(i.e., the polynomial coefϐicients) of the transmitting node 
𝑢 can be extracted from the packet header. Consequently, 
the time slot allocation can be calculated. The set of free 
time slots 𝐹𝑢 can then be derived by combining the slot 
allocations of every neighboring node. The initial value 
for 𝐹𝑢 is all unassigned time slots and it constantly adapts 
as successful transmissions are received. This adaptation 
helps in the case of dynamic topology changes since node 
𝑢 always adapts the free slots set 𝐹𝑢.

4.1 A frame example

The frame corresponding to a simple line network of 
three nodes (𝑎, 𝑏 and 𝑐) is depicted in Fig. 1 to help vi‑ 
sualize the key idea behind the reϐined policy. Therefore, 
the corresponding frames under all three policies are de‑ 
picted. As observed from the ϐirst one corresponding to 
the deterministic policy, nodes can transmit only during 
the assigned time slots (marked with X). It can be ob‑ 
served that a slot may be assigned to more than one node 
(e.g., slots 0 and 7). Consequently, when node 𝑎 or node 
𝑐 transmits during slot 0 towards node 𝑏, a collision will 
occur (since all nodes operate under heavy trafϐic con‑ 
ditions). Still, it is guaranteed that there will be at least 
one successful transmission for each node (e.g., time slots 
4, 5, 8).
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Fig. 1 – The frame for an example line network of three nodes (𝑎, 𝑏 and 𝑐) as appears under the deterministic, probabilistic and reϐined policies. It
consists of three subframes and there are three time slots for each one (0‑1‑2 , 3‑4‑5 , 6‑7‑8, respectively). Time slots marked (i) with X correspond
to assigned slots; (ii) with 𝑝 correspond to those non‑assigned slots that a node transmits according to the access probability. Time slots left blank
correspond to those that a node is never allowed to transmit.

For the frame under the probabilistic policy, nodes are 
allowed to transmit during non‑assigned slots, which are 
marked with 𝑝.  Probabilistic transmissions introduce 
collisions among neighbors for time slots that 
transmissions would have been successful under the 
deterministic pol‑ icy (e.g., 𝑎,  𝑏 and 𝑐 during slot 2) . 
However, as shown in [19], there is a range of values for 
the access probability 𝑝 that the additional successful 
transmissions compensate for the introduced collisions.

The third frame depicted in Fig.1 corresponds to the pro‑ 
posed reϐined policy. Every node is aware of its 
neighbors’ assigned slots, i.e., the free time slots, and will 
only transmit (with probability 𝑝)  during these time 
slots (in addition to the assigned ones). This behavior 
prevents unfortunate transmissions that would almost 
certainly lead to collisions. For example, node 𝑎 will 
never transmit during time slots 2 and 3 knowing that 
these are assigned to node 𝑏.  As shown later, the reϐined 
policy increases system throughput even compared to 
the probabilistic policy and at the same time reduces the 
overall number of trans‑ missions.

4.2 Deϐinitions

Some useful sets of nodes are deϐined next. Assuming 
transmission 𝑢 → 𝑣,  the interest is on these transmis‑ 
sions that may corrupt 𝑢 → 𝑣 (i.e., a collision takes place).

• Ω𝑢: The set of time slots assigned to node 𝑢.
• 𝐹𝑢: The set of free time slots for node 𝑢.
• 𝐴𝐴𝑢→𝑣: The set of time slots that are assigned to
node 𝑢 as well as to at least one of its 1‑hop or 2‑
hop neighbors, which can corrupt the transmission
𝑢 → 𝑣. Transmission 𝑢 → 𝑣 will always become cor‑
rupted during these slots.

• 𝐴𝐹𝑢→𝑣: The set of time slots that are assigned to
node 𝑢 and are not assigned to any node that can
corrupt the transmission 𝑢 → 𝑣. It is likely that a 2‑
hop neighbor might perceive these slots as free and
may transmit with probability 𝑝, thus corrupting the
transmission 𝑢 → 𝑣. Such neighbor node cannot be

1‑hop since every 1‑hop neighbor of 𝑢 is aware that
these slots are assigned to node 𝑢, so they would not
perceive themas free. The transmission during these
time slots will succeed provided none of these 2‑hop
neighbors transmits.

• 𝐹𝐴𝑢→𝑣: The set of time slots that node𝑢perceives as
free but are also assigned to one or more neighbors
able corrupt the transmission 𝑢 → 𝑣. These can only
be 2‑hopneighbors or node𝑢would not perceive any
of these time slots as free. Transmission 𝑢 → 𝑣 will
always fail during these time slots.

• 𝐹𝐹𝑢→𝑣: The set of slots that node 𝑢 perceives as
free and are not assigned to any node able to cor‑
rupt the transmission 𝑢 → 𝑣. Other nodes may also
perceive these slots as free and may transmit, thus
corrupting transmission 𝑢 → 𝑣. These nodes will be
either 1‑hop or 2‑hop neighbors to node 𝑢, including
node 𝑣. The transmission during these time slotswill
succeed, provided no other of the aforementioned
neighboring nodes transmits simultaneously.

• 𝑆2ℎ𝑜𝑝
𝑢→𝑣 : The set of nodes that are 2‑hop neighbors to

node 𝑢 and are able to corrupt transmission 𝑢 → 𝑣.

• 𝑆𝐴𝐹𝑢→𝑣
𝑖 : The set of nodes that may corrupt transmis‑

sion 𝑢 → 𝑣 during time slot 𝑖 ∈ 𝐴𝐹𝑢→𝑣. It is a subset
of 𝑆2ℎ𝑜𝑝

𝑢→𝑣 .

– |𝑆𝐴𝐹𝑢→𝑣 |: The average number of nodes that
may corrupt transmission 𝑢 → 𝑣 for all time
slots in 𝐴𝐹𝑢→𝑣 set.

– |𝑆𝐴𝐹 |: The average number of |𝑆𝐴𝐹𝑢→𝑣 | for all
considered transmissions.

• 𝑆𝐹𝐹𝑢→𝑣
𝑖 : The set of nodes that may corrupt transmis‑

sion 𝑢 → 𝑣 during slot 𝑖 ∈ 𝐹𝐹𝑢→𝑣.

– |𝑆𝐹𝐹𝑢→𝑣 |: The average number of nodes that
may corrupt transmission 𝑢 → 𝑣 for all slots in
𝐹𝐹𝑢→𝑣 set.

– |𝑆𝐹𝐹 |: The average number of |𝑆𝐹𝐹𝑢→𝑣 | for all
considered transmissions.
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Based on the previous deϐinitions, it is concluded that:

• 𝐴𝐴𝑢→𝑣 and 𝐴𝐹𝑢→𝑣 sets are mutually exclusive.

• |𝐴𝐴𝑢→𝑣| + |𝐴𝐹𝑢→𝑣| = |Ω𝑢| = 𝑞.

• 𝐹𝐴𝑢→𝑣 and 𝐹𝐹𝑢→𝑣 sets are mutually exclusive.

• |𝐹𝐴𝑢→𝑣| + |𝐹𝐹𝑢→𝑣| = |𝐹𝑢|.

4.3 Set examples

To further elaborate on the previous deϐinitions that will
be used later for the analysis of the proposed reϐined pol‑
icy, an example network of eight nodes in a 4‑regular
graph topology is depicted in Fig. 3. It is a ring topology
where each node is neighbor to the two nearest left‑side
nodes and the two nearest right‑side nodes.

Fig. 2 depicts the frame state of all eight nodes illustrated
in Fig. 3. Similarly, as in Fig. 1, X, 𝑝 and empty boxes cor‑
respond to assigned time slots, free time slots and time
slots for which no transmission is allowed, respectively.
Table. 1 depicts the size of the various sets deϐined earlier
for all the four possible transmissions originating from
node 𝑎.
Based on Fig. 2 and Table. 1, the following observations
can be made:

• The value of |𝐴𝐴𝑢→𝑣| depends on the receiver node,
i.e., node 𝑣. For example, when transmission 𝑎 → 𝑏
takes place, |𝐴𝐴𝑎→𝑏| = 2, but when the transmission
𝑎 → 𝑔 takes place, |𝐴𝐴𝑎→𝑔| = 3.

• The same applies to |𝐹𝐹𝑢→𝑣|. For example when
transmission 𝑎 → 𝑐 takes place, |𝐹𝐹𝑎→𝑐| = 4, while
for the transmission 𝑎 → ℎ takes place, |𝐹𝐹𝑎→ℎ| = 6.

• 𝑆𝐴𝐹𝑢→𝑣
𝑖 is different for every time slot. For example,

when transmission 𝑎 → 𝑐 takes place during time
slot 5, |𝑆𝐴𝐹𝑎→𝑐

05 | = 2, while for the same transmis‑
sion during time slot 20, |𝑆𝐴𝐹𝑎→𝑐

20 | = 1. It is also ob‑
served that |𝑆𝐴𝐹𝑢→𝑣

𝑖 | changes for different transmis‑
sions taking place at the same time slot.

• The same applies to the 𝑆𝐹𝐹𝑢→𝑣
𝑖 set. For example,

when transmission 𝑎 → ℎ takes place at time slot
17, |𝑆𝐹𝐹𝑎→ℎ

17 | = 2, but when the same transmission
takes place at time slot 24, |𝑆𝐹𝐹𝑎→ℎ

24 | = 4. As before,
|𝑆𝐹𝐹𝑢→𝑣

𝑖 | changes for different transmissions taking
place during the same time slot.

• 𝑆2ℎ𝑜𝑝
𝑢→𝑣 depends on the relative position of nodes𝑢 and

𝑣 in the network. For example, when transmission
𝑎 → 𝑏 takes place, 𝑆2ℎ𝑜𝑝

𝑎→𝑏 = {𝑑} but when 𝑎 → 𝑐
takes place, 𝑆2ℎ𝑜𝑝

𝑎→𝑐 = {𝑑, 𝑒}. It can also be observed
that |𝑆2ℎ𝑜𝑝

𝑢→𝑣 | is either 1 or 2. These values can be gen‑
eralized for any 𝐾‑regular graph which follows the

current example’s ring topology fashion. Thus, it can
be observed that |𝑆2ℎ𝑜𝑝

𝑢→𝑣 | is an integer value between
1 and 𝐾

2 .

Table 1 – The size of various sets for the network of Fig. 3 and the frame
assignment of Fig. 2.

𝑣 = 𝑏 𝑣 = 𝑐 𝑣 = 𝑔 𝑣 = ℎ
|𝐹𝑎| 8 8 8 8

|𝐴𝐴𝑎→𝑣| 2 2 3 3
|𝐴𝐹𝑎→𝑣| 3 3 2 2
|𝐹𝐴𝑎→𝑣| 3 4 3 2
|𝐹𝐹𝑎→𝑣| 5 4 5 6
|𝑆𝐴𝐹𝑎→𝑣

0 | 0 0
|𝑆𝐴𝐹𝑎→𝑣

5 | 1 2 2 1
|𝑆𝐴𝐹𝑎→𝑣

10 | 0
|𝑆𝐴𝐹𝑎→𝑣

15 | 0
|𝑆𝐴𝐹𝑎→𝑣

20 | 1 1
|𝑆𝐹𝐹𝑎→𝑣

1 | 2 2
|𝑆𝐹𝐹𝑎→𝑣

3 | 3 2 2
|𝑆𝐹𝐹𝑎→𝑣

12 | 2 2
|𝑆𝐹𝐹𝑎→𝑣

16 | 3 2
|𝑆𝐹𝐹𝑎→𝑣

17 | 3 2
|𝑆𝐹𝐹𝑎→𝑣

19 | 4 4 4
|𝑆𝐹𝐹𝑎→𝑣

23 | 2 2
|𝑆𝐹𝐹𝑎→𝑣

24 | 4 4 4 4
|𝑆2ℎ𝑜𝑝

𝑎→𝑣 | 1 2 2 1

5. ANALYSIS OF THE REFINED POLICY

An analytical expression regarding throughput of the pro‑
posed reϐined policy is presented next before deriving an
analytical expression for the access probability.

5.1 Throughput

The ϐirst step is to calculate throughput for a particular
slot 𝑖 and a particular transmission 𝑢 → 𝑣. This corre‑
sponds to the probability of transmission 𝑢 → 𝑣 being
successful and is denoted as𝑃𝑅,𝑖,𝑢→𝑣. Whennode𝑢 trans‑
mits towards node 𝑣 during time slot 𝑖, this time slot may
either be assigned to 𝑢 or perceived as free by 𝑢. Further‑
more, this time slot may or may not be assigned to an‑
other node that can corrupt the transmission. In the latter
case, for the transmission to be successful, no node able to
corrupt it should transmit at the same time. These cases
correspond to all four possible outcomes for transmission
𝑢 → 𝑣 during slot 𝑖, thus,
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𝑎 𝑏

𝑐

𝑑

𝑒𝑓

𝑔

ℎ

Fig. 3 – Regular graph example with eight nodes and four neighbors.

𝑃𝑅,𝑖,𝑢→𝑣 =
⎧{{
⎨{{⎩

0, 𝑖 ∈ Ω𝑢, 𝑖 ∈ 𝐴𝐴𝑢→𝑣;
(1 − 𝑝)|𝑆𝐴𝐹𝑢→𝑣

𝑖 |, 𝑖 ∈ Ω𝑢, 𝑖 ∈ 𝐴𝐹𝑢→𝑣;
𝑝(1 − 𝑝)|𝑆𝐹𝐹𝑢→𝑣

𝑖 |, 𝑖 ∉ Ω𝑢, 𝑖 ∈ 𝐹𝐹𝑢→𝑣;
0, 𝑖 ∉ Ω𝑢, 𝑖 ∈ 𝐹𝐴𝑢→𝑣.

(1)

Throughput regarding transmission 𝑢 → 𝑣 for all slots,
denoted as 𝑃𝑅,𝑢→𝑣, is deϐined as the average of 𝑃𝑅,𝑖,𝑢→𝑣,

𝑃𝑅,𝑢→𝑣 = 1
𝑞2

𝑞2−1
∑
𝑖=0

𝑃𝑅,𝑖,𝑢→𝑣. (2)

As 𝑆𝐴𝐹𝑢→𝑣
𝑖 and 𝑆𝐹𝐹𝑢→𝑣

𝑖 sets vary by time slot 𝑖, average
values are considered next in order to proceed with the
analysis. The validity of this average analysis will be
demonstrated later using simulation results. Hereafter, it
will be assumed that |𝑆𝐴𝐹𝑢→𝑣

𝑖 | = |𝑆𝐴𝐹𝑢→𝑣 | and |𝑆𝐹𝐹𝑢→𝑣
𝑖 | =

|𝑆𝐹𝐹𝑢→𝑣 |.
Any node 𝑢 is assigned 𝑞 time slots. Out of these slots,
|𝐴𝐴𝑢→𝑣| have been assigned to at least one neighbor able
to corrupt 𝑢 → 𝑣. Consequently, a successful transmis‑
sion will take place during |𝐴𝐹𝑢→𝑣| = 𝑞 − |𝐴𝐴𝑢→𝑣| as‑
signed time slots, provided none of the |𝑆𝐴𝐹𝑢→𝑣

𝑖 | nodes
transmit (with probability 𝑝). Eventually, the number of

successful transmissions during the assigned time slots
of node 𝑢 for the transmission 𝑢 → 𝑣 is |𝐴𝐹𝑢→𝑣|(1 −
𝑝)|𝑆𝐴𝐹𝑢→𝑣 |. Similarly, the number of successful transmis‑
sions 𝑢 → 𝑣 during time slots not assigned to node 𝑢
as well as to any node able to corrupt it can be calcu‑
lated. As mentioned earlier, there are |𝐹𝐹𝑢→𝑣| = |𝐹𝑢| −
|𝐹𝐴𝑢→𝑣| such time slots, duringwhich node𝑢must trans‑
mitwith probability 𝑝 and |𝑆𝐹𝐹𝑢→𝑣

𝑖 | nodesmust not trans‑
mit (probabilistically), for a successful transmission to
take place. Consequently, the number of these slots is
|𝐹𝐹𝑢→𝑣|𝑝(1 − 𝑝)|𝑆𝐹𝐹𝑢→𝑣 |. Eventually, the sum of Equa‑
tion (2) can be substituted by the two values calculated
above, thus,

𝑃𝑅,𝑢→𝑣 = |𝐴𝐹𝑢→𝑣|(1−𝑝)|𝑆𝐴𝐹𝑢→𝑣 |+|𝐹𝐹𝑢→𝑣|𝑝(1−𝑝)|𝑆𝐹𝐹𝑢→𝑣|

𝑞2 . (3)

System throughput 𝑃𝑅 is deϐined as the average proba‑
bility of success for all transmissions. It is actually the
throughput for each transmission (i.e., 𝑃𝑅,𝑢→𝑣) over the
total number of nodes (assuming that each node always
transmits to the same neighbor node). Thus,

𝑃𝑅 = 1
𝑁 ∑∀𝑢

|𝐴𝐹𝑢→𝑣|(1−𝑝)|𝑆𝐴𝐹𝑢→𝑣 |+|𝐹𝐹𝑢→𝑣|𝑝(1−𝑝)|𝑆𝐹𝐹𝑢→𝑣 |

𝑞2 . (4)

However, as already mentioned, sets
𝐴𝐹𝑢→𝑣, 𝑆𝐴𝐹𝑢→𝑣 , 𝐹𝐹𝑢→𝑣 and 𝑆𝐹𝐹𝑢→𝑣 are different for
each transmission. As before, average values of these sets
will be considered next, their validity shown later at the
evaluation section. That is, for the rest of the analysis it
will be assumed that |𝐴𝐹𝑢→𝑣| = |𝐴𝐹 |, |𝑆𝐴𝐹𝑢→𝑣 | = |𝑆𝐴𝐹 |,
|𝐹𝐹𝑢→𝑣| = |𝐹𝐹 | and |𝑆𝐹𝐹𝑢→𝑣 | = |𝑆𝐹𝐹 |. Eventually, 𝑃𝑅,
is given by,

𝑃𝑅 = 1
𝑁 ∑∀𝑢

|𝐴𝐹𝑢→𝑣|(1−𝑝)|𝑆𝐴𝐹𝑢→𝑣 |+|𝐹𝐹𝑢→𝑣|𝑝(1−𝑝)|𝑆𝐹𝐹𝑢→𝑣 |

𝑞2 (5)

𝑃𝑅 = |𝐴𝐹|(1−𝑝)|𝑆𝐴𝐹 |+|𝐹𝐹|𝑝(1−𝑝)|𝑆𝐹𝐹 |

𝑞2 (6)

1 2 30 4
1 2 30 4 1 2 30 4 1 2 30 4 1 2 30 41 2 30 4

5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

0𝑥 + 0
1𝑥 + 2
2𝑥 + 4
3𝑥 + 1
4𝑥 + 0
1𝑥 + 3
2𝑥 + 2
3𝑥 + 4

𝑎
𝑏
𝑐
𝑑
𝑒
𝑓
𝑔
ℎ
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X X X X X
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𝑝
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Fig. 2 – The frame corresponding to the network of Fig. 3. It is assumed that 𝑞 = 5 and 𝑘 = 1. Consequently, eight 1st degree polynomials with
coefϐicients 0, 1, 2, 3 or 4 have been randomly assigned to the network nodes.
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5.2 The individual access probability
So far, the analysis assumed a ϐixed access probability 𝑝,
common for all network nodes. The next step is to al‑
low each node to calculate its individual access probabil‑
ity. Two cases will be considered. The ϐirst, motivated by
an analysis on complete graph topology, is based on the
1‑hop neighbor nodes, thus will be denoted as ̂𝑝1(𝑢) for
each node 𝑢. The second will consider 2‑hop neighbors
and, thus, will be denoted as ̂𝑝2(𝑢) for each node 𝑢.

Assuming the complete graph network example depicted
in Fig. 4, then under the reϐined policy, every node is
aware of the time slot assignments of any other node in
the network. Time slots perceived as free will be com‑
mon among all nodes since there are no 2‑hop neighbors
to provide any additional information.

𝑎 𝑏

𝑐 𝑑

𝑒

Fig. 4 – Five nodes in a complete graph topology.

Throughput during a (perceived as free) slot 𝑖 for a par‑
ticular transmission 𝑢 → 𝑣 is given by,

𝑃 𝐹
𝑅,𝑖,𝑢→𝑣 = ̂𝑝1(𝑢)(1 − ̂𝑝1(𝑢))|𝑆𝐹𝐹𝑢→𝑣

𝑖 |. (7)

Studying the roots of the ϐirst derivative of this expres‑
sion with respect to ̂𝑝1(𝑢), throughput is maximized at
̂𝑝1(𝑢) = 1

|𝑆𝐹𝐹𝑢→𝑣
𝑖 |+1 . Note that for a complete graph net‑

work topology, |𝑆𝐹𝐹𝑢→𝑣
𝑖 | = 𝐷.

Going to the general case, i.e., topologies that both 1‑hop
and 2‑hop neighbors exist, a formula for ̂𝑝2(𝑢) will be de‑
rived next. Throughput for transmission 𝑢 → 𝑣 during a
time slot perceived as free by node 𝑢 depends onwhether
or not this time slot has been assigned to its 2‑hop neigh‑
bors. On a regular graph topology as the one in Fig. 3,
node 𝑢 will be aware of its 𝐷 1‑hop neighbors. Further‑
more,𝐷 nodes can corrupt transmission 𝑢 → 𝑣, but these
nodes will come from a different set: the 1‑hop neighbors
of node 𝑣, including node 𝑣 and excluding node 𝑢. Those
nodes may either be 1‑hop neighbors or 2‑hop neighbors
to node 𝑢 (thus the latter will belong to the 𝑆2ℎ𝑜𝑝

𝑢→𝑣 set).
This means that node 𝑢 might perceive time slot 𝑖 as free,
but this time slot may not be free because it has been as‑
signed to a 2‑hop neighbor and node 𝑢 is unaware of this.
In this case, it would be best if 𝑢 → 𝑣would not take place
at all, thus during this slot it should be ̂𝑝2(𝑢) = 0.

It is also possible that time slot 𝑖 may indeed be free. In
this case, the transmission will succeed if no other of the
previously mentioned 𝐷 nodes transmits (probabilisti‑
cally) at the same time slot. Let 𝐷𝑢 and 𝐷𝑣 denote the
number of neighbor nodes of node 𝑢 and 𝑣 respectively.
Note that 𝐷𝑢 = 𝐷𝑣 = 𝐷 for the regular graph network
considered here. If each one of the 𝐷𝑣 nodes (exclud‑
ing 𝑢 and including 𝑣) perceives time slot 𝑖 also as free,
the particular value of ̂𝑝2(𝑢) that maximizes throughput
is equal to 1

𝐷𝑢+1 (as given by the ϐirst derivative of Equa‑
tion (7)). However, it is possible that some nodes, due to
their own locally obtained information, will not perceive
slot 𝑖 as free and never transmit there. In this case, the
probability for the transmission 𝑢 → 𝑣 should be larger
than 1

𝐷𝑢+1 . Still, this information is not available to node
𝑢. Consequently, node 𝑢 will assume that every node able
to corrupt𝑢 → 𝑣 transmissionperceives time slot 𝑖 as free
aswell, so for this case, the value 1

𝐷𝑢+1 is a good choice re‑
garding the access probability for time slot 𝑖. This will be
demonstrated later using simulation results.

Based on these observations, let the access probability of
node 𝑢 for a particular slot 𝑖 that is based on 2‑hop infor‑
mation ̂𝑝2(𝑖, 𝑢) be given by,

̂𝑝2(𝑖, 𝑢) = { 0, 𝑖 ∈ 𝐹𝐴𝑢→𝑣;
1

𝐷𝑢+1 , 𝑖 ∈ 𝐹𝐹𝑢→𝑣. (8)

Since there is no single value to satisfy every slot per‑
ceived as free, thus an average value will be considered
next. In particular, node 𝑢 perceives as free |𝐹𝑢| =
|𝐹𝐴𝑢→𝑣| + |𝐹𝐹𝑢→𝑣| time slots and will probabilistically
transmit during them. Furthermore, every node has been
assigned 𝑞 slots from a total of 𝑞2 and this means that the
probability of time slot 𝑖not having been assigned to a sin‑
gle node is 𝑞2−𝑞

𝑞2 or 𝑞−1
𝑞 . Consequently, the probability of

time slot 𝑖 not having been assigned to at least one of the
nodes able to corrupt the transmission is ( 𝑞−1

𝑞 )|𝑆2ℎ𝑜𝑝
𝑢→𝑣 |.

As before, an average value regarding |𝑆2ℎ𝑜𝑝
𝑢→𝑣 | will be cal‑

culated, as it depends on transmission 𝑢 → 𝑣. As shown
in Table 1, for the particular type of 𝐾‑regular graph
topology, depending on the transmitter and the receiver
nodes’ positions within the topology, |𝑆2ℎ𝑜𝑝

𝑢→𝑣 | can be an
integer value taking values from 1 to 𝐾

2 . Since the tar‑
get node is randomly selected, all values within the in‑
terval, as mentioned earlier, have an equal probability of
appearing. Consequently, the average number of nodes
able to corrupt a (probabilistic) transmission is given by
|𝑆2ℎ𝑜𝑝| = 1+ 𝐾

2
2 .

Let the average access probability ̂𝑝2(𝑢) when 2‑hop in‑
formation is acquired be given by,

̂𝑝2(𝑢) = 1
|𝐹𝑢| ∑

∀𝑖∈𝐹𝑢

̂𝑝2(𝑖, 𝑢), (9)

for each time slot 𝑖 given by Equation (8).
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For the |𝐹𝑢|( 𝑞−1
𝑞 )|𝑆2ℎ𝑜𝑝| time slots (where ̂𝑝2(𝑖, 𝑢) =

1
𝐷𝑢+1 ) and |𝐹𝑢|(1 − ( 𝑞−1

𝑞 )|𝑆2ℎ𝑜𝑝|) time slots (where
̂𝑝2(𝑖, 𝑢) = 0 since the transmission will always be

corrupted), the previous expression can be written as,
̂𝑝2(𝑢) =

1
𝐷𝑢+1 |𝐹𝑢|( 𝑞−1

𝑞 )|𝑆2ℎ𝑜𝑝|

|𝐹𝑢| , thus,

̂𝑝2(𝑢) = 1
𝐷𝑢 + 1(𝑞 − 1

𝑞 )|𝑆2ℎ𝑜𝑝|. (10)

Later in the performance evaluation section, both ̂𝑝1(𝑢)
and ̂𝑝2(𝑢)will be consideredandevaluated against theob‑
tained simulation results. Both equations will be applied
to random geometric graphs and regular graph networks.
Although their derivation was based on different types of
networks (e.g., a complete graph for ̂𝑝1(𝑢) = 1

𝐷𝑢+1 ) and
under certain assumptions, it is interesting to observe
how they perform in a wide range of topologies.

6. PERFORMANCE EVALUATION
In this section, the proposed reϐined policy is evaluated
through simulations against the deterministic and the
probabilistic policy in terms of throughput, total trans‑
missions and successful transmissions during assigned
and non‑assigned slots separately. Additionally, the in‑
dividual access probability calculation is evaluated, com‑
pared to a range of values common to all nodes.

System throughput reϐlects the ability of a system to
transmit as many messages as possible, so it always con‑
stitutes a primary evaluationmetric. For the performance
evaluation experiments, it is deϐinedas thenumberof suc‑
cessful transmissions per node per slot, and the following
equation will be used next:

throughput = # successful transmissions
# nodes × # time slots .

Each transmission directly impacts the transmitting
node’s energy consumption; therefore, it is of increased
interest to evaluate the policies in terms of total trans‑
missions. Fewer transmissions are expected under the re‑
ϐined policy since the number of non‑assigned time slots
that a node can transmit is smaller than under the proba‑
bilistic policy.

Moreover, the number of successful transmissions dur‑
ing assigned or non‑assigned slots is also used for evalua‑
tion purposes. Since nodes under the reϐined policy try to
avoid transmissions during time slots that are assigned to
neighbors, it is expected that there will be an increase in
successful transmissions during these time slots. It is also
interesting to investigatewhether therewill be a decrease
in successful transmissionsduringnon‑assigned slots and
how this decrement will affect the overall performance.

Finally, ̂𝑝1(𝑢) and ̂𝑝2(𝑢) will be used for the calculation of
the individual access probability for each node and those

scenarios will be evaluated against the scenarios where
nodes transmit with a common access probability 𝑝.

6.1 Experimental setup

A simulation programwasdevelopedusing theOMNET++
platform [46] and simulations are conducted to evaluate
the proposed reϐined policy compared to both the Prob‑
abilistic and the deterministic policy. Ten different net‑
works are created, each one of 𝑁 = 1000 nodes, po‑
sitioned according to a Random Geometric Graph (RGG)
topology model [47]. After the initial setup, the topology
remains unchanged for the duration of each experiment.
The communication range is common for all nodes and is
selected such that the maximum number of neighbors in
the network is 𝐷 = 19. These values are then used to
derive 𝑘 = 1 and 𝑞 = 37. Note that the derived value
of 𝑞 is the lowest prime number satisfying the require‑
ments described in Section 3. Eventually, the frame length
is set to 𝑞2 = 1369 time slots, consisting of 𝑞 subframes of
length 𝑞. Given its unique IDand thevalues of 𝑞 and𝑘, each
node can use the corresponding polynomial to derive its
assigned slots. The simulation duration is 20 frames or
27380 time slots.

Additionally, 𝐾‑regular graph topologies of 𝑁 = 1000
nodes are considered with 𝐾 = 18. Again, ten different
networks are created. The same parameters 𝑘 = 1 and
𝑞 = 37 are also used, leading to the same frame length
and number of assigned slots per node. Note that every
node calculates the same value for the individual access
probability for this topology.

Finally, four additional RGG topologies with different
𝑁, 𝐷, 𝑘 and 𝑞 parameters were created where the
throughput of the individual access probability case is
again compared to the common probability case but as
well as to the calculated throughput with the use of Equa‑
tion (6). Node clocks are considered fully synchronized
and each node operates under a heavy trafϐic load, mean‑
ing that there is always data available for transmission
whenever a node is allowed to transmit. For the RGG net‑
work topologies, node 0 is arbitrarily selected as the ϐinal
destination node for each message. Thus, every node se‑
lects its target according to the shortest path leading to
node 0. For the regular graph networks, each node ran‑
domly selects one of it’s neighbors prior to each transmis‑
sion. The physical medium is ideal, so no packets are lost
due to physical medium errors. Only collisions due to si‑
multaneous transmissions take place. Each target node
respondswith an ACKmessage at the end of each slot and
upon successful message transmission, thus notifying the
source node for the successful reception.

6.2 Simulation results for RGG topologies
Fig. 5 depicts throughput simulation results for the ran‑
dom geometric graphs, as a function of the access proba‑
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Fig. 5 –Throughput as a function of the access probability𝑝. The vertical
lines correspond to 𝑝 = 0.8 and 𝑝 = 0.9 where the probabilistic policy
and the reϐined policy assume themaximum throughput under common
𝑝, respectively. Conϐidence intervals are no greater than 2.5%.

bility 𝑝 (the deterministic policy corresponds to 𝑝 = 0).
The two horizontal lines represent throughput for the
individual access probabilities ̂𝑝1 and ̂𝑝2 (the particular
nodes 𝑢 are omitted for notation simpliϐication). It can
be observed that throughput under the proposed reϐined
policy is higher than under the probabilistic policy for
any value of the access probability 𝑝. For the ϐixed ac‑
cess probability common to all network nodes, the maxi‑
mum throughput under the reϐined policy (0.042) is about
10% higher than under the probabilistic policy (0.038).
However, throughput for both individual access probabil‑
ity cases is larger than themaximum throughput achieved
under the common access probability . For the case of ̂𝑝2,
throughput is observed to be slightly higher than for the
case of ̂𝑝1.
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Fig. 6 – The total number of transmissions as a function of the access
probability 𝑝. The vertical lines correspond to 𝑝 = 0.8 and 𝑝 = 0.9
where the probabilistic policy and the reϐined policy assume the maxi‑
mum throughput, respectively. Conϐidence intervals are no greater than
0.13%.

Fig. 6 depicts the number of total transmissions for all
three policies as a function of the ϐixed access probabil‑
ity 𝑝 that is common to all nodes (the deterministic pol‑
icy corresponds to 𝑝 = 0), as well as two horizontal lines
representing the two individual access probability cases
(i.e., ̂𝑝1 and ̂𝑝2). It can be seen that under the proposed
policy, there are fewer total transmissions than under the
probabilistic policy for any value of 𝑝. This is also the

case for those values of 𝑝 that each policy assumes the
maximum throughput (𝑝 = 0.8 under the probabilistic
policy and 𝑝 = 0.9 under the reϐined policy). As can be
observed, there are 8.4% fewer transmissions under the
proposed policy. Regarding the individual access proba‑
bility cases, the total number of transmissions are com‑
parable to those under the probabilistic policy when the
maximum throughput is assumed. A better performance
is also observed when using ̂𝑝2 compared to ̂𝑝1.
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non‑assigned slots per node per frame as a function of the access prob‑
ability 𝑝. The vertical lines correspond to 𝑝 = 0.8 and 𝑝 = 0.9
where the probabilistic policy and the reϐined policy assume the maxi‑
mum throughput, respectively. Conϐidence intervals are no greater than
3.5%.

Fig. 7 depicts the average number of successful transmis‑
sionspernodeper frameduring assignedornon‑assigned
slots separately. For the assigned slots and for the ϐixed
access probability, it is observed from the depicted re‑
sults that 𝑝 = 0.9 corresponds to 19.94 successful trans‑
missions per frame per node under the reϐined policy,
which is about 45% better compared to the 13.68 suc‑
cessful transmissions under the probabilistic policy (for
𝑝 = 0.8 where the maximum throughput is assumed). On
the other hand, for the non‑assigned slots, nodes under
the reϐined policy succeed on 37.8 slots which are about
2% worse than under the probabilistic policy (38.5 suc‑
cessful transmissions on average). However, the increase
of successful transmissions during the assigned slots out‑
weighs the decrease of successes during the non‑assigned
slots. Regarding the individual access probability cases, it
is observed that the successes during assigned slots are
comparable to the reϐined policy case, where the high‑
est throughput under the common access probability is
achieved. At the same time, the successful transmissions
during non‑assigned slots are increased.

6.3 Simulation results for regular topologies
Fig. 8 depicts throughput under the probabilistic and the
reϐined policies for an 18‑regular graph topology. Simi‑
lar to the RGG topology case, the reϐined policy outper‑
forms the probabilistic policy. The two horizontal lines
correspond to the individual access probability cases ( ̂𝑝1
and ̂𝑝2). Both throughput values corresponding to those
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Fig. 8 – Average throughput of ten networks for an 18‑regular graph
topology. The magnifying glass depicts the largest throughput value
under common access probability, compared to both individual access
probability values.

cases match the throughput of two of the common access
probability scenarios, which is to be expected since it is a
regular graph topology so all nodes calculate the same in‑
dividual access probability value. It is observed that even
though employing the individual probability, the maxi‑
mumthroughput, corresponding to a slightly higherprob‑
ability value, is not assumed. However, the distance from
the top is almost negligible. This difference, as already
mentioned in Section 5.2, can be attributed to the fact that
some nodes that were expected to transmit probabilisti‑
cally during some slots, do not transmit at all because,
basedon their own local information, theydonot perceive
those slots as free.

6.4 Simulation results for various RGG topolo‑
gies

Figures 9, 10, 11 and 12 depict throughput of the re‑
ϐined policy for four RGG networks, createdwith different
parameters. The ϐixed access probability scenarios are
compared with the ̂𝑝2 individual access probability case.
Furthermore, the analytical expression corresponding to
the throughput calculation is evaluated here, as given in
Equation (6). Results from these simulations are used as
input for Equation (6).
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Fig. 9 – Throughput evaluation for an RGG network topology with the 
following parameters: 𝑁 = 961,  𝐷 = 25,  𝑘 = 1,  𝑞 = 31.
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Fig. 10 – Throughput evaluation for an RGG network topology with the
following parameters: 𝑁 = 1681, 𝐷 = 23, 𝑘 = 1, 𝑞 = 41.
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Fig. 11 – Throughput evaluation a RGG network topology with the fol‑
lowing parameters: 𝑁 = 1849, 𝐷 = 25, 𝑘 = 1, 𝑞 = 43.
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Fig. 12 – Throughput evaluation for a network topology with the follow‑ 
ing parameters: 𝑁 = 2209,  𝐷 = 24,  𝑘 = 1,  𝑞 = 47.

Under all four scenarios, it is observed that the individual 
access probability calculation performs better in terms of 
throughput than the best common access probability sce‑ 
nario. Regarding the evaluation of the throughput ana‑ 
lytical expression, it is observed that the numerical and
the experimental results are close. For all four scenarios,
it is also observed that the analytical expression results
in larger values when 𝑝 is close to the maximum. In con‑
trast, as 𝑝 increases, the analytical expression calculations
decrease faster than the experimental results resulting in
a lower value. This is attributed to the fact that the vari‑
ous average values used for the derivation of Equation (6)
introduce a deviation to the calculated values that eventu‑
ally affect the overall performance.
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Finally, two tables present results regarding those sets
that are important for the derivation of the individual ac‑
cess probability for both cases. It can be observed that the
standard deviation is relatively low, suggesting that if the
individual values are substituted with their averages, the
loss of accuracy will be low.

The results presented here suggest that the reϐined pol‑
icy eventually avoids transmissions that would cause col‑
lisions. This allows other transmissions, that would oth‑
erwise be corrupted, to be successful and this, in turn,
leads to an overall increase in system throughput and de‑
creased energy consumption. Additionally, it is shown
that calculating an individual value of the access probabil‑
ity in a distributed fashion is feasible and produces better
results than the pre‑assignment of a ϐixed access proba‑
bility value common to all nodes.

Table 2 – Example values for various sets in an 18‑regular graph topol‑
ogy network with the following parameters: 𝑁 = 1000, 𝐷 = 19, 𝑘 =
1, 𝑞 = 37.

Set Count Min Max AVG STD.DEV
|𝑆𝐴𝐹𝑎→𝑏 | 4,06 4,76 4,4 0,10
|𝑆𝐹𝐹𝑎→𝑏 | 16,43 16,54 16,49 0,02
|𝐴𝐹𝑎→𝑏| 19 29 22,89 1,41

|𝐹𝑎| 799 820 809,8 3,25
|𝐹𝐹𝑎→𝑏| 696 715 705,46 3,05

Table 3 – Example values for various sets in a RGG network topology
with the following parameters: 𝑁 = 1000, 𝐷 = 19, 𝑘 = 1, 𝑞 = 37.

Set Count Min Max AVG STD.DEV
|𝑆𝐴𝐹𝑎→𝑏 | 0,25 6,85 3,05 1,01
|𝑆𝐹𝐹𝑎→𝑏 | 1,9 15,1 8,71 2,26
|𝐴𝐹𝑎→𝑏| 20 36 29,39 2,68

|𝐹𝑎| 783 1296 1047,61 92,60
|𝐹𝐹𝑎→𝑏| 694 1261 949,58 93,31

7. CONCLUSIONS

In this work, a TDMA‑based MAC policy independent of
the underlying topology has been proposed, which at‑
tempts to increase throughput by utilizing non‑assigned
slots while at the same time conserving energy by avoid‑
ing transmissions that have a high probability of colli‑
sion. Each node can derive its neighbors’ slot allocations
and identify time slots that may transmit with an indi‑
vidual access probability. The discovery of the neigh‑
bors’ slot allocations and the calculation of the individual
access probability occur without integrating additional
information within the transmitted messages. Simula‑
tion experiments were used to evaluate the proposed re‑

ϐined policy against the other two policies in the litera‑
ture. More speciϐically, the results demonstrate that the
proposed policy, compared to its predecessors, achieves
better throughput and, at the same time, reduces the total
number of transmissions.

Futureworkmay include amore precise calculation of the
individual access probability’s value which will be closer
or equal to the best possible one with respect to the max‑
imum achievable throughput. A comparison of the pro‑
posed policy with other existing topology‑independent
policies would be interesting and will also be included in
futurework. Besideswith average throughput and energy
consumption, additional evaluation metrics may also be
considered, e.g minimum guaranteed throughput, frame
length, transmission delays and network size scalability
being some of them. Finally, new probabilistic schemes
similar to the reϐinedpolicymaybe considered and imple‑
mented as extensions to other topology immune schemes
which, as presented in the past related work section, are
based on approaches independent of the Galois ϐield ap‑
proach used in this work.
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