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Abstract – The fifth generation of mobile networks evolved to serve applications with distinct requirements, which results in a high management complexity due to simultaneous real-time tasks. In the physical layer, code words that allow proper data exchange between the Base Station (BS) and the served users must be chosen. While, in higher layers, the BS must choose users to be served in a given transmission opportunity. There are approaches based on Machine Learning (ML) to solve these combined tasks. However, due to the high amount of possible inputs, a challenge is the availability of data to train the models. In some cases, there may not even exist a pre-defined optimal answer to use as a “label” for supervised approaches. In this paper, we evaluate solutions for the combined problems of beam selection and user scheduling with Reinforcement Learning (RL), which does not need labels, as a solution for problems without a predefined answer. The algorithms were proposed for Problem Statement 6 of the challenge organized by the International Telecommunication Union (ITU) in 2021, which ranked as the finalists. We compare the approaches in relation to the cumulative reward received by the agents and show a performance comparison of different RL approaches by comparing them with baselines developed for the challenge. The paper also shows how the action taken by the trained agents affect network operation by comparing the number of packets transmitted, which is highly related to the proper selection of users and code words.
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1. INTRODUCTION

The fifth-generation (5G) and beyond of the mobile wireless communications envisages, among other features, higher data rates with the use of greater bandwidths. Due to the scarcity of available spectrum at the currently mostly used sub-6 GHz frequencies, wider bandwidths are being reserved for mobile communications at millimeter Wave (mmWave) bands, such as 28 GHz and 60 GHz [1]. A drawback of the mmWave bands is the higher attenuation in comparison to sub-6 GHz frequencies. Thus, Multiple-Input Multiple-Output (MIMO) techniques are among the core technologies of 5G development at mmWave bands, since they provide better directionality of the electromagnetic wave, allowing to circumvent the high path attenuation [2]. MIMO can also allow increasing system capacity over the same available time-frequency resources, increasing significantly the spectral efficiency [3].

On top of the previously described MIMO-based Physical Layer (PHY), the Base Station (BS) must perform efficiently the so-called Radio Resource Allocation (RRA) [4] or users scheduling to serve the users. These devices can be classified into one or more use cases of the 5G networks, namely: enhanced Mobile Broadband (eMBB), Ultra-Reliable Low-Latency Communications (URLLC), and massive Machine Type Communications (mMTC).

In other words, these networks must serve devices with very distinct requirements, such as the Internet of Things (IoT), terrestrial vehicles, Unnamed Aerial Vehicles (UAVs), pedestrians, and infrastructure. Furthermore, users’ mobility and interactions with the environment make the task even harder to solve.

These devices may have data available from several sensors, which could eventually be available to optimize the MIMO and the user scheduling operations [5, 6]. As an example, there is a trend toward autonomous vehicles, which can take advantage of the increasing connectivity options, resulting in applications such as Vehicle-to-Vehicle (V2V), Vehicle-to-Infrastructure (V2I), and Vehicle-to-everything (V2X) communications. These vehicles can deploy devices, such as cameras, Light detection and ranging (Lidar), Global Navigation Satellite System (GNSS), etc. The sensors are related, for example, to detection of pedestrians and other vehicles, interpretation of signaling on the streets, automatic and semi-automatic driving, and so on.

Given this possible high amount of data and the increasing difficulty of the several tasks performed in the network, ML techniques have been adopted in several works [7, 8], especially Deep Neural Networks (DNNs). DNNs are optimized for an application, in general, with supervised learning approaches, which may require a prohibitive...
amount of data, depending on the model being trained. However, for problems with high-dimensional input data, such as for joint users scheduling and beam selection, there may not exist a predefined optimal answer to use as a “label” for the supervised approach. Therefore, RL-based techniques [9, 10] can be adopted for these cases, which still require many examples, but relaxes the need for labels.

This trend confirms the need for data to properly evaluate scenarios of interest and train the ML models. At the PHY level, similar to the situation faced in 5G, the 6G measurement campaigns will require expensive equipment to support ultra-massive MIMO and terahertz frequency bands. In this case, simulation methodologies for generating communication channels can provide data in controlled conditions to fill the gap until measurements are available. It is also desirable to mimic users’ behavior, such as data consumption and movement, which would allow evaluations in more realistic scenarios. To address this challenge, there has been research exploring the use of virtual worlds to generate datasets by creating environments for communications in general [11], and AI/ML applied to 5G/6G [5]. Virtual worlds leverage the fact that 5G and beyond systems will benefit from rich contextual information to improve performance and reduce the loss of radio resources to support its services [12, 13, 14].

In this context, we present in this paper reinforcement learning approaches to the simultaneous problems of user scheduling and beam selection. The goal is to serve efficiently a UAV, vehicles, and pedestrians, composing a scenario with aerial and terrestrial User Equipment (UE). It is assumed an RL agent is executed at the BS, which should periodically take actions based on the information captured from the environment. The information includes channel estimates, buffer status, and positioning data, such as orientation and coordinates from a GNSS. The RL agent receives a reward based on the service provided to the users. The presented algorithms were proposed for Problem Statement 6 (PS-006) of the challenge organized by the ITU in 2021. The teams that proposed the algorithms in this paper ranked as the finalists in this contest.

The contributions of this paper are the design and evaluation of reward functions, two extrinsic and one intrinsic. The extrinsic reward is given to the agents by the environment, while the intrinsic is given to the agents by the agent itself. Another contribution is the evaluation of several state-of-the-art RL algorithms to the relevant problem of joint user scheduling and beam selection in the context of 5G mobile networks. The proposed rewards and the RL algorithms are presented and compared considering the cumulative reward received by the proposed RL-based algorithms, and in relation to how they affect the data rate achieved in the downlink.

This paper is organized as follows. Section 2 presents the modeling of the users scheduling and beam selection targeted in this paper. Section 3 discusses the dataset used in this paper, which was generated with the Communication networks and Artificial intelligence immersed in Virtual or Augmented Reality (CAVIAR) methodology [15] and post-processed to generate additional data to represent the environment. Section 4 presents the RL-based approaches to solve the problem and the proposed reward functions. Section 5 presents experimental evaluations considering the reward received by the RL agents from the environment. Lastly, Section 6 presents the final remarks of this paper.

\[ y_k = w_p^H H f_p s, \]

Section 2. System Model

Fig. 1 shows the model of the system evaluated in this paper. We assume the downlink of a mmWave mobile communication system with MIMO transmission and reception capabilities and \( K \) users. We adopt a Uniform Planar Array (UPA) with \( N_t \) antenna elements at the BS with \( \lambda/2 \) spacing. The BS uses beamforming to transmit signals to a user, such that the received signal at the \( k \)-th user is

\[ w_p \] is a \( N_t \times 1 \) (combining) vector used at the UE to combine the received signal, with \((\cdot)^H\) denoting the conjugate transpose, and \( s \) is the transmitted symbol.

The vectors \( f_p \) and \( w_p \) are chosen from the codebooks \( \mathcal{C}_t = \{w_{t,1}, \ldots, w_{t,L_t}\} \) and \( \mathcal{C}_r = \{f_{r,1}, \ldots, f_{r,L_r}\} \), respectively, where \( |\mathcal{C}_t| \) and \( |\mathcal{C}_r| \) are the cardinalities of the codebooks. The indexes \( q \) and \( p \) can be represented by a unique index \( i \in \{0, 1, \ldots, M - 1\} \), where \( M = N_t N_r \). Thus, the optimal beam index \( i \) can be referred to as

\[ i = \arg \max_{\nu \in \{1, \ldots, M\}} |y_k|. \]
Fig. 1 illustrates how the BS handles incoming packets in the higher layers. The BS serves the $K$ users of the system by keeping a set of $K$ buffers, i.e., one for each user. These buffers store incoming packets until they can be sent to the destination through the air interface. The BS can only serve one user at a given instant, thus it should point a given beam to the user that should be served in an instant of time. This scenario illustrates the problems of scheduling and beam selection in which the BS must schedule a user and choose the beam index that points to it. The incoming packets for each user are buffered until they can be sent through the air interface if there is buffer space available. The excess packets are tail-dropped. The packets are also dropped when they occupy the buffer for more than a given amount of time.

In this context, the goal is to implement an agent that is executed at the BS and that periodically chooses a user and the beam that points to that user. The users can be a UAV, vehicles, and pedestrians, composing a scenario with aerial and terrestrial UEs. The agent can use information captured from the environment, such as channel estimates, buffer status, and positions from a GNSS [16, 17, 18]. For that, it is assumed the BS maintains a database with information about the UEs, which can be used to help on the task.

All the information stored in the database, such as UEs' locations, could be acquired and reported to the BS through, for example, an anchor cell operating at Long-Term Evolution (LTE) frequencies [19]. This anchor cell operates at sub-6 GHz or another band less impacted by the propagation attenuation, which can provide a more reliable connection to report the GNSS data and other control information. In turn, the mmWave link is used to achieve very high data rates when a reliable signal is detected. We assume in this paper the additional data is readily available at the BS through such an additional connection, but we do not model it.

3. THE CAVIAR METHODOLOGY

To simulate the environment presented in the previous section, we used the CAVIAR methodology [5], which is composed of the processes shown in Fig. 2. CAVIAR is based on Unreal, Airsim, and a set of scripts in Python that process the outputs of the former software. In this way, the methodology allows generating UEs' movement in a tri-dimensional (3D) virtual world with Unreal and Airsim. Then, the electromagnetic propagation and the network traffic can be generated based on UEs' position, electromagnetic propagation, and network traffic can be generated based on UEs' position and an already trained ML model can be used to interact with the 3D environment. CAVIAR’s processes related to the positions, electromagnetic propagation, and network traffic are described in this section. Table 1 and Table 2 summarize all the spatial information, the network traffic, and electromagnetic propagation that can be generated with the CAVIAR methodology. The code that implements the processing of Fig. 2 is available on Github\(^2\).

3.1 Trajectories generation in the 3D virtual world

In the CAVIAR methodology, trajectories of all moving objects in a simulation are saved as Comma-Separated Values (CSV) in files. To generate the trajectories, a 3D scenario is executed in Unreal and a waypoint file, which is a text file with reference points, must be executed by the Airsim software. Each execution is called an Episode, which lasts about three minutes with a sampling interval of ten milliseconds. In each sampling interval, a line is saved in the CSV file, and it is referred to in this paper as a step, to be consistent with the concept of discrete time-step adopted in the RL jargon. Each column of the file contains information related to the positions and orientations of pedestrians and cars. In addition, the file contains information of acceleration, linear, and angular velocities for the UAVs. CAVIAR currently supports 37 entities (34 pedestrians, 2 cars, and 1 UAV) in the environment.

3.2 MIMO propagation

The generation of the MIMO propagation considers an analog architecture of a UPA with $N_r$ antenna elements at the BS, and UEs with UPA with $N_t$ antennas. Therefore, the MIMO channel between the BS and a given UE is represented by a $N_r \times N_t$ matrix $H$. We assume down-link transmission, carrier frequency $f_c = 60$ GHz, and a bandwidth of 100 MHz. Then, $H$ is generated as a narrow-band [20] Line-of-Sight (LoS) channel model. For simplicity, the UEs have a single antenna ($N_r = 1$) while the BS has an $8 \times 8$ UPA ($N_t = 64$). The geometric channel model [20] is adopted with $L = 2$ multipath components:

$$H = \sqrt{N_r N_t} \sum_{\ell=1}^{L} a_{r,\ell}^{A}(\phi^{A}_\ell, \theta^{A}_\ell) a_{t,\ell}^{P}(\phi^{P}_\ell, \theta^{P}_\ell).$$  \hspace{1cm} (3)

The parameters in (3) are obtained as follows. The phase of the complex gain $a_{r,\ell}^{A}$ is obtained from a uniform distribution with support $[0, 2\pi]$. To generate the magnitude
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Table 1 – Content of an episode file generated with CAVIAR

<table>
<thead>
<tr>
<th>Content</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>timestamp</td>
<td>When the dataset was gathered</td>
</tr>
<tr>
<td>obj</td>
<td>Name of the mobile entity</td>
</tr>
<tr>
<td>pos_x</td>
<td>Position in meters (north positive)</td>
</tr>
<tr>
<td>pos_y</td>
<td>Position in meters (east positive)</td>
</tr>
<tr>
<td>pos_z</td>
<td>Position in meters (down positive)</td>
</tr>
<tr>
<td>orien_x</td>
<td>Quaternion in degrees</td>
</tr>
<tr>
<td>orien_y</td>
<td>Rotation in degrees</td>
</tr>
<tr>
<td>orien_z</td>
<td>Rotation in degrees</td>
</tr>
<tr>
<td>riner_w</td>
<td>Rotation in degrees</td>
</tr>
<tr>
<td>linear_vel_x</td>
<td>Linear velocity in m/s</td>
</tr>
<tr>
<td>linear_vel_y</td>
<td>Linear velocity in m/s</td>
</tr>
<tr>
<td>linear_vel_z</td>
<td>Linear velocity in m/s</td>
</tr>
<tr>
<td>angular_vel_x</td>
<td>Angular velocity in m/s</td>
</tr>
<tr>
<td>angular_vel_y</td>
<td>Angular velocity in m/s</td>
</tr>
<tr>
<td>angular_vel_z</td>
<td>Angular velocity in m/s</td>
</tr>
<tr>
<td>linear_acc_x</td>
<td>Linear acceleration in m/s²</td>
</tr>
<tr>
<td>linear_acc_y</td>
<td>Linear acceleration in m/s²</td>
</tr>
<tr>
<td>linear_acc_z</td>
<td>Linear acceleration in m/s²</td>
</tr>
<tr>
<td>angular_acc_x</td>
<td>Angular acceleration in m/s²</td>
</tr>
<tr>
<td>angular_acc_y</td>
<td>Angular acceleration in m/s²</td>
</tr>
<tr>
<td>angular_acc_z</td>
<td>Angular acceleration in m/s²</td>
</tr>
</tbody>
</table>

$|\alpha_k|$, first the distance $d$ between the BS and the UE is used to calculate the received power via the Friis equation. The path loss is obtained from this equation and determines $|\alpha_k|$, which decreases with $d$. The elevation $\phi_k$ and azimuth $\theta_k$ angles for departure and arrival are obtained from the orientation provided by the LoS path. The nominal LoS angles are slightly changed by adding to them Gaussian random variables with zero-mean and variance of 1 degree. These angles are used to compose the steering vectors $a_i$ and $a_k$.

With (3), all the combinations of $w_{p,f}$ and $f_{p,q}$ could be evaluated according to (1), and the indexes $p$ and $q$ that result in the received signal with the highest magnitude can be selected as the best indexes. Therefore, $p$ and $q$, or equivalently the combined index $i$, can be used in supervised learning approaches as a label to train a model. In contrast, an RL approach may not need labels, as the RL agent could choose an index $i$ based on its learning process, which results in a reward from the environment.

In both cases of RL and supervised learning, the chosen index $i$ results in an equivalent channel, referred to as beam_index and channel_mag in Table 2, respectively, for a given user $k$. With the equivalent channel, or with the magnitude of the received signal $|y_k|$, the spectral efficiency is

$$S_{k,t,i} = \log_2(1 + \text{SNR}), \quad (4)$$

for a given Signal-to-Noise Ratio (SNR) value. The maximum amount of bits that can be transmitted is $T_{k,t,i} = S_{k,t,i} \cdot \text{BW}$, where BW indicates the system bandwidth. $T_{k,t,i}$ is presented in Table 2 as bit_rate_gbps. Note that, the index choice and channel also depends on ue_index, which is discussed in Section 3.3.

3.3 Data traffic generation

To generate data traffic, we assume the BS has an individual buffer to store packets that should be forwarded for each UE (downlink). The packets have a fixed size of 8188 bytes. The users’ data traffic is defined as Poisson processes with a time-varying mean $\lambda_k[\ell]$ for user $k$. Each user has a specific traffic magnitude defined as a fraction of the total throughput according to Table 3, distinguishing different applications. Fig. 3 shows the histogram of traffic throughput for each user in Gbps.

![Fig. 3 – Histogram of packets traffic received by the BS for each user](image)

We specified two different network load scenarios for each type of UE, namely, light and heavy network traffic, to simulate the traffic variations along with the scenes. The total throughput of the heavy scenario is greater than the lighter one, and the simulation alternates between them after 1000 steps. This alternating behavior is shown in Fig. 3 as two clusters for each type of UE, which represent the light and heavy situations. Regardless of the traffic intensity, the incoming traffic for each user is buffered when there is buffer space available, otherwise the excess of packets are tail-dropped. The packets are also dropped when they occupy the buffer for more than 10 time steps.

The BS must choose a user for which a packet is sent in the current step, which is shown in Table 2 as ue_index. Moreover, the BS must also choose a beam that points to that user, as discussed in Section 3.2. For the chosen user and beam index, the following procedure is performed to emulate a transmission in the channel. The combined chan-

<p>| Table 2 – Traffic and propagation data generated for a given step |</p>
<table>
<thead>
<tr>
<th>Content</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>chosen_ue</td>
<td>Name of the chosen UE</td>
</tr>
<tr>
<td>ue_index</td>
<td>Identification of chosen UE</td>
</tr>
<tr>
<td>beam_index</td>
<td>Selected beam</td>
</tr>
<tr>
<td>pkts_dropped</td>
<td>Total of dropped packets</td>
</tr>
<tr>
<td>pkts_transmitted</td>
<td>Total of transmitted packets</td>
</tr>
<tr>
<td>pkts_buffered</td>
<td>Total of buffered packets</td>
</tr>
<tr>
<td>bit_rate_gbps</td>
<td>Data rate in Gbps achieved</td>
</tr>
<tr>
<td>channel_mag</td>
<td>Combined channel magnitude</td>
</tr>
<tr>
<td>reward</td>
<td>Reward obtained during</td>
</tr>
</tbody>
</table>
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4. RL-BASED USERS SCHEDULING AND BEAM SELECTION

As discussed in previous sections, this paper presents RL-based approaches to solve efficiently the combined problems of users scheduling and beam selection. The scenario consists of a BS that runs an RL agent, which receives a reward based on the service provided to the users. The solutions presented in this section were proposed for the ITU Challenge PS-006 of 2021. The organizers of the PS-006 provided a dataset created with the CAVIAR methodology, which represents an environment composed of a UAV, vehicles, and pedestrians, with rich interactions with the environment. The generation is detailed in Section 3 and results in distinct types of data that can be used by the agent to generate its choice. The action space is composed of two integers: a numeric identifier for the user allocated at the specific step, that can range between \([0, K - 1]\); and the codebook index of the beam to be used to serve the user, which is an integer in the range \([0, M - 1]\).

The RL agent can use several features as inputs such as data from GNSS, UE's orientation in the three rotation coordinates (front and side roll angles - pitch and roll), and its rotation over its axis (yaw). It is also possible to use information related to the transmission of packets, such as dropped, transmitted, and buffered packets. The last two other available input features for the agent are the bit rate and the channel magnitude at each step of the simulation, which are calculated as discussed in Section 3.2 considering a maximum SNR of 26 dB, which can be decreased according to the equivalent channel’s magnitude.

A total of 700 episodes were created, from which 500 were used for training the proposed RL agents, and 200 for testing. To keep the challenge simpler, it was assumed that the RL agent, only serves three users, a car, a pedestrian, and the UAV. Thus, we used a subset of all the available UEs, given that a complete episode file contains information related to all moving objects in a scene (36 in total, consisting of all pedestrians, cars, and the UAV).

4.1 Baseline agents and reward

In the PS-006, three baseline approaches were provided, which are identified with the prefix “B-”, namely, B-Dummy, B-BeamOracle and B-A2C. B-Dummy and B-BeamOracle are not based on RL. The B-Dummy agent assumes random action choices for both the scheduled user and for the beam index. Because of its random choices, B-Dummy is provided as a baseline for worst performance. The B-BeamOracle agent follows a sequential user scheduling pattern (e.g., 0-1-2-0-1-2 ..), but it always chooses the optimal beam index \(i\) for the selected user. Thus, it is expected B-BeamOracle presents the best performance. The third agent is based on the RL approach, which is based on the Advantage Actor Critic (A2C) [21] and is referred to in this paper as B-A2C. To implement the B-A2C agent, we used Stable Baselines\(^3\) version 2.10.0, which was trained with default parameters.

A return function \(G\) which is described in the next paragraphs, was used to evaluate the solutions. The participants were allowed to adopt other returns functions in the training, but the evaluations to generate the final ranking of the challenge for all the agents, including the provided baselines, were made according to \(G\) for the test episodes. The return \(G_e\) for episode \(e\) is

\[
G_e = \sum_{t=1}^{N_e} r_e[t],
\]

where \(N_e\) is the number of scenes in episode \(e\). The corresponding reward \(r_e[t]\) at discrete-time \(t\) is a weighted sum of transmitted and discarded packets given by

\[
r_e[t] = \frac{P_{tx}[t] - 2P_{d}[t]}{P_b[t]},
\]

where \(P_{tx}[t]\), \(P_d[t]\), and \(P_b[t]\) correspond, respectively, to the total amount (summation for all users) of transmitted, dropped and buffered packets at time \(t\). The reward \(r_e[t]\) is restricted to the range \(-2 \leq r_e[t] \leq 1\). At each time \(t\), a single user can be served, but \(P_b[t]\) accounts for the number of packets in all three buffers. Hence, \(r_e[t] = 1\) only if all buffered packages of the scheduled user are transmitted, while the buffers of the other two users were empty. Finally, the accumulated return is

\[
G = \sum_{e=1}^{N_e} G_e,
\]

where \(N_e\) is the number of episodes in the test set, which is disjoint from the training set.

\begin{table}[h]
\centering
\caption{Network load information for light and heavy scenarios}
\begin{tabular}{|c|c|c|c|c|}
\hline
Network load & Total throughput & UAV (%) & Pedestrian (%) & Car (%) \\
\hline
Light & 0.48 Gbps & 50% & 20% & 30% \\
Heavy & 0.96 Gbps & 50% & 20% & 30% \\
\hline
\end{tabular}
\end{table}
Fig. 4 – Reward obtained by the B-BeamOracle agent for a given episode. The traffic load switches every 1000 time steps between “heavy” and “light”.

Fig. 5 – Histogram of the total sum of rewards achieved in episodes 449
- 469

The traffic load switches every 1000 time steps between “heavy” and “light”.

In Fig. 4, the B-BeamOracle was used, and it can be realized that in both situations of light and heavy traffic, the B-BeamOracle receives positive rewards in most of the steps. It can be concluded that B-BeamOracle may be sufficient to attend to the demand even without proper scheduling. However, B-BeamOracle is not realistic, as, during the operation of the mobile network, the BS does not know the best index \( i \) in practice, it would require a full beam-sweeping, which can be time-consuming and, in some cases, unfeasible due to the high delay it would incur.

To compare the B-Dummy, B-BeamOracle and the B-A2C agents, Fig. 5 shows the histogram of their rewards for along 20 test episodes. As expected, the B-BeamOracle presents the best performance and most of the rewards it received are positive. While B-Dummy and B-A2C’s performances are similar. One reason for the bad performance of B-A2C is the choice of its input parameters. It may indicate the features provided to trained B-A2C cannot help the agent to learn patterns that lead to good user and beam index choices. Better modeling of the agent can substantially improve its performance. However, B-A2C was provided as an example to the participants, which could use it as a starting point to modify its parameters and substitute by other agents.

4.2 Team MLAB-RL

To improve the performance of the reinforcement learning, the agent, state, and reward were customized in this solution. The baseline B-A2C agent was substituted by the Proximal Policy Optimization (PPO) [22], which combines ideas from A2C and Trust Region Policy Optimization (TRPO) [23]. Specifically, the PPO2 algorithm from the Stable-Baselines package was utilized, as it allows execution in a Graphics Processing Unit (GPU). The batch size was set to 32 as it was verified empirically that its performance is slightly better than other cases.

The state is changed into a vector, containing the information of \( \text{pos}_x, \text{pos}_y, \text{pos}_z, \text{bit_rate}_{\text{gphs}}, \text{ue_index}, \) and the recent history of UE selection. A 3-dimensional vector is used to reflect the selected UE. In detail, the information of the selected UE is obtained via \( \text{chosen}_\text{ue} \), and it is modified to \([1, 0, 0], [0, 1, 0], \) and \([0, 0, 1]\) for the UAV, car, and pedestrian, respectively. Another 3-dimensional vector is added taking the recent selections of UE into consideration. The history of the last 10 selections of UE is considered because it is highly related to the amount of dropped packets as the size of buffer storage is 10. This vector is calculated by adding up the selections of each UE type for each dimension. For example, when the last 10 history selections are \([\text{uav}, \text{uav}, \text{car}, \text{ped}, \text{uav}, \text{uav}, \text{car}, \text{car}, \text{ped}, \text{uav}]\), the state of the recent history is expressed as \([\text{uav}, \text{car}, \text{ped}] = [5, 3, 2]\). Lastly, all 10 dimensions are scaled, where the \( \text{pos}_x, \text{pos}_y, \text{pos}_z \) are scaled to the range \([-1, 1]\), and the others are scaled to the range \([0, 1]\).

The reward was customized for the training phase \( r_{\text{train}} \) as follows:

\[
r_{\text{train}} = r_{\text{bonus}} + r_{\text{weighted}}.
\]  

A bonus \( r_{\text{bonus}} \) is added because the original reward provided in the challenge, referred to in this section as \( r_{\text{ori}} \) tends to keep a low value, and it deteriorates the performance of the learning. The bonus is given when \( r_{\text{ori}} \) is larger than -0.1 during the training phase. The bonus \( r_{\text{bonus}} \) is defined as follows:

\[
r_{\text{bonus}} = 10 \times r_{\text{ori}} + 1,
\]

where 1 is added to ensure the \( r_{\text{bonus}} \) is non-negative.

In addition, a weighted reward \( r_{\text{weighted}} \) is used to assess the dispersion of the selections. It is encouraged that the BS avoids choosing the same UE. Because when the selections of UE are dispersed in the recent history, the amount
of dropped packets can be reduced. Note that it may depend on the arrival rate of the packets for each user, and for users with traffic with different distributions another solution, such as weighted consideration of the history, could be more adequate. The weighted $w$ is defined as follows:

$$ w = \frac{10}{n_{\text{chosen_ue}}}, $$

where $n_{\text{chosen_ue}}$ is the number of 10-recent-history selections of the current selected UE. For example, when the last 10 history selections are [uav, uav, car, ped, uav, uav, car, car, ped, uav], the $w$ of selecting “uav” is $10/5 = 2$.

The weighted reward $r_{\text{weighted}}$ is defined as follows:

$$ r_{\text{weighted}} = w \times (r_{\text{ori}} + 2). $$

As the range of $r_{\text{ori}}$ is [-2, 1], it is added with 2 to ensure the $r_{\text{weighted}}$ is non-negative.

4.3 Team IITI-RL

This solution explored various representations of input states and existing RL models, such as Deep Q-Learning (DQN) [24], policy gradient network [25] and A2C. These models were evaluated with inputs as position (x, y, z), orientation (x, y, z, w), packets dropped, packets transmitted, packets buffered, packets, bit rate and channel magnitude. These models use an extrinsic reward, which is the reward given by the environment. The main problem with this is that this function is hardcoded, which is not scalable for our problem.

Therefore, we proposed as a solution for the challenge the idea of curiosity-driven learning [26], which is based on embedding a reward function that is intrinsic to the agent, i.e., generated by the agent itself. In curiosity-driven learning, a policy $\pi$ is trained to optimize the sum of the intrinsic reward ($r_i$ in (6)) provided by the environment and the curiosity-based intrinsic reward signal ($r^i$) generated by the network. The intrinsic reward signal $r^i$ is defined as follows:

$$ r^i = \frac{\eta}{2} ||\hat{\phi}(s_{t+1}) - \phi(s_{t+1})||^2, $$

where $\eta > 0$ is a scaling factor, $s_t$ represents the state at timestamp $t$, $\hat{\phi}(s_{t+1})$ is predicted the feature vector of the next state and $\phi(s_{t+1})$ is the real feature vector of the next state. We used a learning rate of $10^{-4}$ and batch size of 32. The results in Section 5 demonstrate the benefit of using the intrinsic reward in the given scheduling and resource allocation problem.

5. PERFORMANCE EVALUATION

In this section, we present performance evaluations of the techniques described in Section 4. The main metric adopted is the cumulative reward received. We also show how the actions taken by the agents affect the network as the total number of transmitted packets. Increasing the number of transmitted packets can be considered the main goal of the learning process because a higher number of packets transmitted can lead to better usage of the radio and network resources available. Moreover, increasing the number of transmitted packets could also reflect better service in general to the users.

Fig. 6 and Fig. 7 show the reward received by the agents in the evaluation of each team. As one of the rewards is presented on a different scale, we present distinct figures to preserve the data provided by the participants and to allow better individual analysis. Fig. 6 shows the PPO agent of the MLAB team presents an increase in the cumulative reward compared to the dummy agent. The best and worst average rewards are $-0.0330$ (in ep. 115) and $-0.1602$ (in ep. 30), respectively. Also, it was noted by observing the output files that the BS tends to select the same beam nearly all the time. Fig. 6 also shows the baseline agents as dashed lines, as this figure uses the same reward.

Fig. 7 shows the reward received by the four RL algorithms evaluated by the IITI-RL team. Models with extrinsic rewards had a poorer performance as compared to curiosity-driven learning. DQN has the least return $G$ since it is the least robust model and has problems supporting continuous values and a high number of input state variables in the observation space. The A2C and the policy gradient network achieved almost the same reward, which is a slight improvement over DQN. The curiosity-driven solution performs the best out of the four models, and it shows the effectiveness of intrinsic rewards among the evaluated algorithms.

An evaluation considering (6) as the metric is shown in Fig. 8. According to Fig. 8, the solution presented by the MLAB-RL team increased the performance in relation to the B-A2C. While the solution presented by the IITI-RL had a slightly decreased performance. Fig. 9 shows the histogram of the number of transmitted packets, which is another perspective of the results presented in Fig. 8. It can be assumed that the goal of the BS is to increase the global data rate with the actions of the agent. It is equivalent to moving the histogram of occurrences in Fig. 9 to the right, and it would reflect in more packets transmitted, and consequently an increase in the global data rate. The data in Fig. 9 is consistent with what is shown in Fig. 8; in other words, the actions taken by the agent provided by the MLAB-RL team performed better in increasing the number of transmitted packets in relation to the B-A2C agent.
6. CONCLUSION

This paper presented solutions based on reinforcement learning approaches for the combined problems of beam selection and user scheduling. We consider the RL agent is implemented at the BS, and that it must choose the user to be served and the code words for the transmission by the BS and reception by the UE (downlink). The literature shows that the problem of joint scheduling and beam selection is challenging, and it demands sophisticated modeling in order to obtain outstanding results. As a standalone problem, the literature about beam selection relies on the use of strategies such as top-k classification, where the objective is choosing a subset of beams that has a high probability of containing the optimal choice instead of choosing the best beam to serve a given user, which relaxes the difficulty of the problem. Therefore, the combination of the beam selection with scheduling task is even harder, but an efficient scheduling, in relation, for example, to the service level agreement, with a fast beam selection, by skipping the time-consuming beam sweeping, can make the network operation more efficient.

We used a dataset generated with a scenario created with the CAVIAR methodology, which mimics a complex scenario within a 3D virtual environment. The CAVIAR methodology allows generating several types of input data, such as positions, orientations, channel realizations, network traffic, etc. All the data could be used in the training and evaluation processes of RL agents. There are a total of 37 mobile UEs in the 3D environment (34 pedestrians, 2 cars and 1 UAV). Due to the difficulty of proposing solutions to handle all the UEs in the scenario, in this paper, only a UAV, a pedestrian and a vehicle were served by the BS. The other UEs were kept in the environment to maintain its richness in terms of mobility and interactions, as they could serve as moving scatterers or blockers to the electromagnetic signal propagation.

We presented evaluations of several RL approaches to handle the beam selection and user scheduling task at the BS to serve three UEs. The RL approaches were evaluated according to the cumulative reward received. We also presented an evaluation about how the actions taken by the trained agents influence the overall downlink data rate, as increasing it can be correlated to better service to the users in general. In the evaluations we show that both the cumulative reward and the data rate can be increased in relation to the performance of the baseline approach.
Despite the improvement to the RL agents presented in relation to the baseline, there is still room for improvement for RL approaches in the context of 5G and future networks. RL still has downsides that need to be addressed in order for it to achieve the same success as supervised learning approaches on a wide variety of problems, such as the impact that the framing of the problem and the reward engineering have on the agent’s capacity to converge.

The results helped to identify some open research topics in this area. For example, the three UEs served by the BS in this paper represent a relatively simple situation. Thus, further evaluation on how to handle all the UEs, or a greater number of UEs, as well as considering both uplink and downlink. Also, in practice, the BS does not have a fixed number of users, thus future research should consider how to deal with a variable number of users. The variable number of users is related to the handover operations, which is based on coordination between distinct BSs to switch moving UEs between their cells. All these further evaluations result in a more difficult scenario, thus proper future research could focus on creating approaches more appropriate to mobile networks, which can include (not limited to) parameterization and selection of the RL algorithms, input data scaling and organization and reward design.
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