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Abstract – The ϔifth generation of mobile networks evolved to serve applications with distinct requirements, which results
in a high management complexity due to simultaneous real‑time tasks. In the physical layer, code words that allow proper
data exchange between the Base Station (BS) and the served usersmust be chosen. While, in higher layers, the BSmust choose
users to be served in a given transmission opportunity. There are approaches based on Machine Learning (ML) to solve these
combined tasks. However, due to the high amount of possible inputs, a challenge is the availability of data to train themodels.
In some cases, theremaynot even exist a predeϔined optimal answer to use as a “label” for supervised approaches. In this paper,
we evaluate solutions for the combined problems of beam selection and user scheduling with Reinforcement Learning (RL),
whichdoes not need labels, as a solution for problemswithout apredeϔinedanswer. Thealgorithmswereproposed for Problem
Statement 6 of the challenge organized by the International Telecommunication Union (ITU) in 2021, which ranked as the
ϔinalists. We compare the approaches in relation to the cumulative reward received by the agents and show a performance
comparison of different RL approaches by comparing them with baselines developed for the challenge. The paper also shows
how the action taken by the trained agents affect network operation by comparing the number of packets transmitted, which
is highly related to the proper selection of users and code words.
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1. INTRODUCTION
The ϐifth‑generation (5G) and beyond of the mobile wire‑ 
less communications envisages, among other features, 
higher data rates with the use of greater bandwidths. 
Due to the scarcity of available spectrum at the cur‑ 
rently mostly used sub‑6 GHz frequencies, wider band‑ 
widths are being reserved for mobile communications at 
millimeter Wave (mmWave) bands, such as 28 GHz and 
60 GHz [1]. A drawback of the mmWave bands is the 
higher attenuation in comparison to sub‑6 GHz frequen‑ 
cies. Thus, Multiple‑Input Multiple‑Output (MIMO) tech‑ 
niques are among the core technologies of 5G develop‑ 
ment at mmWave bands, since they provide better direc‑ 
tionality of the electromagnetic wave, allowing to circum‑ 
vent the high path attenuation [2]. MIMO can also allow 
increasing system capacity over the same available time‑ 
frequency resources, increasing signiϐicantly the spectral 
efϐiciency [3].

On top of the previously described MIMO‑based Physi‑ 
cal Layer (PHY), the Base Station (BS) must perform 
efϐiciently the so‑called Radio Resource Allocation (RRA) 
[4] or users scheduling to serve the users. These
devices can be classiϐied into one or more use cases of
the 5G networks, namely: enhanced Mobile Broadband
(eMBB), Ultra‑Reliable Low‑Latency Communications
(URLLC), and massive Machine Type Communications
(mMTC).

In other words, these networks must serve devices
with very distinct requirements, such as the Internet of
Things (IoT), terrestrial vehicles, Unnamed Aerial Vehi‑
cles (UAVs), pedestrians, and infrastructure. Further‑
more, users’ mobility and interactions with the environ‑
ment make the task even harder to solve.

These devices may have data available from several sen‑
sors, which could eventually be available to optimize
the MIMO and the user scheduling operations [5, 6].
As an example, there is a trend toward autonomous
vehicles, which can take advantage of the increasing
connectivity options, resulting in applications such as
Vehicle‑to‑Vehicle (V2V), Vehicle‑to‑Infrastructure (V2I),
and Vehicle‑to‑everything (V2X) communications. These
vehicles can deploy devices, such as cameras, Light de‑
tection and ranging (Lidar), Global Navigation Satellite
System (GNSS), etc. The sensors are related, for exam‑
ple, to detection of pedestrians and other vehicles, inter‑
pretation of signaling on the streets, automatic and semi‑
automatic driving, and so on.

Given this possible high amount of data and the increasing
difϐiculty of the several tasks performed in the network,
ML techniques have been adopted in several works [7,
8], especially Deep Neural Networks (DNNs). DNNs are
optimized for an application, in general, with supervised
learning approaches, which may require a prohibitive
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amount of data, depending on the model being trained.
However, for problemswith high‑dimensional input data,
such as for joint users scheduling and beam selection,
there may not exist a predeϐined optimal answer to use
as a “label” for the supervised approach. Therefore, RL‑
based techniques [9, 10] can be adopted for these cases,
which still require many examples, but relaxes the need
for labels.

This trend conϐirms the need for data to properly evalu‑
ate scenarios of interest and train the ML models. At the
PHY level, similar to the situation faced in 5G, the 6Gmea‑
surement campaigns will require expensive equipment
to support ultra‑massive MIMO and terahertz frequency
bands. In this case, simulation methodologies for gener‑
ating communication channels can provide data in con‑
trolled conditions to ϐill the gap until measurements are
available. It is also desirable to mimic users’ behavior,
such as data consumption and movement, which would
allow evaluations in more realistic scenarios. To address
this challenge, there has been research exploring the use
of virtualworlds to generate datasets by creating environ‑
ments for communications in general [11], and AI/ML ap‑
plied to 5G/6G [5]. Virtual worlds leverage the fact that
5G and beyond systems will beneϐit from rich contextual
information to improve performance and reduce the loss
of radio resources to support its services [12, 13, 14].

In this context, we present in this paper reinforcement
learning approaches to the simultaneous problems of
user scheduling and beam selection. The goal is to serve
efϐiciently a UAV, vehicles, and pedestrians, composing a
scenario with aerial and terrestrial User Equipment (UE).
It is assumed an RL agent is executed at the BS, which
should periodically take actions based on the informa‑
tion captured from the environment. The information in‑
cludes channel estimates, buffer status, and positioning
data, such as orientation and coordinates from a GNSS.
The RL agent receives a reward based on the service pro‑
vided to the users. The presented algorithms were pro‑
posed for ProblemStatement 6 (PS‑006)1 of the challenge
organized by the ITU in 2021. The teams that proposed
the algorithms in this paper ranked as the ϐinalists in this
contest.

The contributions of this paper are the design and evalu‑
ation of reward functions, two extrinsic and one intrinsic.
The extrinsic reward is given to the agents by the environ‑
ment,while the intrinsic is given to the agents by the agent
itself. Another contribution is the evaluation of several
state‑of‑the‑art RL algorithms to the relevant problem of
joint user scheduling and beam selection in the context of
5G mobile networks. The proposed rewards and the RL
algorithms are presented and compared considering the
cumulative reward received by the proposed RL‑based al‑
gorithms, and in relation to how they affect the data rate

1ITU‑ML5G‑PS‑006: ML5G‑PHY‑Reinforcement learning: scheduling
and resource allocation

Fig. 1 –Representationof aBSbuffering incomingpackets, which should
be sent to users using an UPA array and beamforming.

achieved in the downlink.

This paper is organized as follows. Section 2 presents the
modeling of the users scheduling and beam selection tar‑
geted in this paper. Section 3 discusses the dataset used
in this paper, which was generated with the Communi‑
cation networks and Artiϐicial intelligence immersed in
Virtual orAugmentedReality (CAVIAR)methodology [15]
and post‑processed to generate additional data to repre‑
sent the environment. Section 4 presents the RL‑based
approaches to solve the problem and the proposed re‑
ward functions. Section 5 presents experimental evalu‑
ations considering the reward received by the RL agents
from the environment. Lastly, Section 6 presents the ϐinal
remarks of this paper.

2. SYSTEMMODEL

Fig. 1 shows the model of the system evaluated in this pa‑
per. We assume the downlink of a mmWave mobile com‑
munication system with MIMO transmission and recep‑
tion capabilities and 𝐾 users. We adopt a Uniform Planar
Array (UPA) with𝑁𝑡 antenna elements at the BS with 𝜆/2
spacing. The BS uses beamforming to transmit signals to
a user, such that the received signal at the 𝑘‑th user is

𝑦𝑘 = w𝐻
𝑝 Hf𝑞s, (1)

whereH ∈ ℂ𝑁𝑟×𝑁𝑡 is the channelmatrix, f𝑞 is a𝑁𝑡×1pre‑
coding vector used at the BS to perform the beamforming,
w𝑝 is a 𝑁𝑟 × 1 (combining) vector used at the UE to com‑
bine the received signal, with (⋅)𝐻 denoting the conjugate
transpose, and s is the transmitted symbol.

The vectors f𝑞 and w𝑝 are chosen from the codebooks
𝒞𝑡 = {w1, ..., w|𝒞𝑡|} and 𝒞𝑟 = {f1, ..., f|𝒞𝑟|}, respectively,
where |𝒞𝑡| and |𝒞𝑟| are the cardinalities of the codebooks.
The indexes 𝑞 and 𝑝 can be represented by a unique index
𝑖 ∈ {0, 1, ⋯ , 𝑀 −1}, where𝑀 ≤ 𝑁𝑡𝑁𝑟. Thus, the optimal
beam index ̂𝑖 can be referred to as

̂𝑖 = arg max
𝑖∈{1,⋯,𝑀}

|𝑦𝑖|. (2)
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Fig. 1 illustrates how the BS handles incoming packets in
the higher layers. The BS serves the 𝐾 users of the sys‑
tem by keeping a set of 𝐾 buffers, i.e., one for each user.
These buffers store incoming packets until they can be
sent to the destination through the air interface. The BS
can only serve one user at a given instant, thus it should
point a given beam to the user that should be served in
an instant of time. This scenario illustrates the problems
of scheduling and beam selection in which the BS must
schedule a user and choose the beam index that points to
it. The incoming packets for each user are buffered until
they can be sent through the air interface if there is buffer
space available. The excess packets are tail‑dropped. The
packets are also droppedwhen they occupy the buffer for
more than a given amount of time.

In this context, the goal is to implement an agent that is
executed at the BS and that periodically chooses a user
and the beam that points to that user. The users can be
a UAV, vehicles, and pedestrians, composing a scenario
with aerial and terrestrial UEs. The agent can use infor‑
mation captured from the environment, such as channel
estimates, buffer status, and positions from a GNSS [16,
17, 18]. For that, it is assumed the BS maintains a
database with information about the UEs, which can be
used to help on the task.

All the information stored in the database, such asUEs’ lo‑
cations, could be acquired and reported to theBS through,
for example, an anchor cell operating at Long‑Term Evo‑
lution (LTE) frequencies [19]. This anchor cell operates at
sub‑6 GHz or another band less impacted by the propaga‑
tion attenuation, which can provide a more reliable con‑
nection to report the GNSS data and other control infor‑
mation. In turn, the mmWave link is used to achieve very
high data rates when a reliable signal is detected. We as‑
sume in this paper the additional data is readily available
at the BS through such an additional connection, but we
do not model it.

3. THE CAVIARMETHODOLOGY
To simulate the environment presented in the previous
section, we used the CAVIAR methodology [5], which is
composed of the processes shown in Fig. 2. CAVIAR is
based on Unreal, Airsim, and a set of scripts in Python
that process the outputs of the former software. In this
way, the methodology allows generating UEs’ movement
in a tri‑dimensional (3D) virtual world with Unreal and
Airsim. Then, the electromagnetic propagation and the
network trafϐic can be generated based on UEs’ position
to create additional information about the environment.
Lastly, ML models can be trained with the generated data
and an already trained ML model can be used to interact
with the 3D environment. CAVIAR’s processes related to
the positions, electromagnetic propagation, and network
trafϐic are described in this section. Table 1 and Table 2
summarize all the spatial information, the network traf‑

Waypoint
generator

Unreal/Airsim

Episodes

Simula�on
environment

RL agent
training

RL agent 
test

Rendering

Agent output file
(scheduled user and

codebook index)

Fig. 2 – CAVIAR data generation

ϐic, and electromagnetic propagation that can be gener‑ 
ated with the CAVIAR methodology. The code that imple‑ 
ments the processing of Fig. 2 is available on Github2.

3.1 Trajectories generation in the 3D virtual
world

In the CAVIARmethodology, trajectories of all moving ob‑
jects in a simulation are saved as Comma‑Separated Val‑
ues (CSV) in ϐiles. To generate the trajectories, a 3D sce‑
nario is executed in Unreal and a waypoint ϐile, which
is a text ϐile with reference points, must be executed by
the Airsim software. Each execution is called an Episode,
which lasts about three minutes with a sampling interval
of ten milliseconds. In each sampling interval, a line is
saved in the CSV ϐile, and it is referred to in this paper as a
step, to be consistent with the concept of discrete time‑
step adopted in the RL jargon. Each column of the ϐile
contains information related to the positions and orienta‑
tions of pedestrians and cars. In addition, the ϐile contains
information of acceleration, linear, and angular velocities
for the UAVs. CAVIAR currently supports 37 entities (34
pedestrians, 2 cars, and 1 UAV) in the environment.

3.2 MIMO propagation
The generation of the MIMO propagation considers an
analog architecture of a UPA with 𝑁𝑡 antenna elements
at the BS, and UEs with UPA with 𝑁𝑟 antennas. There‑
fore, the MIMO channel between the BS and a given UE is
represented by a 𝑁𝑟 × 𝑁𝑡 matrix H. We assume down‑
link transmission, carrier frequency 𝑓𝑐 = 60 GHz, and a
bandwidth of 100MHz. Then,H is generated as a narrow‑
band [20] Line‑of‑Sight (LoS) channelmodel. For simplic‑
ity, the UEs have a single antenna (𝑁𝑟 = 1) while the
BS has an 8 × 8 UPA (𝑁𝑡 = 64). The geometric channel
model [20] is adopted with 𝐿 = 2 multipath components:

H = √𝑁𝑡𝑁𝑟
𝐿

∑
ℓ=1

𝛼ℓa𝑟(𝜙𝐴
ℓ , 𝜃𝐴

ℓ )a∗
𝑡(𝜙𝐷

ℓ , 𝜃𝐷
ℓ ). (3)

The parameters in (3) are obtained as follows. The phase
of the complex‑gain 𝛼ℓ is obtained from a uniform distri‑
bution with support [0, 2𝜋]. To generate the magnitude
2https://github.com/lasseufpa/ITU‑Challenge‑ML5G‑PHY‑RL

© International Telecommunication Union, 2022

ITU Journal on Future and Evolving Technologies, Volume 3, Issue 2, September 2022

204



Table 1 – Content of an episode ϐile generated with CAVIAR

Content Description
timestamp When the dataset was gathered

obj Name of the mobile entity
pos_x Position in meters (north positive)
pos_y Position in meters (east positive)
pos_z Position in meters (down positive)
orien_x Quaternion in degrees
orien_y Rotation in degrees
orien_z Rotation in degrees
orien_w Rotation in degrees

linear_vel_x Linear velocity in 𝑚/𝑠
linear_vel_y Linear velocity in 𝑚/𝑠
linear_vel_z Linear velocity in 𝑚/𝑠
angular_vel_x Angular velocity in 𝑚/𝑠
angular_vel_y Angular velocity in 𝑚/𝑠
angular_vel_z Angular velocity in 𝑚/𝑠
linear_acc_x Linear acceleration in 𝑚/𝑠2

linear_acc_y Linear acceleration in 𝑚/𝑠2

linear_acc_z Linear acceleration in 𝑚/𝑠2

angular_acc_x Angular acceleration in 𝑚/𝑠2

angular_acc_y Angular acceleration in 𝑚/𝑠2

angular_acc_z Angular acceleration in 𝑚/𝑠2

|𝛼ℓ|, ϐirst the distance 𝑑 between the BS and the UE is
used to calculate the received power via the Friis equa‑
tion. The path loss is obtained from this equation and
determines |𝛼ℓ|, which decreases with 𝑑. The elevation
𝜙ℓ and azimuth 𝜃ℓ angles for departure and arrival are
obtained from the orientation provided by the LoS path.
The nominal LoS angles are slightly changed by adding
to them Gaussian random variables with zero‑mean and
variance of 1 degree. These angles are used to compose
the steering vectors a𝑡 and a𝑟.

With (3), all the combinations ofw𝑝 and f𝑞 could be eval‑
uated according to (1), and the indexes 𝑝 and 𝑞 that re‑
sult in the received signal with the highest magnitude can
be selected as the best indexes. Therefore, 𝑝 and 𝑞, or
equivalently the combined index 𝑖, can be used in super‑
vised learning approaches as a label to train a model. In
contrast, an RL approach may not need labels, as the RL
agent could choose an index 𝑖 based on its learning pro‑
cess, which results in a reward from the environment.

In both cases of RL and supervised learning, the chosen
index 𝑖 results in an equivalent channel, referred to as
beam_index and channel_mag in Table 2, respectively, for
a given user 𝑘. With the equivalent channel, or with the
magnitude of the received signal |𝑦𝑘|, the spectral efϐi‑
ciency is

𝑆𝑘,𝑡,𝑖 = log2(1 + SNR), (4)

for a given Signal‑to‑Noise Ratio (SNR) value. The max‑
imum amount of bits that can be transmitted is 𝑇𝑘,𝑡,𝑖 =
𝑆𝑘,𝑡,𝑖BW, where BW indicates the system bandwidth.
𝑇𝑘,𝑡,𝑖 is presented in Table 2 as bit_rate_gbps. Note that,
the index choice and channel also depends on ue_index,
which is discussed in Section 3.3.

Table 2 – Trafϐic and propagation data generated for a given step

Content Description
chosen_ue Name of the chosen UE
ue_index Identiϐication of chosen UE

beam_index Selected beam
pkts_dropped Total of dropped packets

pkts_transmitted Total of transmitted packets
pkts_buffered Total of buffered packets
bit_rate_gbps Data rate in Gbps achieved
channel_mag Combined channel magnitude

reward Reward obtained during

Fig. 3 – Histogram of packets trafϐic received by the BS for each user

3.3 Data trafϐic generation
To generate data trafϐic, we assume the BS has an indi‑ 
vidual buffer to store packets that should be forwarded 
for each UE (downlink). The packets have a ϐixed size of 
8188 bytes. The users’ data trafϐic is deϐined as Poisson 
processes with a time‑varying mean 𝜆𝑘[𝑡] for user 𝑘. Each 
user has a speciϐic trafϐic magnitude deϐined as a fraction 
of the total throughput according to Table 3, distinguish‑ 
ing different applications. Fig. 3 shows the histogram of 
trafϐic throughput for each user in Gbps.

We speciϐied two different network load scenarios for 
each type of UE, namely, light and heavy network traf‑ 
ϐic, to simulate the trafϐic variations along with the scenes. 
The total throughput of the heavy scenario is greater than 
the lighter one, and the simulation alternates between 
them after 1000 steps. This alternating behavior is shown 
in Fig. 3 as two clusters for each type of UE, which repre‑ 
sent the light and heavy situations. Regardless of the traf‑ 
ϐic intensity, the incoming trafϐic for each user is buffered 
when there is buffer space available, otherwise the excess 
of packets are tail‑dropped. The packets are also dropped 
when they occupy the buffer for more than 10 time steps.

The BS must choose a user for which a packet is sent in the 
current step, which is shown in Table 2 as ue_index. More‑ 
over, the BS must also choose a beam that points to that 
user, as discussed in Section 3.2. For the chosen user and 
beam index, the following procedure is performed to em‑ 
ulate a transmission in the channel. The combined chan‑
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Table 3 – Network load information for light and heavy scenarios

Network load Total throughput UAV (%) Pedestrian (%) Car (%)
Light 0.48 Gbps 50% 20% 30%
Heavy 0.96 Gbps 50% 20% 30%

nel’s bit rate 𝑇𝑘,𝑡,𝑖 is calculated, if the bit rate is greater
than the number of bits of the packet that should be trans‑
mitted to the chosen UE, the packet is assumed as trans‑
mitted and removed from the buffer. On the other hand,
if the packet’s size is greater than the channel capacity,
the packet is assumed as dropped during the transmis‑
sion and it is kept in the buffer. In case of packets dropped,
no packet is transmitted in that step.

4. RL‑BASED USERS SCHEDULING AND
BEAM SELECTION

As discussed in previous sections, this paper presents
RL‑based approaches to solve efϐiciently the combined
problems of users scheduling and beam selection. The
scenario consists of a BS that runs an RL agent, which
receives a reward based on the service provided to the
users. The solutions presented in this section were pro‑
posed for the ITU Challenge PS‑006 of 2021. The orga‑
nizers of the PS‑006 provided a dataset created with the
CAVIAR methodology, which represents an environment
composed of a UAV, vehicles, and pedestrians, with rich
interactions with the environment. The generation is de‑
tailed in Section 3 and results in distinct types of data that
can be used by the agent to generate its choice. The action
space is composed of two integers: a numeric identiϐier
for the user allocated at the speciϐic step, that can range
between [0, 𝐾−1]; and the codebook index of the beam to
be used to serve the user, which is an integer in the range
[0, 𝑀 − 1].

The RL agent can use several features as inputs such as
data from GNSS, UE’s orientation in the three rotation co‑
ordinates (front and side roll angles ‑ pitch and roll), and
its rotation over its axis (yaw). It is also possible to use in‑
formation related to the transmission of packets, such as
dropped, transmitted, and buffered packets. The last two
other available input features for the agent are the bit rate
and the channel magnitude at each step of the simulation,
which are calculated as discussed in Section 3.2 consid‑
ering a maximum SNR of 26 dB, which can be decreased
according to the equivalent channel’s magnitude.

A total of 700 episodeswere created, fromwhich 500were
used for training the proposedRL agents, and 200 for test‑
ing. To keep the challenge simpler, it was assumed that
the RL agent, only serves three users, a car, a pedestrian,
and the UAV. Thus, we used a subset of all the available
UEs, given that a complete episode ϐile contains informa‑
tion related to all moving objects in a scene (36 in total,
consisting of all pedestrians, cars, and the UAV).

4.1 Baseline agents and reward
In the PS‑006, three baseline approaches were provided,
which are identiϐied with the preϐix “B‑”, namely, B‑
Dummy, B‑BeamOracle and B‑A2C. B‑Dummy and B‑
BeamOracle are not based on RL. The B‑Dummy agent
assumes random action choices for both the scheduled
user and for the beam index. Because of its random
choices, B‑Dummy is provided as a baseline forworst per‑
formance. The B‑BeamOracle agent follows a sequential
user scheduling pattern (e.g., 0‑1‑2‑0‑1‑2 ...), but it always
chooses the optimal beam index ̂𝑖 for the selected user.
Thus, it is expected B‑BeamOracle presents the best per‑
formance. The third agent is based on the RL approach,
which is based on the Advantage Actor Critic (A2C) [21]
and is referred to in this paper asB‑A2C. To implement the
B‑A2C agent, we used Stable Baselines3 version 2.10.0,
which was trained with default parameters.

A return function 𝐺, which is described in the next para‑
graphs, was used to evaluate the solutions. The par‑
ticipants were allowed to adopt other returns functions
in the training, but the evaluations to generate the ϐinal
ranking of the challenge for all the agents, including the
provided baselines, weremade according to𝐺 for the test
episodes. The return 𝐺𝑒 for episode 𝑒 is

𝐺𝑒 =
𝑁𝑒

𝑠

∑
𝑡=1

𝑟𝑒[𝑡], (5)

where 𝑁𝑒
𝑠 is the number of scenes in episode 𝑒. The cor‑

responding reward 𝑟𝑒[𝑡] at discrete‑time 𝑡 is a weighted
sum of transmitted and discarded packets given by

𝑟𝑒[𝑡] = 𝑃tx[𝑡] − 2𝑃𝑑[𝑡]
𝑃𝑏[𝑡] , (6)

where 𝑃tx[𝑡], 𝑃𝑑[𝑡], and 𝑃𝑏[𝑡] correspond, respectively, to
the total amount (summation for all users) of transmitted,
dropped and buffered packets at time 𝑡. The reward 𝑟𝑒[𝑡]
is restricted to the range −2 ≤ 𝑟𝑒[𝑡] ≤ 1. At each time 𝑡, a
single user can be served, but 𝑃𝑏[𝑡] accounts for the num‑
ber of packets in all three buffers. Hence, 𝑟𝑒[𝑡] = 1 only if
all buffered packages of the scheduled user are transmit‑
ted, while the buffers of the other two users were empty.
Finally, the accumulated return is

𝐺 =
𝑁𝑒

∑
𝑒=1

𝐺𝑒, (7)

where 𝑁𝑒 is the number of episodes in the test set, which
is disjoint from the training set.
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Fig. 4 –Reward obtained by the B‑BeamOracle agent for a given episode.
The trafϐic load switches every 1000 time steps between “heavy” and
“light”.

Fig. 4 shows 𝐺 for the switching behavior at every 1000
samples, between the “heavy” and the “light” data traf‑
ϐic that is described in Section 3.3. In Fig. 4, the B‑
BeamOracle was used, and it can be realized that in both
situations of light and heavy trafϐic, the B‑BeamOracle re‑
ceives positive rewards inmost of the steps. It can be con‑
cluded that B‑BeamOracle may be sufϐicient to attend to
the demand even without proper scheduling. However,
B‑BeamOracle is not realistic, as, during the operation of
themobile network, theBSdoesnot know thebest index ̂𝑖.
In practice, it would require a full beam‑sweeping, which
can be time‑consuming and, in some cases, unfeasible due
to the high delay it would incur.

To compare the B‑Dummy, B‑BeamOracle and the B‑A2C
agents, Fig. 5 shows the histogram of their rewards for
along 20 test episodes. As expected, the B‑BeamOracle
presents the best performance andmost of the rewards it
received are positive. While B‑Dummy and B‑A2C’s per‑
formances are similar. One reason for the bad perfor‑
mance of B‑A2C is the choice of its input parameters. It
may indicate the features provided to trained B‑A2C can‑
not help the agent to learn patterns that lead to good user
and beam index choices. Bettermodeling of the agent can
substantially improve its performance. However, B‑A2C
was provided as an example to the participants, which
could use it as a starting point to modify its parameters
and substitute by other agents.

4.2 TeamMLAB‑RL
To improve the performance of the reinforcement learn‑
ing, the agent, state, and reward were customized in this
solution. The baseline B‑A2C agent was substituted by
the Proximal Policy Optimization (PPO) [22], which com‑
bines ideas from A2C and Trust Region Policy Optimiza‑
tion (TRPO) [23]. Speciϐically, the PPO2 algorithm from
3https://github.com/hill‑a/stable‑baselines
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Fig. 5 – Histogram of the total sum of rewards achieved in episodes 449 
‑ 469

the Stable‑Baselines package was utilized, as it allows ex‑ 
ecution in a Graphics Processing Unit (GPU). The batch 
size was set to 32 as it was veriϐied empirically that its 
performance is slightly better than other cases.

The state is changed into a vector, containing the infor‑ 
mation of pos_x, pos_y, pos_z, bit_rate_gpbs, ue_index, and 
the recent history of UE selection. A 3‑dimensional vector 
is used to reϐlect the selected UE. In detail, the informa‑ 
tion of the selected UE is obtained via chosen_ue, and is 
modiϐied to [1, 0, 0], [0, 1, 0], and [0, 0, 1] for the UAV, car, 
and pedestrian, respectively. Another 3‑dimensional vec‑ 
tor is added taking the recent selections of UE into con‑ 
sideration. The history of the last 10 selections of UE is 
considered because it is highly related to the amount of 
dropped packets as the size of buffer storage is 10. This 
vector is calculated by adding up the selections of each 
UE type for each dimension. For example, when the last 
10 history selections are [uav, uav, car, ped, uav, uav, car, 
car, ped, uav], the state of the recent history is expressed 
as [uav, car, ped] = [5, 3, 2]. Lastly, all 10 dimensions 
are scaled, where the pos_x, pos_y, pos_z are scaled to the 
range [‑1, 1], and the others are scaled to the range [0, 1].

The reward was customized for the training phase 𝑟train as 
follows:

𝑟train = 𝑟bonus + 𝑟weighted. (8)

A bonus 𝑟bonus is added because the original reward pro‑
vided in the challenge, referred to in this section as 𝑟ori,
tends to keep a low value, and it deteriorates the per‑
formance of the learning. The bonus is given when 𝑟ori
is larger than ‑0.1 during the training phase. The bonus
𝑟bonus is deϐined as follows:

𝑟bonus = 10 × 𝑟ori + 1, (9)

where 1 is added to ensure the 𝑟bonus is non‑negative.

In addition, a weighted reward 𝑟𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 is used to assess
the dispersion of the selections. It is encouraged that the
BS avoids choosing the same UE. Becausewhen the selec‑
tions of UE are dispersed in the recent history, the amount
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of dropped packets can be reduced. Note that it may de‑
pend on the arrival rate of the packets for each user, and
for users with trafϐic with different distributions another
solution, such as weighted consideration of the history,
could bemore adequate. Theweighted𝑤 is deϐined as fol‑
lows:

𝑤 = 10
𝑛chosen_ue

, (10)

where 𝑛chosen_ue is the number of 10‑recent‑history selec‑
tions of the current selected UE. For example, when the
last 10 history selections are [uav, uav, car, ped, uav, uav,
car, car, ped, uav], the 𝑤 of selecting “uav” is 10/5 = 2.
The weighted reward 𝑟weighted is deϐined as follows:

𝑟weighted = 𝑤 × (𝑟ori + 2). (11)

As the range of 𝑟ori is [‑2, 1], it is added with 2 to ensure
the 𝑟weighted is non‑negative.

4.3 Team IITI‑RL
This solution explored various representations of input
states and existing RL models, such as Deep Q‑Learning
(DQN) [24], policy gradient network [25] and A2C. These
models were evaluated with inputs as position (x, y, z),
orientation (x, y, z, w), packets dropped, packets trans‑
mitted, packets buffered, packets, bit rate and channel
magnitude. These models use an extrinsic reward, which
is the reward given by the environment. The main prob‑
lem with this is that this function is hardcoded, which is
not scalable for our problem.

Therefore, we proposed as a solution for the challenge
the idea of curiosity‑driven learning [26], which is based
on embedding a reward function that is intrinsic to the
agent, i.e., generated by the agent itself. In curiosity‑
driven learning, a policy 𝜋 is trained to optimize the sum
of the extrinsic reward (𝑟𝑒 in (6)) providedby the environ‑
ment and the curiosity‑based intrinsic reward signal (𝑟𝑖)
generated by the network. The intrinsic reward signal 𝑟𝑖

is deϐined as follows:

𝑟𝑖 = 𝜂
2 || ̂𝜙(𝑠𝑡+1) − 𝜙(𝑠𝑡+1)||22, (12)

where 𝜂 > 0 is a scaling factor, 𝑠𝑡 represents the state at
timestamp 𝑡, ̂𝜙(𝑠𝑡+1) is predicted the feature vector of the
next state and 𝜙(𝑠𝑡+1) is the real feature vector of the next
state. We used a learning rate of 10−4 and batch size of 32.
The results in Section 5 demonstrate the beneϐit of using
the intrinsic reward in the given scheduling and resource
allocation problem.

5. PERFORMANCE EVALUATION
In this section, we present performance evaluations of
the techniques described in Section 4. The main met‑
ric adopted is the cumulative reward received. We also

show how the actions taken by the agents affect the net‑
work as the total number of transmitted packets. Increas‑
ing the number of transmitted packets can be considered
the main goal of the learning process because a higher
number of packets transmitted can lead to better usage
of the radio and network resources available. Moreover,
increasing the number of transmitted packets could also
reϐlect better service in general to the users.

Fig. 6 and Fig. 7 show the reward received by the agents
in the evaluation of each team. As one of the rewards is
presented on a different scale, we present distinct ϐigures
to preserve the data provided by the participants and to
allow better individual analysis. Fig. 6 shows the PPO
agent of the MLAB Team presents an increase in the cu‑
mulative reward compared to the dummy agent. The best
and worst average rewards are −0.0330 (in ep. 115) and
−0.1602 (in ep. 30), respectively. Also, it was noted by
observing the output ϐiles that the BS tends to select the
same beam nearly all the time. Fig. 6 also shows the base‑
line agents as dashed lines, as this ϐigure uses the same
reward.

Fig. 7 shows the reward received by the four RL algo‑
rithms evaluated by the IITI‑RL team. Models with ex‑
trinsic rewards had a poorer performance as compared
to curiosity‑driven learning. DQN has the least return 𝐺
since it is the least robust model and has problems sup‑
porting continuous values and a high number of input
state variables in the observation space. The A2C and
the policy gradient network achieved almost the same
reward, which is a slight improvement over DQN. The
curiosity‑driven solution performs the best out of the four
models, and it shows the effectiveness of intrinsic re‑
wards among the evaluated algorithms.

An evaluation considering (6) as the metric is shown in
Fig. 8. According to Fig. 8, the solution presented by the
MLAB‑RL team increased the performance in relation to
the B‑A2C. While the solution presented by the IITI‑RL
had a slightly decreased performance. Fig. 9 shows the
histogram of the number of transmitted packets, which is
another perspective of the results presented in Fig. 8. It
can be assumed that the goal of the BS is to increase the
global data rate with the actions of the agent. It is equiva‑
lent tomoving thehistogramof occurrences inFig. 9 to the
right, and it would reϐlect in more packets transmitted,
and consequently an increase in the global data rate. The
data in Fig. 9 is consistent with what is shown in Fig. 8;
in other words, the actions taken by the agent provided
by the MLAB‑RL team performed better in increasing the
number of transmitted packets in relation to the B‑A2C
agent.
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6. CONCLUSION

This paper presented solutions based on reinforcement 
learning approaches for the combined problems of beam 
selection and user scheduling. We consider the RL agent 
is implemented at the BS, and that it must choose the user 
to be served and the code words for the transmission by 
the BS and reception by the UE (downlink). The literature 
shows that the problem of joint scheduling and beam se‑ 
lection is challenging, and it demands sophisticated mod‑ 
eling in order to obtain outstanding results. As a stan‑ 
dalone problem, the literature about beam selection re‑ 
lies on the use of strategies such as top‑k classiϐication, 
where the objective is choosing a subset of beams that has 
a high probability of containing the optimal choice instead 
of choosing the best beam to serve a given user, which re‑ 
laxes the difϐiculty of the problem. Therefore, the combi‑ 
nation of the beam selection with scheduling task is even 
harder, but an efϐicient scheduling, in relation, for exam‑ 
ple, to the service level agreement, with a fast beam se‑ 
lection, by skipping the time‑consuming beam sweeping, 
can make the network operation more efϐicient.

We used a dataset generated with a scenario created 
with the CAVIAR methodology, which mimics a complex 
scenario within a 3D virtual environment. The CAVIAR 
methodology allows generating several types of input
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Fig. 9 – Histogram of the number of transmitted packets per episode 
with the actions taken by the agents

data, such as positions, orientations, channel realizations, 
network trafϐic, etc. All the data could be used in the train‑ 
ing and evaluation processes of RL agents. There are a to‑ 
tal of 37 mobile UEs in the 3D environment (34 pedestri‑ 
ans, 2 cars and 1 UAV). Due to the difϐiculty of proposing 
solutions to handle all the UEs in the scenario, in this pa‑ 
per, only a UAV, a pedestrian and a vehicle were served 
by the BS. The other UEs were kept in the environment 
to maintain its richness in terms of mobility and interac‑ 
tions, as they could serve as moving scatterers or blockers 
to the electromagnetic signal propagation.

We presented evaluations of several RL approaches to 
handle the beam selection and user scheduling task at the 
BS to serve three UEs. The RL approaches were evaluated 
according to the cumulative reward received. We also pre‑ 
sented an evaluation about how the actions taken by the 
trained agents inϐluence the overall downlink data rate, 
as increasing it can be correlated to better service to the 
users in general. In the evaluations we show that both the 
cumulative reward and the data rate can be increased in 
relation to the performance of the baseline approach.
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Despite the improvement to the RL agents presented in
relation to the baseline, there is still room for improve‑
ment for RL approaches in the context of 5G and future
networks. RL still has downsides that need to be ad‑
dressed in order for it to achieve the same success as su‑
pervised learning approaches on a wide variety of prob‑
lems, such as the impact that the framing of the problem
and the reward engineering have on the agent’s capacity
to converge.

The results helped to identify some open research top‑
ics in this area. For example, the three UEs served by
the BS in this paper represent a relatively simple situa‑
tion. Thus, further evaluation on how to handle all the
UEs, or a greater number of UEs, as well as considering
both uplink and downlink. Also, in practice, the BS does
not have a ϐixed number of users, thus future research
in this area should consider how to deal with a variable
number of users. The variable number of users is related
to the handover operations, which is based on coordina‑
tion between distinct BSs to switch moving UEs between
their cells. All these further evaluations result in a more
difϐicult scenario, thus proper future research could focus
on creating approaches more appropriate to mobile net‑
works, which can include (not limited to) parameteriza‑
tion and selection of the RL algorithms, input data scaling
and organization and reward design.
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dia, Mehdi Mirza, Alex Graves, Timothy P.
Lillicrap, Tim Harley, David Silver, and Ko‑
ray Kavukcuoglu. “Asynchronous Methods for
Deep Reinforcement Learning”. In: (2016). DOI:
10 . 48550 / ARXIV . 1602 . 01783. URL: https :
//arxiv.org/abs/1602.01783.

[22] John Schulman, Filip Wolski, Prafulla Dhariwal,
Alec Radford, and Oleg Klimov. Proximal Policy
Optimization Algorithms. 2017. DOI: 10 . 48550 /
ARXIV.1707.06347. URL: https://arxiv.org/
abs/1707.06347.

[23] John Schulman, Sergey Levine, Pieter Abbeel,
Michael Jordan, and Philipp Moritz. “Trust Region
Policy Optimization”. In: Proceedings of the 32nd
International Conference on Machine Learning. Ed.
by Francis Bach and David Blei. Vol. 37. Proceed‑
ings of Machine Learning Research. Lille, France:
PMLR, July 2015, pp. 1889–1897. URL: https://
proceedings . mlr . press / v37 / schulman15 .
html.

[24] Volodymyr Mnih, Koray Kavukcuoglu, David Sil‑
ver, Alex Graves, Ioannis Antonoglou, Daan Wier‑
stra, andMartin Riedmiller. Playing Atari with Deep
Reinforcement Learning. 2013. DOI: 10 . 48550 /
ARXIV.1312.5602. URL: https://arxiv.org/
abs/1312.5602.

[25] Ronald J. Williams. Simple statistical gradient‑
following algorithms for connectionist reinforce‑
ment learning. 1992. DOI: 10.1007/BF00992696.

[26] Yadan Luo, Zi Huang, Zheng Zhang, Ziwei Wang,
Jingjing Li, and Yang Yang. Curiosity‑driven Rein‑
forcement Learning for Diverse Visual Paragraph
Generation. 2019. DOI: 10 .48550 / ARXIV . 1908 .
00169. URL: https : / / arxiv . org / abs / 1908 .
00169.

AUTHORS
Ilan S. Correa received a Bache‑
lor’s degree (UFPA, Brazil, 2012)
in computer engineering, M.Sc.
(UFPA, Brazil, 2014) and Ph.D.
degrees (Universidade Federal
do Pará, UFPA, Brazil, 2020)
in electrical engineering. Cur‑
rently, he is a professor at UFPA
and is an associate professor at
the 5G and IoT Research Group

at LASSE/UFPA. He works in research and development
projects related to 5G communications, embedded sys‑
tems and electronics.

Ailton Oliveira is a B.Sc can‑
didate in electrical engineering
at Universidade Federal Pará,
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