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Abstract – The 5G slice networks will play a critical role in meeting the stringent quality‑of‑service requirements of differ‑
ent use cases, reducing the Capital Expenditure (CapEX) and Operational Expenditure (OpEX) of mobile network operators.
Owing to the ϔlexibility and ability of 5G slice networks tomeet the needs of different verticals, it attracts new network players
and entities to the mobile network ecosystem, and therefore it creates new business models and structures. Motivated by this
development, this paper addresses the dynamic resource allocation in a multi‑slice multi‑tier multi‑domain network with dif‑
ferent network players. The dynamic resource allocation problem is formulated as a maximum utility optimisation problem
from a multiplayer multi‑domain perspective. Furthermore, a 3‑level hierarchical business model comprising Infrastructure
Providers (InPs), Mobile Virtual Network Operators (MVNOs), Service Providers (SPs), and slice users are investigated. We
propose two schemes: amulti‑tiermulti‑domain slice usermatching game schemeand a distributed backtrackingmultiplayer
multi‑domain game scheme in solving the transformed maximum utility optimisation problem. We compare the multi‑tier
multi‑tenant multi‑domain game scheme with a Genetic Algorithm (GA) Intelligent Latency‑Aware Resource (GI‑LARE) al‑
location scheme, and a static slicing resource allocation scheme via Monte Carlo simulation. Our ϔindings reveal that the
proposed scheme signiϔicantly outperforms these other schemes.

Keywords – 5G, multi‑domain, multi‑tenancy, MVNO, network slicing, resource allocation, SP

1. INTRODUCTION
The Network Slicing (NS) paradigm entails the abstrac‑ 
tion of the physical mobile network and its hard re‑ 
sources into logical autonomous networks via network 
softwarisation technology [1]. To this end, it has been 
widely acknowledged that NS will greatly improve the 
resource utilisation of the mobile networks and signiϐi‑ 
cantly reduces their Capital Expenditure (CapEx) and Op‑ 
erational Expenditure (OpEx). Consequently, efforts have 
been geared towards achieving these goals through di‑ 
verse resource management frameworks, owing to com‑ 
plex business models of NS. However, with the ϐlexible 
and agile characterisation of NS architecture, its busi‑ 
ness model departs radically from the traditional mod‑ 
els [2, 3, 4]. Hence, new mobile entities such as Infras‑ 
tructure Providers (InPs), Mobile Virtual Network Oper‑ 
ators (MVNOs), Over‑the‑top Providers (OTTs), Content 
Providers (CPs), Service Providers (SPs), Backhaul Oper‑ 
ators (BOs), and Vehicular‑Content Providers (VCPs) have 
become critical industry players.
To exploit the capabilities of 5G and beyond mobile net‑ 
works, the self‑interests of the diverse network players 
would have to be efϐiciently managed. To this end, the 
challenge of managing network resources to achieve op‑ 
timal network performance and economic advantages to 
the network players is non‑trivial. This paper examines 
the resource allocation bottleneck in a Multi‑Tier multi‑ 
Tenant multi‑Slice multi‑Domain (M‑TTSD) 5G and be‑ 
yond network [5, 6]. Speciϐically, we consider an M‑TTSD 
5G network model with a business model consisting of SP,
MVNO, InP, and slice users.

The multi‑domain concept for NS refers to the pooling 
of network resources from multiple InPs which are then 
virtualised and sliced to meet the needs of slice users 
and diverse verticals [7]. Verticals are business and pub‑ 
lic entities that run their service applications on mobile 
networks. Instances of verticals are defence agencies, 
transport systems, health institutions, power and energy 
utilities, disaster and emergency agencies, manufactur‑ 
ing, and agricultural chains. The importance of multi‑ 
domain NS is emphasised in resource aggregation, cov‑ 
erage area extension, reliability of services, and the op‑ 
portunity to further make the business model Incentive 
Compatible (IC) for network players [8, 9]. On the other 
hand, in the single domain model, the NS resources are 
primarily from the virtualised resources of only one InP. 
A vast corpus of literature on NS has focused on the sin‑ 
gle domain model despite its non‑ϐlexibility and limited 
resource constraints which make it unsuitable for the fu‑ 
ture mobile networks [8, 10]. In Fig. 1(a)‑(c), we illustrate 
the traditional, single, and multi‑domains multi‑tenant 
NS paradigms. This work focuses on the M‑TTSD net‑ 
work. In a multi‑domain system, several InPs provide in‑ 
frastructure and network resources services, and to this 
end, the infrastructure and network resources owned by 
an InP represent a network domain. The multi‑tenancy 
paradigm entails several independent MVNOs (i.e., other‑ 
wise known as tenants) share the same physical infras‑ 
tructure and network resources owned by an InP. The 
term “tenants” may be extended to SP depending on the

ITU Journal on Future and Evolving Technologies, Volume 2 (2021), Issue 6, 23 September 2021

©International Telecommunication Union, 2021 
Some rights reserved. This work is available under the CC BY-NC-ND 3.0 IGO license: https://creativecommons.org/licenses/by-nc-nd/3.0/igo/. 

More information regarding the license and suggested citation, additional permissions and disclaimers is available at: 
https://www.itu.int/en/journal/j-fet/Pages/default.aspx 



InP

MVNO1 MVNOh

mMTC USERS

eMBB USERS

URLLC USERS

mMTC USERS

eMBB USERS

URLLC USERS

...

(a) Traditional Multi‑Tenancy

InP

MVNO1 MVNOh

SP1 SPk

mMTC USERS

eMBB USERS

URLLC USERS

mMTC USERS

eMBB USERS

URLLC USERS

...

...

(b) Single‑Domain Multi‑Tenant NS

InP1 InP2 InPi

MVNO1 MVNO2 MVNOh

SPkSP2SP1

...

...

...

mMTC USERS

eMBB USERS

URLLC USERS

mMTC USERS

eMBB USERS

URLLC USERS

mMTC USERS

eMBB USERS

URLLC USERS

(c) Multi‑Domain Multi‑Tenant NS

Fig. 1 – Illustration of the domain type of network slicing.

ϐlexibility of the network architecture. In an M‑TTSD net‑
work, an SP satisϐies thedemandsof slice users bybidding
for virtual resources from multiple MVNOs. Similarly, an
MVNO bids for mobile network resources from multiple
InPs to meet the demands of SPs associated with it. The
M‑TTSDnetwork explores the beneϐits and possibilities of
tenants connecting to several network domains for cover‑
age extension, scalability, and network resource optimi‑
sation.
Efϐicient resource management is pivotal to the opti‑
mal operation of the M‑TTSD network [5, 6]. More‑
over, static slicing and centralised resource management
frameworks would not be practicable in M‑TTSD net‑
works. To fully exploit the ϐlexibility and dynamic char‑
acterisation of the slice trafϐic, it is important to note
that not adequately addressing the resource allocation
challenge in an M‑TTSD network will adversely affect the
Quality‑of‑Service (QoS) of slice users and the IC of net‑
work players, thereby jeopardising the sustainability of
5G slice networks and future networks.
The main contributions of this work can be summarised
as follows.

1.1 Contributions
The main contributions of this work can be summarised
as follows.

1. We consider a latency‑aware dynamic resource
allocation framework for an M‑TTSD network with
enhanced Mobile Broadband (eMBB), massive
Machine‑Type Communications (mMTC), and Ultra‑
Reliable Low‑Latency Communications (URLLC)
slice users, respectively. The framework allocates
resources to slice users by engaging network pa‑
rameters (such as packet size, packet arrival rate,

packet loss probability, delay bound, slice users
distribution, cell load, tier load, and bidding budgets
of network entities such as MVNO and SP) and slice
users’ parameters (such as slice users’ location, slice
use case QoS requirement, associated interference).

2. Other than the traditional two‑player network ap‑
proach, we consider a multi‑tenant multi‑domain
network with entities comprising InPs, MVNOs, and
SPs, respectively. To this end, a three‑stage multi‑
domain auction game based on the Fisher Market
(FM) principle and shared‑constrained proportion‑
ality is exploited to facilitate an agile and dynamic
business model for 5G NS and beyond networks; and
also to maximise the utility of the respective players.
The InPs, MVNOs, and SPs trade network resources
to meet the demands of slice users in a manner that
ICs and Individual Rationality (IR) are not compro‑
mised.

3. We formulate the slice users’ service selection prob‑
lem in an M‑TTSD network as a maximisation prob‑
lem. To reduce the complexity involved in solving
the formulated problem, a hierarchical decomposi‑
tion technique is employed. We develop amultistage
matching‑theory inspired scheme to optimally asso‑
ciate slice users to SPs, MVNOs, and InPs, respec‑
tively, in an M‑TTSD network. The multistage match‑
ing algorithm considers the Signal‑to‑Interference‑
plus‑Noise Ratio (SINR) of the slice users, slice QoS
requirements in the course of matching slice users
to the respective network tiers and InP.

4. We develop a distributed backtracking algorithm
that aids buyers and sellers in the respective stages
to trade network resources in an incomplete infor‑
mation scenario. The backtracking algorithm takes
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into consideration bidders preferences, bids, bud‑
gets, and the demand at the seller’s side in the auc‑
tion games.

5. Finally, we present the performance evaluation of
the proposed framework via extensive Monte Carlo
simulations. The proposed framework is compared
with schemes in the literature such as a genetic
algorithm‑based dynamic resource allocation (GI‑
LARE) and the non‑dynamic approach of Static‑
Slicing (SS) schemes.

1.2 Article organisation
The rest of the article is structured as follows. We de‑
vote Section 2 to the discussion of related literature. In
Section 3, we focus on the system model. Section 4
presents the multi‑domain multi‑tenant auction games
framework. Further, Section 5 describes the resource al‑
location framework in an M‑TTSD 5G NS network. Then
in Section 6, we formulate theM‑TTSD resource allocation
problem. Section 7 details the reformulation steps and
proposed solutions. In Section 8, the complexity analysis
of the proposed solutions is discussed. Then, in Section 9,
wepresent the numerical results of the performance eval‑
uation. Finally, conclusions are drawn in Section 10.

2. RELATEDWORK
Our work builds on the Fisher Market (FM), which is one
of the most widely known models in mathematical eco‑
nomics [11, 12]. In FM, a set of buyers with limited bud‑
gets (of no intrinsic value) to purchase divisible goods
from a set of sellers with the sole aim of maximising their
respective non‑negative utility [13, 14, 15]. In the same
vein, we liken InPs, MVNOs, SPs, and slice users to sellers
and buyers in the M‑TTSD network.
The works in [16, 17, 18, 19] proposed optimisation
frameworks for maximising the utility of slice users in
a single‑domain multi‑tenant network. The proposed
frameworks employed static‑slicing schemes. Network
economics variables such as the budgets of the respective
network players were not considered.
Contrary to the aforementioned works in [16, 17, 18, 19],
the authors [20, 21, 22, 23] adopted the network eco‑
nomics variables (such as budget, auctions) in their pro‑
posed schemes for efϐicient resource allocation. Auction
game‑based schemes were proposed for resource alloca‑
tion between an InP (seller) and MVNOs (buyers).
In [24], the authors proposed a dynamic virtual resource
allocation framework premised on thewidely known bio‑
logical population model called Lotka‑Volterra [46]. The
virtual resources of the multiple InPs are centralised and
then allocated to MVNOs. Similar to [24], the authors
in [25, 26, 27] proposed dynamic resource allocation
schemes which are centrally controlled in heterogeneous
networks.
A two‑stage resource allocation scheme for amulti‑tenant
slice network was proposed in [28] to address the differ‑

ent levels of granularity of resources in InP‑MVNO and
MVNO‑slice users stages. Additionally, the authors ex‑
amined the transport and core networks of the 5G net‑
work. Similar to [28], an end‑to‑end 5G NS was exam‑
ined in [29]. The authors proposed a two‑level cen‑
tralised resource allocation scheme termed as Upper‑
tier First with Latency‑bounded over‑provision Preven‑
tion (UFLOP). The UFLOP prevents the overprovisioning
of resources between the InP and MVNOs while meeting
the MVNOs’ Service Level Agreement (SLA) and slice use
cases’ latency requirements.
In [30, 31], the authors categorised slice users into Guar‑
anteed Bit Rate (GBR) and non‑Guaranteed Bit Rate (non‑
GBR) users. In [30], the authors proposed a Markov‑
based resource allocation for a multi‑slice multi‑tenant
network. The proposed Markov‑based algorithm was
able to characterise and model the stochastic behaviour
of slice use case requirements and channel behaviour.
Moreover, the authors [31] proposed an MVNO virtual
resource allocation architecture to accurately predict the
bandwidth requirement of different slice use cases, re‑
spectively. The proposed architecture relies on the Long
Short‑Term Memory (LSTM) neural network for predic‑
tion.
An iterative double‑auctionmechanism for amulti‑tenant
multi‑domain SDN‑based network was proposed by the
authors in [32] to maximise the utility of the respective
MVNOs.
Whereas the authors in [7] enumerateddifferent business
models for wireless network virtualisation in 5G and be‑
yond era. Additionally, the authors did not consider the
Radio Access Network (RAN) and multi‑slice characteri‑
sation of the network with its diverse QoS requirement.
In [33, 34, 35], a two‑level stackelberg game and win‑
ner determination models for dynamic pricing were pro‑
posed by the authors. The authors considered a tradi‑
tional multi‑tenancy scenario with a single seller (InP)
andmultiple buyers (MVNOs). In [34], a hierarchical auc‑
tionmodelwas examined. In [36], the authors considered
a hierarchical multi‑tenant network comprising InPs, an
MVNO, and SPs. The scenario is such that an SP can only
bid for resources from one MVNO, while the MVNO can
network resources frommultiple InPs.
Similar to [36], the authors in [37] adapted the Non‑
OrthogonalMultiple Access (NOMA) technique to allocate
resources of theMVNOs and SPs. ATchebycheff technique
was employed in solving the Multi‑Objective resource al‑
location Optimisation Problem (MOOP). The authors in
[38, 39] employed aMOOP technique to the single domain
heterogeneous networks.
A deep learning‑based caching and leasing framework
was proposed in [40] for a traditional single‑domain
multi‑tenant network comprising an InP and a set of
MVNOs. The algorithm predicts the resource leasing pat‑
terns of respective MVNOs for proϐit maximisation.
In [41, 42], the authors proposed aweighted proportional
allocation scheme that allocates power in a single‑tier tra‑
ditional multi‑tenancy virtual network. A bidding strat‑
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Table 1 – Related Works Summary ( Yes #No G#Partial)
Literature NS

Use
Case

SS Al‑
loc.

Dyn.
Alloc.

Dist.
Ntwk

Cen.
Ntwk

MVNO SP InP Single
Do‑
main
Ntwk

Multi‑
Domain
Ntwk

Multi‑
Tier
Ntwk

Single
Tier
Ntwk

Economic
Var.

[16, 17]   # #   #   # #  #
[18]   # #   #   # #  G#
[19] # #   #  #   #  # #
[20, 21,
22, 23]

# #   #  #   # #   
[24] # #  #   #  #   # #
[25]  #  #  # # #  #  # #
[26] # #  #   # # # #  # #
[27]  #  #  # #   # #  #
[28]  #  #   #   #  # #
[29]  #  #   #  #  #  #
[30] G# #  #   #   # #  #
[31]  #  #  # #   # #  G#
[32] # #  #   #  #  #   
[7] # #  #     #  # #  
[33] #  # #   # #  # #   
[34] #  # #   #  # # #   
[35] # #  #   #   # #   
[36] # #   #    #  G# #  
[37] # #   #    #  #  #
[38, 39] #  # #  # #   #  # #
[40] # #  #   #   # # # G#
[41, 42] #  # #   #   # #  G#
[43] #  # #   #   # #   
[44] #  # #   #   # G# # #
[45]   # #   #   # # #  

egywas employed by the InP for efϐicient resource alloca‑
tion. The authors in [43] improved the works in [41, 42]
by proposing a Generalised Kelly Mechanism (GKM) for
resource trading between an InP and respective MVNOs.
Furthermore, the authors in [41, 42, 43] proposed [44] a
joint radio resource allocation scheme based on a block
upper‑boundminimisation algorithm in a heterogeneous
virtualised network.
In [45], the author proposed slice admission control
premised on network tenants’ patience and waiting time
characterisation in a multiservice multi‑tenant slice net‑
work.
We give a detailed summary of the reviewed literature in
Table 1. The motivation of this paper stems from the fact
that very few works have examined the resource alloca‑
tion challenge in an M‑TTSD network coupled with con‑
siderations of the NS use cases and economic constraints
of respective network players. We aim to bridge this gap
in literature.

3. SYSTEMMODEL

In this section, we describe the system model of the M‑
TTSD 5G NS. A pictorial representation of the system
model is illustrated in Fig. 2.
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Fig. 2 – Illustration of the systemmodel.
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3.1 Network players
Herein, a set of InP numbered as ℐ = {𝑖|𝑖 ∈ 𝒩, 1 ≤ 𝑖 ≤
|ℐ|}, with unique and independent resources; that is, 𝑖 ≠
𝑖′ , provide services to a set of MVNOs 𝒱. Where the set of
MVNOs 𝒱 is indexed as 𝒱 = {𝑣|𝑣 ∈ 𝒩, 1 ≤ 𝑣 ≤ |𝒱|}. An
MVNO 𝑣 is independent andmanages its own acquired or
leased resources; that is, 𝑣 ≠ 𝑣′ , offers virtual services to
service providers. Similarly, the set of service providers is
numbered as 𝒮 = {𝑠|𝑠 ∈ 𝒩, 1 ≤ 𝑠 ≤ |𝒮|}. Following the
assumptions for InPs and MVNOs, it is given that 𝑠 ≠ 𝑠′ .
A service provider 𝑠 offer a set of slice use‑case services
denoted𝒰𝒞𝑠 to subscribers. Herein,𝒰𝒞𝑠 = {ℰ ∪ℳ∪ℛ},
where ℰ,ℳ, and ℛ denote the eMBB, mMTC, and URLLC
slice use cases, respectively.

3.2 Physical network
Additionally, we examine the physical network of the M‑
TTSD network. In this work, the multi‑tier network con‑
sists of macro‑cells, picocells, clustered femtocells, non‑
clustered femtocells, and a Vehicle‑to‑everything (V2X)
tier whose resources are owned and managed by the re‑
spective InPs. Furthermore, we index the tiers by pro‑
ceeding with macro‑cells. The set of macro‑cells owned
by InP 𝑖 is indexed as𝑀𝑖 = {𝑚𝑖|𝑚𝑖 ∈ 𝒩, 1 ≤ 𝑚𝑖 ≤ |𝑀𝑖|}.
Moreover, the set of non‑clustered femtocells owned by
an InP 𝑖 is denoted as ℱ𝑖 = {𝑓𝑖|𝑓𝑖 ∈ 𝒩, 1 ≤ 𝑓𝑖 ≤ |ℱ𝑖|}.
The set of picocells owned by InP 𝑖 is numbered as 𝒫𝑖 =
{𝑝𝑖|𝑝𝑖 ∈ 𝒩, 1 ≤ 𝑝𝑖 ≤ |𝒫𝑖|}. Besides, a cluster of a femto‑
cells is under the coverage area of a picocell and therefore,
the number of clusters is equal to |𝒫𝑖|. Finally, we deϐine
the V2X tier by categorising this tier into two: (i) vehi‑
cles engaged in Vehicle‑to‑Infrastructure (V2I) communi‑
cation layer, and (ii) those engaged in Vehicle‑to‑Vehicle
(V2V) communication layer [47, 48]. Furthermore, it is
important to note that in this paper, we identify users or
vehicles in the V2X tier as URLLC users owing to the pe‑
culiarities of V2X communications [49, 50, 51, 52]. More‑
over, we give a detailed explanation of the V2X layer in
Subsection 3.4.

3.3 Slice‑user categorisation
In this subsection, the slice users in the M‑TTSD network
are categorised primarily according to their slice use‑case
type, slice users’ SP, and the location of the slice user in
the M‑TTSD network. Therefore, the categorisation is as
follows.

1. Cat. I:The set of eMBB,mMTC, andURLLCusers sub‑
scribed to an SP 𝑠 ∈ 𝒮 under the coverage of amacro‑
tier𝑚𝑖 ∈ 𝑀𝑖 belonging to an InP 𝑖 ∈ ℐ are denoted by
ℰ𝑠,𝑚,𝑖 ,ℳ𝑠,𝑚,𝑖 , andℛ𝑠,𝑚,𝑖 .

2. Cat. II: The set of eMBB and mMTC slice users sub‑
scribed to SP 𝑠 ∈ 𝒮 under the coverage of a non‑
clustered femtocell 𝑓𝑖 ∈ ℱ𝑖 managed by an InP 𝑖 ∈ ℐ
are denoted by ℰ𝑠,𝑓𝑖 ,𝑖 andℳ𝑠,𝑓𝑖 ,𝑖 .

3. Cat. III: Similarly, the set of slice users requesting for
eMBB, and mMTC slices subscribed to SP 𝑠 ∈ 𝒮 and
under the coverage of a picocell 𝑝𝑖 ∈ 𝒫𝑖 are indexed
by ℰ𝑠,𝑝𝑖 ,𝑖 andℳ𝑠,𝑝𝑖 ,𝑖 .

4. Cat. IV: Lastly, slice users under the coverage of a
clustered femtocell 𝑝𝑓𝑖 ∈ 𝒫ℱ𝑖 and subscribed to SP
𝑠 ∈ 𝒮, are denoted by ℰ𝑠,𝑝𝑓𝑖 ,𝑖 andℳ𝑠,𝑝𝑓𝑖 ,𝑖 .

3.4 V2X communication model
We model slice users in the V2X‑tier as having similar
URLLC QoS requirements due to their uniqueness [49,
50, 51, 52]. Two widely known approaches to V2X‑
communications are namely [53, 54]: (1) Cellular‑V2X
(C‑V2X), and (2) Dedicated Short Range Communications
(DSRC)which is premised on the IEEE 802:11:P standard.
Owing to the growing popularity of C‑V2X in the com‑
munications and automobile industry and coupled with
other numerous reasons discussed in [55, 56, 57, 58], we
adopt the C‑V2X approach in modelling C‑V2X users in
this work. The set of paired vehicles in the V2V communi‑
cation layer is indexed as𝒲 = {𝑤|𝑤 ∈ 𝒩, 1 ≤ 𝑤 ≤ |𝒲|}.
The PC5 sidelink [55] is employed in the communication
of paired vehicles in the V2V layer. Additionally, the set
of vehicles in the V2I layer (otherwise known as V2N) is
numbered asℛ = {𝑟|𝑟 ∈ 𝒩, 1 ≤ 𝑟 ≤ |ℛ|}. These vehicles
are connected tomacro‑base‑stations alone to reduce the
handover signalling overhead, owing to the large cover‑
age area of the macro‑base‑stations [59].

3.5 Channel model
This paper focuses on the downlink of the M‑TTSD net‑
work. Speciϐically, we employ the link‑layer model de‑
scribed in [60, 61], and the mobility characterisation of
slice users. To this end, the channel modelling stage is
categorised, respectively, into two: (i) static or moder‑
atelymobile slice users, and; (ii) highlymobile slice users.
Without loss of generality, eMBB and mMTC slice users
are assumed to be static or moderately mobile, while
URLLC slice users are categorised as highly mobile.

3.5.1 Static slice users

The channel modelling for static slice users 𝑢𝑠,𝑖 ∈ {ℰ ∪
ℳ} is dependent on large‑scale fading components such
as path loss, shadow fading, and the tier in consideration.
The propagation model is expressed as [62]:

𝜆𝑢,𝑠,𝑗,𝑖 = Λ𝑗 + 35 log(d𝑢,𝑠,𝑗,𝑖) (1)

where d𝑢,𝑠,𝑗,𝑖 is the distance of a slice user 𝑢𝑠,𝑖 from an ac‑
cess point 𝑗 belonging to InP 𝑖. Λ𝑗 denotes the tier depen‑
dent variable. The parameters for the respective tiers are
given in Table 2. The spectrumefϐiciency of the categories
of users described in Subsection 3.3 is given as:
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𝜋𝑢,𝑠,𝑗,𝑖 =
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⎪
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⎪
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⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

log2 ቀ1 +
Ρ𝑠,𝑗,𝑖Δ𝑢,𝑠,𝑗,𝑖

𝜎2 ቁ , ∀𝑗 → 𝑚,

∀ 𝑢𝑠,𝑖 ∈ {ℰ𝑠,𝑚,𝑖 ∪ℳ𝑠,𝑚,𝑖}
∀𝑖 ∈ ℐ

log2 ቀ1 +
Ρ𝑠,𝑗,𝑖Δ𝑢,𝑠,𝑗,𝑖

𝜎2 + ෍
𝑘∈{𝒵}
𝑗≠𝑘

Ρ𝑠,𝑘,𝑖Δ𝑢,𝑠,𝑘,𝑖
ቁ,

𝒵 = ℱ𝑖| 𝑗 → 𝑓𝑖 ; 𝒵 = 𝒫𝑖| 𝑗 → 𝑃𝑖

log2 ቀ1 +
Ρ𝑠,𝑗∈𝑐,𝑖 Δ𝑢,𝑠,𝑗∈𝑐,𝑖

𝜎2 + ෍
𝑝′∈ 𝑐′𝑖
𝑐𝑖≠𝑐

′
𝑖

෍
𝑘∈{𝒫ℱ′𝑖 }
𝑗≠𝑘

𝒫ℱ𝑖≠𝒫ℱ
′
𝑖

Ρ𝑠,𝑘,𝑖Δ𝑢,𝑠,𝑘,𝑖
ቁ,

∀𝑗 → 𝑝𝑓, ∀𝑖 ∈ ℐ,
∀ 𝑢𝑠,𝑖 ∈ {ℰ𝑠,𝑝𝑓,𝑖 ∪ℳ𝑠,𝑝𝑓,𝑖}

where Δ𝑢,𝑠,𝑗,𝑖 denotes the channel gain of the downlink 
between an access point 𝑗 ∈ {𝑚, 𝑓, 𝑝, 𝑝𝑓} owned by InP 
𝑖 and a user 𝑢𝑠,𝑖 subscribed to SP 𝑠 ∈ 𝒮; Δ𝑢,𝑠,𝑗,𝑖 is derived 
from (1). Ρ𝑠,𝑗,𝑖 indicates the downlink transmit power of 
the access point 𝑗 ∈ {𝑚, 𝑓, 𝑝, 𝑝𝑓} belonging to an InP 𝑖; and 
𝜎2 is the background noise. The double summation in (2) 
when 𝑗 → 𝑝𝑓 indicates the associated intra‑cluster inter‑ 
ference, where a cluster 𝑐 comprises femtocells in the cov‑ 
erage of a picocell, and as such, the set of clusters is such 
that 𝒞𝑖 = {𝑐𝑖|𝑐𝑖 ∈ 𝒩, 1 ≤ 𝑐𝑖 ≤ |𝒫𝑖|}.

3.5.2 Highly mobile slice users
As stated in Subsection 3.4, users engaged in V2X commu‑ 
nications are modelled as URLLC slice users. The chan‑ 
nel modelling components of highly mobile users com‑ 
prise large‑scale fading and small‑scale fading compo‑ 
nents. The small‑scale fading component is a result of the 
high mobility characterisation of the vehicles. For a slice 
user 𝑢𝑠,𝑚,𝑖 in the V2N (or V2I) communication layer, the 
large‑scale propagation model is given as follows [63, 64]:

𝜆𝑢,𝑠,𝑗,𝑖 = 128.1 + 37.6 log(d𝑢,𝑠,𝑗,𝑖), 𝑗 → 𝑚, 𝑖 ∈ ℛ𝑠,𝑚,𝑖 (3)

Herein, d𝑢,𝑠,𝑗,𝑖 , denotes the distance between a slice user 
𝑢𝑠,𝑖 (i.e., a vehicle) and the macro‑base‑station 𝑚𝑖 . Fol‑ 
lowing categorisation of slice users in the V2X tier in Sub‑ 
section 3.4, the large‑scale fading propagation model of

Table 2 – Tier dependent variable for propagation model.

Tier Λ𝑗 (dB)
𝑗 → 𝑚 30
𝑗 → 𝑝 35
𝑗 → 𝑓 40
𝑗 → 𝑝𝑓 40

slice users (i.e., vehicle) in the V2V‑communication layer
is given as [65]:

𝜆𝑢,𝑤,𝑚,𝑖 =

⎧
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎩

41 + 22.7 log(3) + 20 log ൫ℎ/5൯,
d𝑢,𝑠,𝑤 ≤ 3

41 + 22.7 log(d𝑢,𝑠,𝑤) + 20 log ൫ℎ/5൯,
d𝑢,𝑠,𝑤 ≤ d𝑡ℎ𝑟𝑒𝑠

9.45 + 40 log(d𝑢,𝑠,𝑤) + 2.7 log ൫ℎ/5൯
− 17.3 log ൫𝛽𝑤 − 1൯൫𝛽𝑢,𝑠,𝑚,𝑖 − 1൯,

d𝑡ℎ𝑟𝑒𝑠 ≤ d𝑢,𝑠,𝑤
(4)

where d𝑢,𝑠,𝑤 denotes the distance between a vehicle 𝑢𝑤 ∈
𝒲 engaged in transmission mode and another slice user
(i.e., vehicle) 𝑢𝑠,𝑚,𝑖 ∈ ℛ𝑠,𝑚,𝑖 . The notations ℎ, 𝛽𝑢,𝑠,𝑚,𝑖 , and
𝛽𝑤 denote the carrier frequency in GHz; the effective an‑
tenna height of the vehicles in V2N and V2V communica‑
tion layers. The distance threshold denoted as d𝑡ℎ𝑟𝑒𝑠 in
(4) takes the following form [65]:

d𝑡ℎ𝑟𝑒𝑠 =
4(𝛽𝑤)(𝛽𝑢,𝑠,𝑚,𝑖)ℎ/5

𝑙 (5)

where 𝑙 represents the speed of light. Based on (4), the
spectrum efϐiciency of URLLC users in the V2N communi‑
cation layer is given as:

𝜋𝑢,𝑠,𝑚,𝑖 = log2 ቀ1+
Ρ𝑠,𝑚,𝑖 Δ𝑢,𝑠𝑝,𝑚,𝑖 |𝜁𝑢,𝑠,𝑚,𝑖|2

𝜎2 + ෍
𝑤∈{𝒲}
𝑤≠𝑢

Ρ𝑢,𝑤 Δ𝑢,𝑠,𝑤 |𝜁𝑢,𝑤|2
ቁ (6)

The small‑scale fading components are captured in (6) by
the notations 𝜁𝑢,𝑠,𝑚,𝑖 and 𝜁𝑢,𝑤 . Note that the small‑scale
fast fading component is independent and identically dis‑
tributed (i.i.d) as 𝒞𝒩(0, 1). In Fig. 3, we give an illustra‑
tion of the V2X tier.

Interference

V2V Link

V2I Link

V2V Tx

V2V Rx

V2I Rx

MBS

Fig. 3 – Illustration of the V2X‑tier.

(2)
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4. MULTI‑DOMAINGAMES FRAMEWORK

Recently, mathematical economics and business manage‑
ment approaches have been employed in designing radio
resource management frameworks [7, 66]. To this end,
the concepts of FM have played a signiϐicant role in the
modelling of our M‑TTSD network. Without loss of gen‑
erality, we model an InP 𝑖 ∈ ℐ as a seller, an MVNO 𝑣 ∈ 𝒱,
and an SP 𝑠 ∈ 𝒮 being buyer/seller depending on the hier‑
archical level in the M‑TTSD network. This is illustrated
in Fig. 4. Following the thesis of FM, we assume, the re‑
sources traded in the market are non‑storable and divis‑
ible. For instance, spectrum or bandwidth can be traded
in an M‑TTSD network.

InP 
Seller

MVNO
Buyers

MVNO
Sellers

SP
Buyers

InP 1 InP 2 InP i

...

SP1 SP2 SPn

MVNO 1 MVNO 2 MVNO d

...

...

Fig. 4 – An illustration of the multi‑domain games framework.

To design an efϐicient framework, we adopt a multistage
auction mechanism owing to its ability to model interac‑
tions of the respective network entities as they trade net‑
work resources [7, 67]. A simplistic information ϐlow in
Fig. 4 is shown in Fig. 5, which also may be adapted for a
multiple resource scenario.

Slice
User SP MVNO InP

Start
, ,

End

Fig. 5 – A simplistic illustration of information ϐlow in themulti‑domain
games framework.

We consider a business model in which the InP 𝑘 ∈ ℐ
has a set of resources such as radio spectrum, computa‑
tional memory, given as ℋ𝑘 = (ℎ1, ℎ2, … , ℎ𝑜). Further‑
more, the MVNOs bid for resources of the respective InPs
ℐ, such that resources purchased by the MVNO set 𝒱 is
given as 𝜸 = (𝜸1, 𝜸2, … , 𝜸𝒗). We succinctly state that
𝜸𝒅 = (𝛾𝑑,1, 𝛾𝑑,2, … , 𝛾𝑑,𝑖) such that 𝑑 ∈ 𝒱 and 𝑖 ∈ ℐ, ad‑
ditionally, 𝛾𝑑,𝑘 denotes the share of the resources of InP
𝑘 allocated to MVNO 𝑑. Given that an InP can have more
than one resource type as explained earlier, thus 𝛾𝑑,𝑘 =
(𝐻𝑑,𝑘,1, 𝐻𝑑,𝑘,2, … , 𝐻𝑑,𝑘,𝑜), where 𝐻𝑑,𝑘,𝑜 is the share of re‑

source typeℎ𝑜 ownedby InP𝑘 that is allocated toMVNO𝑑
and𝐻𝑑,𝑘,𝑜 ≥ 0. We assume, an InP and anMVNO can exer‑
cise their Individual Rationality (IR) when 𝐻𝑑,𝑘,𝑜 = 0. In
an M‑TTSD network, since an InP can trade its resources
with interested MVNOs, hence

෍
𝑑∈𝒱

𝐻𝑑,𝑘,𝑜 ≤ 1, ∀𝑘 ∈ ℐ, ∀ℎ𝑜 ∈ ℋ𝑘 . (7)

AnMVNO bids𝜓𝑑,𝑘 for the resources of an InP taking into
consideration its resource preference factor Pr𝑑,𝑘,ℎ𝑜 . The
resource preference Pr𝑑,𝑘,ℎ𝑜 shows the importance of a
particular resource ℎ𝑜 owned by InP 𝑘 to MVNO 𝑑. It is
of the form given by:

෍
ℎ𝑜∈ℋ𝑘

Pr𝑑,𝑘,ℎ𝑜 = 1, ∀𝑘 ∈ ℐ, ∀𝑑 ∈ 𝒱 (8)

where Pr𝑑,𝑘,ℎ𝑜 ≥ 0 and with Pr𝑑,𝑘,ℎ𝑜 = 0 indicating that
an MVNO is not interested in a particular resource of an
InP. Moreover, 𝜓𝑑,𝑘 ≥ 0 and if an MVNO bids 𝜓𝑑,𝑘 = 0,
this indicates the MVNO is not interested in bidding for a
particular resource. To this end, the price of a resource
𝜌ℎ𝑜 ,𝑘 of an InP 𝑘 is expressed as:

𝜌ℎ𝑜 ,𝑘 = ෍
𝑑∈𝒱

𝜓𝑑,𝑘Pr𝑑,𝑘,ℎ𝑜 , ∀𝑘 ∈ ℐ, ℎ𝑜 ∈ ℋ𝑘 (9)

Thus, the share of resource ℎ𝑜 of InP 𝑘 allocated to MVNO
𝑑 is given as:

𝐻𝑑,𝑘,𝑜 =
𝜓𝑑,𝑘
𝜌𝑜,𝑘

Pr𝑑,𝑘,ℎ𝑜 (10)

Next, we take a close‑up view of the bidding vector of a
MVNO. To this end, anMVNO 𝑑 can bid for resources from
different InPs such that for ease of exposition, the bidding
vector𝝍𝒅 = (𝜓𝑑,1, 𝜓𝑑,2, … , 𝜓𝑑,𝑖). On the other hand, if we
denote the bidding budget of an MVNO by 𝜃𝑑 , hence

෍
𝑘∈ℐ

𝜓𝑑,𝑘 ≤ 𝜃𝑑 , ∀𝑑 ∈ 𝒱 (11)

In this case, 𝜓𝑑,𝑘 is such that it creates IC for an InP
𝑘, otherwise, resource trading cannot take place. We
also consider the MVNO‑SP auction stage. In this case,
a set of SPs bids for the resources of an MVNO. Thus,
𝛼 = (𝜶1, 𝜶2, … , 𝜶𝒔) such that 𝜶𝒏 = (𝛼𝑛,1, 𝛼𝑛,2, … , 𝛼𝑛,𝑒),
with 𝛼𝑛,𝑒 denoting the share of the resources MVNO 𝑒 ∈
𝒱 allocated to SP 𝑛 ∈ 𝒮. Given that an MVNO can
have more than one resource type, therefore, 𝛼𝑛,𝑒 =
(𝐿𝑛,𝑒,1, 𝐿𝑛,𝑒,2, … , 𝐿𝑛,𝑒,𝑙). Here, 𝐿𝑛𝑒𝑙 is the share of resource
𝐿𝑙 allocated to SP 𝑛 ∈ 𝒮 by MVNO 𝑒 ∈ 𝒱. Hence, in the
M‑TTSD network, the resources allocated by an MVNO to
a set of SPs is such that:

෍
𝑛∈𝒮

𝐿𝑛,𝑒,𝑙 ≤ 1, ∀𝑒 ∈ 𝒱, ∀𝑙 ∈ ℒ (12)
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Pr𝑛,𝑒,𝑙 , then

෍
𝑙∈ℒ

Pr𝑛,𝑒,𝑙 ≤ 1, ∀𝑒 ∈ 𝒱, ∀𝑛 ∈ 𝒮, (13)

The bid 𝛿𝑛,𝑒 placed by an SP 𝑛 ∈ 𝒮 to an MVNO 𝑒 ∈ 𝒱 is
such that 𝛿𝑛,𝑒 ≥ 0. With Pr𝑛,𝑒,𝑙 = 0, then SP 𝑛 ∈ 𝒮 does
not place a bid for MVNO 𝑒 ∈ 𝒱 resources. Besides, 𝛿𝑛𝑒
is such that it is IC for MVNO 𝑒 ∈ 𝒱, otherwise, the bid is
rejected. Hence, resource price of theMVNO 𝑒 ∈ 𝒱 is such
that:

𝜙𝑒,𝑙 = ෍
𝑛∈𝒮

𝛿𝑛,𝑒Pr𝑛,𝑒,𝑙 , 𝑒 ∈ 𝒱, 𝑙 ∈ ℒ (14)

Thus, the share of resource type 𝐿𝑛,𝑒,𝑙 an SP𝑛 ∈ 𝒮 receives
from an MVNO 𝑒 ∈ 𝒱 is given as:

𝐿𝑛,𝑒,𝑙 =
𝛿𝑛,𝑒
𝜙𝑒,𝑙

Pr𝑛,𝑒,𝑙 . (15)

If we denote the bidding vector of an SP 𝑛 ∈ 𝒮 as 𝜹𝒏 =
(𝛿𝑛,1, 𝛿𝑛,2, … , 𝛿𝑛,𝑒) owing to the ability of an SP to bid for
resources from several MVNOs, thus:

෍
𝑒∈𝒱

𝛿𝑛,𝑒 ≤ 𝜇𝑛 , ∀𝑛 ∈ 𝒮𝒫 (16)

where 𝜇𝑛 denotes the bidding budget of an SP. This im‑
plies that the utility of theMVNO is based on the revenues
accrued from the auction of network resources to SPs. On
the other hand, SPs provide different slice use‑cases con‑
tracts to subscribed users. It is important to reiterate that
InPs, MVNOs, and SPs are individually rational and con‑
sider the IC of a bid offered before they release their re‑
sources.
For ease of exposition, an MVNO 𝑒 ∈ 𝒱 in the InP‑MVNO
hierarchical stage maximises its utility 𝒰𝑒 derived from
its bidding vector 𝜓𝑒 in the form given as:

𝒰𝑒 = argmax ൫ 𝜓𝑒,1
𝜓𝑒,1 + 𝜓′

𝑒,1
, 𝜓𝑒,2
𝜓𝑒,2 + 𝜓′

𝑒,2
, ⋯ , 𝜓𝑒,𝑖

𝜓𝑒,𝑖 + 𝜓′
𝑒,𝑖
൯

(17)s.t.
C1: ෍

𝑖∈ℐ
𝜓𝑒,𝑖 ≤ 𝜃𝑒 , ∀𝑒 ∈ 𝒱

C2: ෍
𝑘∈ℐ

ℬ𝑘 𝛾𝑒,𝑘 ≥ ෍
𝑞∈𝒮

𝜒𝑞 , ∀𝑒 ∈ 𝒱

C3: 𝜓𝑒,𝑖 ≥ 0, ∀𝑒 ∈ 𝒱, ∀𝑖 ∈ ℐ
where the sum of the bids of other MVNOs 𝑒 ≠ 𝑒′ is
denoted by 𝜓′

𝑒,𝑖 . Constraint C1 ensures the sum of the
bids of an MVNO for the resources of the respective InPs
does not exceed its budget 𝜃𝑒 . Constraint C2 ensures that
the total load demand for a set of SPs bidding for the
resources of the MVNO is met by the sum of resources
purchased by the MVNO from the respective InPs. Con‑
straint C3 ensures that a bid value is non‑negative and
also an MVNO can decide not to place a bid such that
𝜓𝑒,𝑖 = 0.

Similarly, at the SP‑MVNO hierarchical layer, the utility
𝒰𝑛 of SP 𝑛 ∈ 𝒮 playing the multi‑domain multi‑tenant
game is of the form given as:

𝒰𝑛 = argmax ൫ 𝛿𝑛,1
𝛿𝑛,1 + 𝛿′𝑛,1

, 𝛿𝑛,2
𝛿𝑛,2 + 𝛿′𝑛,2

, ⋯ , 𝛿𝑛,𝑒
𝛿𝑛𝑒 + 𝛿′𝑛,𝑒

൯

(18)
s.t.
C4: ෍

𝑒∈𝒱
𝛿𝑛,𝑒 ≤ 𝜇𝑛 ∀𝑛 ∈ 𝒮

C5: ෍
𝑛∈𝒮

𝒞𝑒 𝛼𝑛,𝑒 ≥ ෍
𝑢∈𝒮𝑠𝑝

𝜈𝑢 ∀𝑒 ∈ 𝒱

C6: 𝛿𝑛,𝑒 ≥ 0 ∀𝑛 ∈ 𝒮, ∀𝑒 ∈ 𝒱

′
𝑛

where the sum of bids of other SPs 𝑛 ≠ 𝑛′ is denoted by 
𝛿 ,𝑒 . We guarantee that the bid budget of an SP is not ex‑ 
ceeded in Constraint C4. In constraint C5, the demands of 
the respective subscribers are met by their SP. Lastly, in 
constraint C6, a bid value is ensured to be non‑negative 
and also an SP can decide not to place a bid such that 
𝛿𝑛,𝑒 = 0.

5. RESOURCE ALLOCATION FRAMEWORK
In this section, we describe the service provider‑slice 
users’ communication layer, the latency and delay model 
employed in this work and the resource allocation frame‑ 
work.
5.1 Service Provider‑slice user layer
In this work, without loss of generality, it is assumed that 
a slice user 𝑢𝑠,𝑖 ∈ {ℰ ∪ ℳ ∪ ℛ} is subscribed to one SP 
𝑔 ∈ 𝒮 at a time. Moreover, this assumption is downplayed 
by the ability of SPs to bid for resources from different 
MVNOs, and by extension InPs as the case may be. To this 
end, the QoS requirements of the respective slice users are 
satisfactorily met. Furthermore, the QoS requirements of 
the slice users are dynamically met by taking into consid‑ 
eration the cell load, tier load, bid budget, associated in‑ 
terference, slice users’ distribution and location, slice use‑ 
case QoS requirement, delay and latency thresholds.

5.2 Latency and delay model
In a similar trend with the work in [68], the link layer 
model and effective capacity theory in the seminal work 
of [60, 61] are employed in addressing latency and ser‑ 
vice rate requirements of slice users. The link layer model 
[60, 61] gained wide acceptance due to the ease of imple‑ 
mentation, and uncomplicated translation of decisive QoS 
requirements such as delay bounds, probability of packet 
loss, and packet arrival rate. While the effective capac‑ 
ity of a slice ensures that the QoS requirements are met 
at a maximum packet arrival rate, it leverages the aver‑ 
age packet 𝜂𝑠,ℎ,𝑖 , maximum delay bound threshold 𝐷𝑚𝑎𝑥 , 
a delay‑bound violation probability 𝜉. Thus, the effective 
capacity for a slice user 𝑢𝑠,𝑗,𝑖 ∈ {ℳ ∪ ℛ} is given as [68, 61]:

Next, we consider the preference of SP 𝑛 ∈ 𝒮 for the re‑ 
sources of MVNO 𝑒 ∈ 𝒱. If we denote preference factor by
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𝜒(𝜈𝑢,𝑠,𝑖) = lim
𝑡→∞

1
𝑡

1
𝜈𝑢,𝑠,𝑖

log𝔼ൣ𝑒𝜈𝑢,𝑠,𝑖 𝑄𝑡𝑢,𝑠,𝑖൧ (19)

where the QoS exponent is denoted by 𝜈𝑢,𝑠,𝑖 , and the
source packet arrival rate over the time interval [0, 𝑡) is
denoted by 𝑄𝑡

𝑢,𝑠,𝑖 . By employing the theory of large devi‑
ations [69] and the application of a moment generating
function [70] to (19), the work in [68, 61], shows that the
minimumachievable rate 𝜗𝑡ℎ𝑟𝑒𝑠𝑢,𝑠,𝑖 of a slice 𝑢𝑠,𝑗,𝑖 ∈ {ℳ∪ℛ}
can be expressed as:

𝜗𝑡ℎ𝑟𝑒𝑠𝑢,𝑠,𝑖 = −
𝐿𝑢,𝑠𝑝,𝑖 log(𝜉)

𝐷𝑚𝑎𝑥 log𝑒(1 −
log(𝜉)

𝐷𝑚𝑎𝑥𝜂𝑢,𝑠,𝑖
)

(20)

where the packet size and delay bound violation proba‑ 
bility threshold are denoted as 𝐿𝑢,𝑠,𝑖 and 𝜉, respectively.

5.3 Resource allocation model
Herein, to meet slice users’ demands, the resources from 
the respective MVNOs and by extension, the InPs, are 
pooled by an SP and then allocated to slice users in a dy‑ 
namic manner similar to the work in [68]. However, un‑ 
like [68], we consider a distributed resource allocation 
framework in which an SP has control over its allocation 
process rather than a centralised approach. Moreover, 
the utility of a slice user 𝒇(𝜗𝑢,𝑠,𝑗,𝑖) is expressed as [71, 20, 67]:

𝒇(𝜗𝑢,𝑠,𝑗,𝑖) =
⎧

⎨
⎩

𝜗1−𝑏𝑢,𝑠,𝑗,𝑖
1 − 𝑏 , 𝑏 ≠ 1

log(𝜗𝑢,𝑠,𝑗,𝑖), 𝑏 = 1
(21)

where 𝒇(𝜗𝑢,𝑠,𝑗,𝑖) is expressed as:

𝜗𝑢,𝑠,𝑗,𝑖 = 𝒴𝑖,𝑠 ⋅ 𝑇𝑠,𝑗,𝑖 ⋅ 𝜑𝑢,𝑠,𝑗,𝑖 ⋅ 𝜋𝑢,𝑠,𝑗,𝑖 . (22)

The weight of a resource type belonging to InP 𝑖 allocated 
to SP 𝑠 is denoted by 𝒴𝑖,𝑠 . We represent the tier‑slice ra‑ 
tio of the resource by 𝑇𝑠,𝑗,𝑖 , and 𝜑𝑢,𝑠,𝑗,𝑖 denotes the slice 
user ratio. The spectrum efϐiciency 𝜋𝑢,𝑠,𝑗,𝑖 is given in (2) 
and the spectrum efϐiciency 𝜋𝑢,𝑠,𝑗,𝑖 is strictly concave and 
strictly increases i.e., non‑decreasing values of 𝑏 ≥ 0. In 
this work, we adopt logarithmic utility in (22) when 𝑏 = 1. 
The logarithmic utility ensures proportional fair rate allo‑ 
cations.

6. PROBLEM FORMULATION
In this section, a latency‑aware, bid‑aware, and dis‑ 
tributed resource allocation problem in the hierarchical 
layers of an M‑TTSD network is examined. First, the over‑ 
all utility of an SP is investigated by formulating a utility 
maximisation problem in the SP‑user hierarchical layer. 
We adopt additive utility given in [72, 73] to determine 
the overall utility of an SP. Additive utility assumes pref‑ 
erential independence between attributes such that the 
total associated utility of an SP is the aggregation of the
utility of individual slice users.

In order to fully maximise the utility of the respective SP 
in the M‑TTSD network, we formulate a joint tier‑domain 
user‑association SP‑slice user resource allocation prob‑ 
lem in the (P1).
Constraint (23)a guarantees that the minimum achievable 
rate for each slice use‑case is met for all the slice users de‑ 
scribed in the categorisation in Subsection 3.3 and for the 
respective tiers and domains. Constraint (23)b ensures 
that a slice user is associated with only one access net‑ 
work in a tier and by extension, can only be associated 
with one domain network. Constraint (23)c ensures the 
domain‑slice user association restriction such that, a user 
𝑢 subscribed to SP 𝑠 is associated with domain 𝑖 when 
Υ𝑖,𝑠,𝑢 = 1, and otherwise not associated with the do‑ 
main with Υ𝑖,𝑠,𝑢 = 0. A user can only be associated with 
one domain only. Similarly, Constraint (23)d enforces the 
tier‑slice user association restriction. A slice user 𝑢 sub‑ 
scribed to SP 𝑠 is associated with a tier 𝑗 when Ω𝑗,𝑠,𝑢 = 1, 
and otherwise when Ω𝑗,𝑠,𝑢 = 0. Moreover, constraints 
(23)e ‑ (23)h highlight that the sum of slice user ratio
𝜑𝑢,𝑠,𝑗,𝑖 of a resource does not exceed the resource size for
respective tiers. Besides, constraints (23)i ‑ (23)l indicate
the slice user ratio which is the fractional allocation of re- 
sources allocated to a slice user. To this end, the slice user
ratio lies between 0 and 1, hence, it is a positive value.
Furthermore, we investigate the resource allocation chal‑ 
lenge in the MVNO hierarchical layer. We formulate a
utility maximisation optimisation problem in MVNO‑SP
layer by employing additive utility similar to the SP‑slice
user utility maximisation problem in (P2). The total util‑ 
ity of MVNO 𝑑 is the aggregation of the utility of SPs re‑ 
lated to the resources of MVNO 𝑑. Constraint (24)a guar‑ 
antees that aggregation of resource 𝛼𝑛,𝑘 allocated to SP 𝑛
by MVNO 𝑑 does not exceed the resource 𝛾𝑑𝑘 bid for by
MVNO 𝑑 from InP 𝑘. Besides, constraint (24)b estab‑ 
lishes the Business‑to‑Business (B2B) relationship ∇𝑛,𝑘
between an SP 𝑛 and an InP 𝑘. When a slice user sub‑ 
scribed to SP is associated with a domain network man‑ 
aged by an InP 𝑘, ∇𝑛,𝑘 = 0, otherwise resources of InP 𝑘
cannot be utilised. In addition, constraint (24)c ensures
the resource share 𝛼𝑛,𝑘 of MVNO 𝑘 resource allocated to
SP 𝑛 lies between 0 and 1. Moreover, the IC for MVNOs is
guaranteed in constraint (24)d. To this end, the sum bids
𝛿𝑛,𝑑 of SPs associated with MVNO 𝑑 must exceed the sum
of  the  bids 𝜓𝑑𝑘  placed  by  MVNO  𝑑  for  the resources of
InPs associated with it.

ITU Journal on Future and Evolving Technologies, Volume 2 (2021), Issue 6, 23 September 2021



(P1) ∶ max
Υ,Ω,𝜑

෍
𝑖∈ℐ

෍
𝑗∈{𝑚,𝑓,𝑝,𝑝𝑓}

෍
𝑢∈{ℰ∪ℳ∪ℛ}

Υ𝑖,𝑠,𝑢 Ω𝑗,𝑠,𝑢 𝒇(𝜗𝑢,𝑠,𝑗,𝑖)

s.t.: Υ𝑖,𝑠𝑝,𝑢 Ω𝑗,𝑠,𝑢[𝜗𝑢,𝑠,𝑗,𝑖 − 𝜗𝑡ℎ𝑟𝑒𝑠𝑢,𝑠,𝑖 ] ≥ 0 𝑢 ∈ {ℰ ∪ℳ ∪ℛ}, 𝑗 ∈ {𝑚, 𝑓, 𝑝, 𝑝𝑓} (23)a

෍
𝑖∈ℐ

෍
𝑗∈{𝑚,𝑓,𝑝,𝑝𝑓}

Υ𝑖,𝑠,𝑢 Ω𝑗,𝑠,𝑢 ≤ 1 𝑠 ∈ 𝒮, 𝑢 ∈ {ℰ ∪ℳ ∪ℛ} (23)b

Υ𝑖,𝑠,𝑢 ∈ {0, 1} 𝑢 ∈ {ℰ ∪ℳ ∪ℛ}, 𝑖 ∈ ℐ, 𝑠 ∈ 𝒮 (23)c
Ω𝑗,𝑠𝑝,𝑢 ∈ {0, 1} 𝑗 ∈ {𝑚, 𝑓, 𝑝, 𝑝𝑓}, 𝑢 ∈ {ℰ ∪ℳ ∪ℛ} (23)d

෍
𝑚𝑖∈𝑀𝑖

෍
𝑢∈{ℰ𝑠,𝑚,𝑖∪ℳ𝑠,𝑚,𝑖∪ℛ𝑠,𝑚,𝑖}

Υ𝑖,𝑠,𝑢 Ω𝑗,𝑠,𝑢 𝜑𝑢,𝑠,𝑗,𝑖 = 1, 𝑠 ∈ 𝒮, 𝑖 ∈ ℐ (23)e

෍
𝑓𝑖∈ℱ𝑖

෍
𝑢∈{ℰ𝑠,𝑓,𝑖 ∪ ℳ𝑠,𝑓,𝑖}

Υ𝑖,𝑠,𝑢 Ω𝑗,𝑠,𝑢 𝜑𝑢,𝑠,𝑓,𝑖 = 1, 𝑠 ∈ 𝒮, 𝑖 ∈ ℐ (23)f

෍
𝑝𝑖∈𝒫𝑖

෍
𝑢∈{ℰ𝑠,𝑝,𝑖 ∪ ℳ𝑠,𝑝,𝑖}

Υ𝑖,𝑠,𝑢 Ω𝑗,𝑠,𝑢 𝜑𝑢,𝑠,𝑝,𝑖 = 1, 𝑠 ∈ 𝒮, 𝑖 ∈ ℐ (23)g

෍
𝑝𝑖∈𝒫𝑖

෍
𝑝𝑓𝑖∈𝒫ℱ𝑖

෍
𝑢∈{ℰ𝑠,𝑝𝑓,𝑖 ∪ ℳ𝑠,𝑝𝑓,𝑖}

Υ𝑖,𝑠,𝑢 Ω𝑗,𝑠,𝑢 𝜑𝑢,𝑠,𝑝𝑓,𝑖 = 1, 𝑠 ∈ 𝒮, 𝑖 ∈ ℐ (23)h

𝜑𝑢,𝑠,𝑚,𝑖 = (0, 1) 𝑢 ∈ {ℰ𝑠,𝑚,𝑖 ∪ℳ𝑠,𝑚,𝑖 ∪ ℛ𝑠,𝑚,𝑖} (23)i
𝜑𝑢,𝑠,𝑓,𝑖 = (0, 1) 𝑢 ∈ {ℰ𝑠,𝑓,𝑖 ∪ℳ𝑠,𝑓,𝑖} (23)j
𝜑𝑢,𝑠,𝑝,𝑖 = (0, 1) 𝑢 ∈ {ℰ𝑠,𝑝,𝑖 ∪ℳ𝑠,𝑝,𝑖} (23)k
𝜑𝑢,𝑠,𝑝𝑓,𝑖 = (0, 1) 𝑢 ∈ {ℰ𝑠,𝑝𝑓,𝑖 ∪ℳ𝑠,𝑝𝑓,𝑖} (23)l

(P2) ∶ max
Υ,Ω

෍
𝑛∈𝒮

𝛿𝑛,𝑑 ቌ ෍
𝑘∈ℐ

∇𝑛,𝑘 𝛼𝑛𝑑 𝛾𝑑𝑘 ℬ𝑘ቍ

s.t.: ෍
𝑛∈𝒮𝒫

𝛼𝑛𝑑 ≤ 𝛾𝑑𝑘 𝑘 ∈ ℐ, 𝑑 ∈ 𝒱 (24)a

∇𝑛,𝑘 ∈ {0, 1} 𝑛 ∈ 𝒮, 𝑘 ∈ ℐ (24)b
𝛼𝑛,𝑘 ∈ (0, 1) 𝑛 ∈ 𝒮, 𝑘 ∈ ℐ (24)c

෍
𝑛∈𝒮

𝛿𝑛,𝑑 ≥෍
𝑘∈ℐ

𝜓𝑑𝑘 𝑑 ∈ 𝒱 (24)d

7. PROPOSED SOLUTIONS

In this section, we give an in‑depth description of the pro‑ 
posed solutions to the latency and bid aware dynamic re‑ 
source allocation problem in an M‑TTSD network stated in 
(P1) and (P2). First, the objective function in (P1) is re‑ 
formulated for tractability and complexity reduction us‑ 
ing the hierarchical decomposition technique [74]. For 
clarity, readability, and without the abuse of notations, in 
the  reformulation  of  (P1), we drop indexes in Υ𝑖,𝑠,𝑢, Ω𝑗,𝑠,𝑢 
and 𝒇(𝜗𝑢,𝑠,𝑗,𝑖). (P1) is transformed into (P1′) taking into 
consideration the physical network described in 
Subsection 3.2 and the categories of slice users in 
Subsection 3.3.

(P1′) ∶max
Υ,Ω

෍
𝑖∈ℐ

෍
𝑚∈𝑀

෍
𝑢∈{ℰ∪ℳ∪ℛ}

Υ𝑖,𝑢 Ω𝑚,𝑢 𝒇(𝜗𝑢,𝑚,𝑖)

+෍
𝑖∈ℐ

෍
𝑓𝑖∈ℱ𝑖

෍
𝑢∈{ℰ∪ℳ}

Υ𝑖,𝑢 Ω𝑓,𝑢 𝒇(𝜗𝑢,𝑓,𝑖)

+෍
𝑖∈ℐ

෍
𝑝𝑖∈𝒫𝑖

෍
𝑢∈{ℰ∪ℳ}

Υ𝑖,𝑢 Ω𝑝,𝑢 𝒇(𝜗𝑢,𝑝,𝑖)

+෍
𝑖∈ℐ

෍
𝑝𝑖∈𝒫𝑖

෍
𝑝𝑓𝑖∈𝒫ℱ𝑖

෍
𝑢∈{ℰ∪ℳ}

Υ𝑖,𝑢 Ω𝑝𝑓,𝑢 𝒇(𝜗𝑢,𝑝𝑓,𝑖)
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For ease of exposition, we give an in‑depth breakdown
of (P1′) by employing hierarchical decomposition [74]
in Appendix A. We proceed by addressing the slice user
multi‑tiermulti‑domain association problem ingrained in
(P1′).

7.1 Slice user multi‑tier multi‑domain associ‑
ation problem

Furthermore, we address the slice user multi‑tier multi‑
domain association problem in an M‑TTSD network by
adopting the following approaches: (i) QoS in multi‑
domain networks [75], and (ii) association of users in
heterogeneous networks [76, 77]. To this end, we for‑
mulate the association problem in an M‑TTSD network
as a maximisation optimisation problem given in sub‑
problem (P3) as:

(P3) ∶ max
Υ,Ω

෍
𝑖∈ℐ

෍
𝑗∈{𝑚,𝑓,𝑝,𝑝𝑓}

෍
𝑢∈{ℰ∪ℳ∪ℛ}

Υ𝑖,𝑠,𝑢 Ω𝑗,𝑠,𝑢

s.t.: ෍
𝑖∈ℐ

෍
𝑗∈{𝑚,𝑓,𝑝,𝑝𝑓}

Υ𝑖,𝑠,𝑢 Ω𝑗,𝑠,𝑢 ≤ 1, ∀𝑢, ∀𝑠

(25)a
Υ𝑖,𝑠,𝑢 ∈ {0, 1} ∀𝑖, ∀𝑢, ∀𝑠 (25)b
Ω𝑗,𝑠,𝑢 ∈ {0, 1} ∀𝑗, ∀𝑢, ∀𝑠 (25)c

In addressing sub‑problem (P3), we consider the pecu‑
liarities of each tier such as slice types it can accommo‑
date, coverage radius, transmit power. We ensure that a
slice user can only associate with one tier and by exten‑
sion associate with only one domain network by ensur‑
ing constraint (25)a is enforced. Moreover, constraints
(25)b and (25)c help to relax constraint (25)a by ensur‑
ing the sum of the products in (25)a equals one for a slice
user to be admitted to a tier in a particular domain net‑
work. It is important to note that the expressions (50)‑
(53) were employed in the breakdown of the objective
function in sub‑problem (P3). Additionally, the many‑
to‑one concept in matching theory [78, 79] is adopted
in our proposed multi‑tier multi‑domain slice user algo‑
rithm. This is a result of the practicability in M‑TTSD
networks. Fig. 6 illustrates the multi‑tier multi‑domain
slice user matching algorithm proposed to solve sub‑
problem (P3). Moreover, we give the pseudo‑code of
the multi‑tier multi‑domain slice user algorithm in Alg.1.
For ease of exposition, expression (26) gives an insight
into the mathematical representation of matching ma‑
trix for a slice 𝑢 ∈ {ℰ𝑠,𝑝𝑓𝑖 ,𝑖 ∪ ℳ𝑠,𝑝𝑓𝑖 ,𝑖}. In Alg.1, 𝚯 =
{𝜋𝑢,𝑠,𝑚,𝑖 , 𝜋𝑢,𝑠,𝑝,𝑖 , 𝜋𝑢,𝑠,𝑝𝑓,𝑖 , 𝜋𝑢,𝑠,𝑚,𝑘 , 𝜋𝑢,𝑠,𝑝,𝑘 , 𝜋𝑢,𝑠,𝑝𝑓,𝑘}.
Additionally, 𝚷 = {𝜋𝑢,𝑠,𝑚,𝑖 , 𝜋𝑢,𝑠,𝑓,𝑖 , 𝜋𝑢,𝑠,𝑚,𝑘 , 𝜋𝑢,𝑠,𝑓,𝑘}, 𝚫 =
{𝜋𝑢,𝑠,𝑚,𝑖 , 𝜋𝑢,𝑠,𝑝,𝑖 , 𝜋𝑢,𝑠,𝑚,𝑘 , 𝜋𝑢,𝑠,𝑝,𝑘}, 𝚲 = {𝜋𝑢,𝑠,𝑚,𝑖 , 𝜋𝑢,𝑠,𝑚,𝑘}.
For ease of exposition, expression (26) gives an insight
into the mathematical representation of matching matrix
for a slice 𝑢 ∈ {ℰ𝑠,𝑝𝑓𝑖 ,𝑖 ∪ℳ𝑠,𝑝𝑓𝑖 ,𝑖}.

pfi pfk...

...pi

...

pk

...

fi
fk

mi mk

InP i InP k

Fig. 6 – Multi‑tier multi‑domain slice user matching game.

𝐀 =
⎡
⎢
⎢
⎣

Ω𝑝𝑓1 Ω𝑝1 Ω𝑚1
Ω𝑝𝑓2 Ω𝑝2 Ω𝑚2
⋮ ⋮ ⋮

Ω𝑝𝑓𝑖 Ω𝑝𝑖 Ω𝑚𝑖

⎤
⎥
⎥
⎦
⊙

⎡
⎢
⎢
⎣

Υ1,𝑝𝑓1 Υ1,𝑝1 Υ1,𝑚1
Υ2,𝑝𝑓2 Υ2,𝑝2 Υ2,𝑚2
⋮ ⋮ ⋮

Υ𝑖,𝑝𝑓𝑖 Υ𝑖,𝑝𝑖 Υ𝑖,𝑚𝑖

⎤
⎥
⎥
⎦

(26)

Solving the multi‑tier multi‑domain user association
sub‑problem (P3) gives room to further address the
utility maximisation problem stated in (P1′). To this
end, we further transform (P1′) to reϐlect variables of
the utility function given in expressions (21)‑(22) and
user association carried out in solving sub‑problem (P3).
Therefore, we rewrite (P1′) to give (P1′′) in (27). It is
important to note that logarithmic rule is applied to the
expression (22) to reduce the complexity of solving (P1′′),
thereby splitting the decision variables of𝑇𝑠,𝑗,𝑖 and𝜑𝑢,𝑠,𝑗,𝑖 .
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Algorithm 1Multi‑tier Multi‑domain: Slice user association matching game.

Input: 𝜓𝑠,𝑗,𝑖 , 𝑑𝑢,𝑠,𝑗,𝑖 , ∀𝑖 ∈ ℐ, ∀𝑘 ∈ ℐ ⧵ 𝑖,
𝑗 ∈ {𝑚, 𝑓, 𝑝, 𝑝𝑓}

1: if 𝑢 is under the coverage of a femtocell then
2: if femtocell is clustered then
3: for 𝑖 ← 1 to |ℐ| do
4: Calculate: 𝜋𝑢,𝑠,𝑚,𝑖 , 𝜋𝑢,𝑠,𝑝,𝑖 , 𝜋𝑢,𝑠,𝑝𝑓,𝑖 ,

𝜋𝑢,𝑠,𝑚,𝑘 , 𝜋𝑢,𝑠,𝑝,𝑘 , 𝜋𝑢,𝑠𝑝,𝑓,𝑘 , (1), (2);
5: end for
6: if 𝜋𝑢,𝑠,𝑝𝑓,𝑖 ← max(𝚯) then
7: Υ𝑖,𝑠,𝑢 = 1 ; Ω𝑝𝑓,𝑠,𝑢 = 1
8: else
9: if 𝜋𝑢,𝑠,𝑝,𝑖 ← max(𝚯) then

10: Υ𝑖,𝑠,𝑢 = 1 ; Ω𝑝,𝑠,𝑢 = 1
11: else
12: if 𝜋𝑢,𝑠,𝑚,𝑖 ← max(𝚯) then
13: Υ𝑖,𝑠,𝑢 = 1; Ω𝑚,𝑠,𝑢 = 1
14: else
15: if 𝜋𝑢,𝑠,𝑚,𝑘 ← max(𝚯) then
16: Υ𝑘,𝑠,𝑢 = 1 ; Ω𝑚,𝑠,𝑢 = 1
17: else
18: if 𝜋𝑢,𝑠,𝑝,𝑘 ← max(𝚯) then
19: Υ𝑘,𝑠,𝑢 = 1 ; Ω𝑝,𝑠,𝑢 = 1
20: else
21: 𝜋𝑢,𝑠,𝑝𝑓,𝑘 ← max(𝚯)

Υ𝑘,𝑠,𝑢 = 1 ; Ω𝑝𝑓,𝑠,𝑢 = 1
22: end if
23: end if
24: end if
25: end if
26: end if
27: break;
28: else // 𝑢 under the coverage of an unclustered

femto
29: for 𝑖 ← 1 to |ℐ| do
30: Calculate: 𝜋𝑢,𝑠,𝑚,𝑖 , 𝜋𝑢,𝑠,𝑓,𝑖 , 𝜋𝑢,𝑠,𝑚,𝑘 ,

𝜋𝑢,𝑠,𝑓,𝑘 , (1), (2)
31: end for;
32: if 𝜋𝑢,𝑠,𝑓,𝑖 ← max(𝚷) then
33: Υ𝑖,𝑠,𝑢 = 1 ; Ω𝑓,𝑠,𝑢 = 1
34: else
35: if 𝜋𝑢,𝑠,𝑚,𝑖 ← max(𝚷) then
36: Υ𝑖,𝑠,𝑢 = 1 ; Ω𝑚,𝑠,𝑢 = 1

37: else
38: if 𝛽𝑢,𝑠,𝑓,𝑘 ← max(𝚷) then
39: Υ𝑘,𝑠,𝑢 = 1 ; Ω𝑓,𝑠,𝑢 = 1
40: else
41: 𝜋𝑢,𝑠,𝑚,𝑘 ← max(𝚷)

Υ𝑘,𝑠,𝑢 = 1 ; Ω𝑚,𝑠,𝑢 = 1
42: end if
43: end if
44: end if
45: break;
46: end if
47: else // 𝑢 under the coverage of a picocell
48: for 𝑖 ← 1 to |ℐ| do
49: Calculate: 𝜋𝑢,𝑠,𝑚,𝑖 , 𝜋𝑢,𝑠,𝑝,𝑖 , 𝜋𝑢,𝑠,𝑚,𝑘 ,

𝜋𝑢,𝑠,𝑝,𝑘 , (1), (2);
50: end for;
51: if 𝜋𝑢,𝑠,𝑝,𝑖 ← max(𝚫) then
52: Υ𝑖,𝑠,𝑢 = 1 ; Ω𝑝,𝑠,𝑢 = 1
53: else
54: if 𝜋𝑢,𝑠,𝑚,𝑖 ← max(𝚫) then
55: Υ𝑖,𝑠,𝑢 = 1 ; Ω𝑚,𝑠,𝑢 = 1
56: else
57: if 𝜋𝑢,𝑠,𝑝,𝑘 ← max(𝚫) then
58: Υ𝑘,𝑠,𝑢 = 1 ; Ω𝑝,𝑠,𝑢 = 1
59: else
60: 𝜋𝑢,𝑠,𝑚,𝑘 ← max(𝚫)

Υ𝑘,𝑠,𝑢 = 1 ; Ω𝑚,𝑠,𝑢 = 1
61: end if
62: end if
63: break;
64: end if
65: else // 𝑢 under the coverage of a macrocell
66: for 𝑖 ← 1 to |ℐ| do
67: Calculate: 𝜋𝑢,𝑠,𝑚,𝑖 , 𝜋𝑢,𝑠,𝑚,𝑘 , (2);
68: end for;
69: if 𝜋𝑢,𝑠,𝑚,𝑖 ← max(𝚲) then
70: Υ𝑖,𝑠,𝑢 = 1 ; Ω𝑚,𝑠,𝑢 = 1
71: else
72: 𝜋𝑢,𝑠,𝑚,𝑖 ← max(𝚲)

Υ𝑘,𝑠,𝑢 = 1 ; Ω𝑚,𝑠,𝑢 = 1
73: end if
74: end if
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(P1′′) ∶ max
𝑇𝑠,𝑗,𝑖 , 𝜑𝑢,𝑠,𝑗,𝑖

෍
𝑖∈ℐ

෍
𝑚∈𝑀

෍
𝑢∈{ℰ∪ℳ∪ℛ}

ቂ log(𝒴𝑖,𝑠𝑇𝑠,𝑚,𝑖𝜋𝑢,𝑠,𝑚,𝑖) + log(𝜑𝑢,𝑠,𝑚,𝑖)ቃ +෍
𝑖∈ℐ

෍
𝑓𝑖∈ℱ𝑖

෍
𝑢∈{ℰ∪ℳ}

ቂ log(𝒴𝑖,𝑠𝑇𝑠,𝑓,𝑖𝜋𝑢,𝑠,𝑓,𝑖) + log(𝜑𝑢,𝑠,𝑓,𝑖)ቃ

+෍
𝑖∈ℐ

෍
𝑝𝑖∈𝒫𝑖

෍
𝑢∈{ℰ∪ℳ}

ቂ log(𝒴𝑖,𝑠𝑇𝑠,𝑝,𝑖𝜋𝑢,𝑠,𝑝,𝑖) + log(𝜑𝑢,𝑠,𝑝,𝑖)ቃ +෍
𝑖∈ℐ

෍
𝑝𝑖∈𝒫𝑖

෍
𝑝𝑓𝑖∈𝒫ℱ𝑖

෍
𝑢∈{ℰ∪ℳ}

ቂ log(𝒴𝑖,𝑠𝑇𝑠,𝑝,𝑖𝜋𝑢,𝑠,𝑝,𝑖)ቃ

+෍
𝑖∈ℐ

෍
𝑝𝑖∈𝒫𝑖

෍
𝑝𝑓𝑖∈𝒫ℱ𝑖

෍
𝑢∈{ℰ∪ℳ}

ቂ log(𝜑𝑢,𝑠,𝑝,𝑖)ቃ (27)

7.2 SP‑MVNO resource allocation
It is important to note that 𝒴𝑖,𝑠 is pivotal in slicing the re‑
source in (27). Solving 𝒴𝑖,𝑠 entails the SP‑MVNO hierar‑
chical layer described in Section 4. For a simple case of a
single resource (i.e., bandwidth) and from Section 4, 𝒴𝑖,𝑠
is given as:

𝒴𝑖,𝑛 = ෍
𝑑∈ℋ

ℬ𝑖 𝛾𝑑,𝑖 𝛼𝑛,𝑑 , 𝑛 ∈ 𝒮, 𝑖 ∈ ℐ (28)

where ℬ𝑖 is the overall bandwidth size of InP 𝑖. Moreover,
the fraction of the resource allocated to MVNO 𝑑 by InP
𝑖 is represented as 𝛾𝑑,𝑖 . Additionally, MVNO 𝑑 allocates
a fraction 𝛼𝑛,𝑑 of its resources from InP 𝑖 to SP 𝑛. From
(10) and (15), the values of 𝛾𝑑,𝑖 and 𝛼𝑛,𝑑 are dependent
on the respective bids𝜓𝑑,𝑘 and 𝛿𝑛,𝑑 placed by the MVNOs
and the SP. Careful inspection and solution of (28) yields
a solution to the resource allocation problem in the SP‑
MVNO hierarchical layer, and by extension problem (P2)
and its associated constraints given in (24)a‑(24)d. To this
end, we obtain optimal value of 𝒴𝑖,𝑛 by adopting a recur‑
sive distributed backtracking technique [80, 81] for re‑
spective SPs. The recursive distributed backtracking re‑
lies on partial or incomplete information, which is a pri‑
mary feature in the hierarchical layers of the M‑TTSD net‑
work [82, 83]. Moreover, we employ the recursive back‑
tracking technique owing to its ease of implementation,
lightness of codes involved, and intuitiveness.
Additionally, it is generally employed to solve a constraint
satisfaction problem [84]. However, we avoid the thrash‑
ing challenge peculiar with backtracking by ensuring that
the bids by respective network players are IC, and also the
right of players to display IR is guaranteed [84]. In Fig. 7,
we illustrate the B2B relationships among SP, MVNO, and
InPs in the resource allocation problem. In Alg. 2, we give
the pseudo‑codes of the recursive distributed backtrack‑
ing algorithm.
Herein, 𝜖𝑠,𝑘 in Alg. 2 represents the trafϐic load of slice
users associatedwith a domain network 𝑘 but subscribed
to the services of SP 𝑠. Moreover,𝜔𝑠,𝑑 denotes the prefer‑
ence of an SP 𝑠 for the resources of anMVNO 𝑑. In Lemma
1, we give the characterisation of 𝜖𝑠,𝑘 and by extension in
Alg. 2.

SP

M�NO

InP

Pa�s

Pa�sDed��a�es
Resou��es

Ded��a�es
Resou��es

Fig. 7 –An illustrationof theB2Bmodel of a simplemultiplayer network.

Lemma 1. We denote the average number of slice users at
a speciϔic time by 𝑁; 𝜏 as the mean call arrivals per unit
time and we also denote the mean (palm) call duration by
𝑍. If we assume the volume of data transmitted (i.e., in bits)
during one call duration is 1/𝜙, therefore, we can express
the average trafϔic demand 𝜖𝑠,𝑘 (bits/seconds) as:

𝜖 = 1
𝜙 ⋅ 𝜏 (29)

Therefore, the average throughput 𝜅 (i.e. in bits/seconds)
is given as:

𝜅 =

1
𝜙
𝑍 (30)

By applying Little’s Law [85] the number of slice user 𝑁
served at speciϔic time can be expressed in the form:

𝑁 = 𝜏 ⋅ 𝑍 (31)

We rewrite (31) by multiplying it by the mean data volume
for the duration of a call 1/𝜙. We have:

1
𝜙 ⋅ 1𝑍 = 𝜏

𝑁 ⋅ 1𝜙 (32)

By substituting (30) into (32), we have:

𝜅 = 𝜏
𝜙 ⋅ 𝑁 (33)

Besides, if we substitute (29) into (33) we have:

𝜅 = 𝜖
𝑁 = mean trafϔic demand

avg. no. of slice users served
. (34)
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Therefore, the average trafϔic demand 𝜖 is given as:

𝜖 = 𝜅 ⋅ 𝑁 (35)

Algorithm 2 Distributed recursive backtracking for
multi‑player multi‑domain game.
Input: 𝜖𝑠,𝑘 , 𝛿𝑠,𝑑 , 𝜔𝑠,𝑑 : 𝑘 ∈ ℐ, 𝑠 ∈ 𝒮, 𝑑 ∈ 𝒱,

# SP Network Layer
1: for 𝑠 ← 1 to |𝒮| do
2: Estimate The Weight S𝑠,𝑘 of Each InP

S𝑠,𝑘 =
𝜖𝑠,𝑘

෍
𝑖∈ℐ

𝜖𝑠,𝑘

3: for 𝑑 ← 1 to |𝒱| do
4: for 𝑘 ← 1 to |ℐ| do
5: Determine SP Request Mat = 𝛿𝑠,𝑑 ⋅ 𝜔𝑠,𝑑 ⋅ S𝑠,𝑘
6: end for
7: end for
8: end for

#MVNO Network Layer
9: for 𝑑 ← 1 to |𝒱| do

10: Estimate theWeight of Each InP Associatedwith an
MVNO

S𝑑,𝑘 =
෍
𝑠∈𝒮

𝜖𝑠,𝑘

෍
𝑠∈𝒮

෍
𝑘∈ℐ

𝜖𝑠,𝑘

11: for 𝑘 ← 1 to |ℐ| do
12: Determine MVNO Req. Mat.= 𝜓𝑑,𝑘 ⋅ 𝜔𝑑,𝑘 ⋅ S𝑑,𝑘
13: end for
14: end for

# InP Network Layer
15: for 𝑘 ← 1 to |ℐ| do
16: for 𝑑 ← 1 to |𝒱| do
17: # InP Resource Alloc. to MVNO 𝛾𝑑𝑘

𝛾𝑑𝑘 =
𝜓𝑑,𝑘

෍
𝑑∈𝒱

𝜓𝑑,𝑘

18: end for
19: end for
20: for 𝑑 ← 1 to |𝒱| do
21: for 𝑠 ← 1 to |𝒮| do
22: # MVNO Resource Alloc. to SP 𝛼𝑠,𝑑

𝛼𝑠,𝑑 =
𝛿𝑠,𝑑

෍
𝑠∈𝒮

𝛿𝑠,𝑑

23: end for
24: end for

With the aid of Lemma 1, the average trafϐic demand of an 
M‑TTSD network can be determined via Theorem 1.

Theorem 1. Let the mean user throughput given in (20) 
be the same as 𝜅 in Lemma 1. Then, the mean trafϔic load 
of an SP 𝑛 ∈ 𝒮 wrt an InP 𝑖 ∈ ℐ is the sum of the mean

𝜚𝑛,𝑖 = ෍
𝑗∈𝑚,𝑓,𝑝𝑓,𝑝

𝜚𝑛,𝑗,𝑖 , ∀ 𝑛 ∈ 𝒮, 𝑖 ∈ ℐ (36)

The mean trafϔic load of the macro‑tier 𝜚𝑛,𝑚,𝑖 is expressed
as:

𝜚𝑛,𝑚,𝑖 = ෍
𝑚∈𝑀

෍
𝑢∈{ℰ𝑚∪ℳ𝑚∪ℛ𝑚}

𝑥𝑢,𝑛Υ𝑖,𝑢 Ω𝑚,𝑢

+ ෍
𝑓𝑖∈ℱ𝑖

෍
𝑢∈{ℰ𝑓∪ℳ𝑓}

𝑥𝑢,𝑛Υ𝑖,𝑢Ω𝑚,𝑢

+ ෍
𝑝𝑖∈𝒫𝑖

෍
𝑢∈{ℰ𝑝∪ℳ𝑝}

𝑥𝑢,𝑛Υ𝑖,𝑢Ω𝑚,𝑢

+ ෍
𝑝𝑖∈𝒫𝑖

෍
𝑝𝑓𝑖∈𝒫ℱ𝑖

෍
𝑢∈{ℰ𝑝𝑓∪ℳ𝑝𝑓}

𝑥𝑢,𝑛Υ𝑖,𝑢Ω𝑚,𝑢 (37)

In the similitude of (36) and (37), the mean trafϔic demand
of the femto‑tier is given by

𝜚𝑛,𝑓,𝑖 = ෍
𝑓𝑖∈ℱ𝑖

෍
𝑢∈{ℰ𝑓∪ℳ𝑓}

𝑥𝑢,𝑛Υ𝑖,𝑢Ω𝑓,𝑢 (38)

The mean trafϔic load of an SP 𝑛 ∈ 𝒮, 𝜚𝑛,𝑝,𝑖 in the pico‑tier
is given by

𝜚𝑛,𝑝,𝑖 = ෍
𝑝𝑖∈𝒫𝑖

෍
𝑢∈{ℰ𝑝∪ℳ𝑝}

𝑥𝑢,𝑛Υ𝑖,𝑢Ω𝑝,𝑢

+ ෍
𝑝𝑖∈𝒫𝑖

෍
𝑝𝑓𝑖∈𝒫ℱ𝑖

෍
𝑢∈{ℰ𝑝𝑓∪ℳ𝑝𝑓}

𝑥𝑢,𝑛Υ𝑖,𝑢Ω𝑝,𝑢 (39)

Lastly, for the clustered femto‑tier, themean trafϔic demand
𝜚𝑛,𝑝𝑓,𝑖 is given by

𝜚𝑛,𝑝𝑓,𝑖 = ෍
𝑝𝑖∈𝒫𝑖

෍
𝑝𝑓𝑖∈𝒫ℱ𝑖

෍
𝑢∈{ℰ𝑝𝑓∪ℳ𝑝𝑓}

𝑥𝑢,𝑛Υ𝑖,𝑢Ω𝑝𝑓,𝑢 (40)

7.3 Monte Carlo method
Numerical methods are broadly classiϐied into two cate‑
gories [86]: (1) deterministic and (2) stochasticmethods.
The Monte Carlo method has been widely used for ran‑
domised numerical computing owing to its simple struc‑
ture and ease of implementation [87]. The Monte Carlo
method is a technique for ϐinding approximate solutions
to mathematical and physical problems by the simulation
of stochastic entities [88]. Alg. 3 shows the pseudo‑code
for the Monte Carlo method employed in this work. To
solve the optimisation problem in (P1) and (P2), we em‑
ploy Alg. 1 and Alg. 2. In Alg. 3, we run several thousand
runs of Alg. 1 and Alg. 2 to increase the conϐidence levels
in the total network utility.
For instance, let the outcomes of several iterations of a
simulation be denoted by 𝑪, such that

𝑪 = ቈ𝑐1 𝑐2 𝑐3 … 𝑐𝑧
𝑥1 𝑥2 𝑥3 … 𝑥𝑧቉ (41)

trafϔic load of all the tiers and is of the form:
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where 𝑐𝑧 denotes the outcome of an iteration of a simu‑
lation and 𝑥𝑧 is the probability of occurrence for the out‑
come 𝑐𝑧 . The values of probabilities 𝑥1, 𝑥2, 𝑥3, ⋯, 𝑥𝑧 are
such that [87]:

𝑥𝑜 > 0, ∀𝑜 ∈ 𝑍 (42)

෍
𝑜∈𝑍

𝑥𝑜 = 1, ∀𝑜 ∈ 𝑍 (43)

Therefore, the expectation of the outcomes in 𝑪 is given
as

𝐸(𝑪) = ෍
𝑜∈𝑍

𝑐𝑜𝑥𝑜 , ∀𝑜 ∈ 𝑍 (44)

Assume that from the values obtained in 𝑪, the number
𝑞1 occurs 𝑣1 times, the number 𝑞2 occurs 𝑣2 times, the
number 𝑞3 occurs 𝑣3 times, and so on. Hence, from the
laws of large numbers, we have

෍
𝑜∈𝑍

𝑐𝑜 = 𝑞1𝑣1 + 𝑞2𝑣2 +⋯+ 𝑞𝑧𝑣𝑧 (45)

Therefore,
1
𝑍 ෍

𝑜∈𝑍
𝑐𝑜 = 𝑞1

𝑣1
𝑍 + 𝑞2

𝑣2
𝑍 +⋯+ 𝑞𝑧

𝑣𝑧
𝑍 (46)

With𝑍 being a largenumber, the frequency 𝑣𝑧𝑍 of the value
𝑞𝑧 approaches its probability 𝑥𝑧 such that:

𝑣𝑧
𝑍 ≈ 𝑥𝑧 . (47)

Hence, substituting (47) into (44), we have

𝐸(𝑪) = 1
𝑍 ෍

𝑜∈𝑍
𝑐𝑜 = ෍

𝑜∈𝑍
𝑐𝑜𝑥𝑜 (48)

The expression in ((48)) is employed in the determination
of the variance of 𝑪 given as:

𝑉𝐴𝑅(𝑪) = 𝐸(𝑪2) − (𝐸(𝑪))2 (49)

Algorithm 3Monte Carlo simulation
Input: 𝑍,𝑑𝑢,𝑠𝑝,𝑗,𝑖 , 𝜚𝑛,𝑖 , 𝛿𝑛,𝑒 , 𝜔𝑛,𝑒 : 𝑖 ∈ ℐ, 𝑛 ∈ 𝒮𝒫, 𝑒 ∈ ℋ
1: for 𝑧 ← 1 to 𝑍 do
2: Generate the random variables of the network
3: Simulate the multi‑tenant multi‑tier multi‑domain

network with the aid of Alg. 1 and Alg. 2
4: Enter the outcome(s) of iteration 𝑧 in line 3 into

𝑪(𝑧,:)
5: end for
6: Perform statistical analysis in (48) on 𝑪
7: Output result

In a Monte Carlo simulation, a scenario (or an experi‑
ment) is run randomly over thousands of times. The out‑
comes are recorded for each iteration. The Monte Carlo
result is based on the probability distribution of the sev‑
eral iterations.

8. COMPLEXITY ANALYSIS
In this section, we embark on the complexity analysis of
the proposed algorithms described in Section 7. Further‑
more, we approach the complexity analysis from the time
complexity approach. The time complexity analysis de‑
picts the worst‑case running performance time of an al‑
gorithm. We characterise the complexity of the proposed
algorithms in this work with the big‑𝒪. The big‑𝒪 in‑
dicates the upper‑bound execution in terms of time (or
memory) of an algorithm[89, 90]. Weproceedbydescrib‑
ing the computational complexity of the multi‑tier multi‑
domain slice user association algorithms. Moreover, we
discuss the computational complexity of distributed re‑
cursive backtracking for multiplayer multi‑domain game
algorithms, and lastly, the M‑TTSD resource allocation.

8.1 Computational complexity of the multi‑
tier multi‑domain slice user association

We describe the computational complexity of the multi‑
tier multi‑domain slice user as 𝒪(𝑡 ⋅ |ℐ|). Where 𝑡 is the
number of tiers in the multi‑tier network in a domain
and |ℐ| denotes the cardinality of the set of InP. Conse‑
quently, the computational complexity of the association
algorithm is dependent on the number of tiers and do‑
main networks.

8.2 Computational complexity of the dis‑
tributed recursive backtracking multi‑
player multi‑domain

The complexity of the distributed recursive backtrack‑
ing multiplayer multi‑domain game algorithm is given by
𝒪(|ℐ| ⋅ (|𝒱| + |𝒮|)). It is important to note that in sce‑
narios where |𝒱| ≫ |𝒮|, its big‑𝒪 can be approximated
as 𝒪(|ℐ| ⋅ |𝒱|). However where |𝒮| ≫ |𝒱|, then, big‑𝒪 is
approximated as 𝒪(|ℐ| ⋅ |𝒮|).

8.3 Computational complexity of the multi‑
tier multi‑tenant multi‑slice multi‑domain
resource allocation

In the similitude of subsections 8.1 and 8.2, the big‑𝒪 for
the multi‑tier multi‑tenant multi‑slice multi‑domain re‑
source allocation is given by𝒪(𝑡 ⋅ |ℐ| ⋅ |𝒰𝒞𝑠| ⋅ |𝒰𝑠|). Where
𝑡 denotes the number of tiers in a domain network. Ad‑
ditionally, the cardinalities of the set of InPs or domain
networks, set of slice use‑cases, set of users belonging to
a SP are represented as |ℐ|, |𝒰𝒞𝑠|, and |𝒰𝑠| respectively.

9. NUMERICAL RESULTS
We evaluate the performance of the M‑TTSD network
resource allocation scheme via extensive Monte Carlo‑
based simulations in a MATLAB environment. We ex‑
amine a 2‑domain and 3‑domain network with InPs hav‑
ing independent infrastructure and resources. Moreover,
the macro‑cells, picocells, femtocells, and clustered fem‑
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Table 3 – Simulation parameters.

Network Deployment
Network Tier Coverage Radius (m) Power Budget (dBm) No. of Cells
Macro‑cell 900 40 2
Femtocell 50 30 [2 3 4]
Picocell 450 36.9 [2 3 4]
Clust. Femtocell 50 30 [ 2 3 4]

Network Slicing
Network Slice Type Packet Arrival (Pk./s) Packet Size bits Packet Loss Prob. Delay Bound (ms)
eMBB 20 9000 1𝑒−3 [1 10 100]
URLLC 20 500 [1𝑒−3 1𝑒−4 1𝑒−5 ] [1 10 100]
mMTC 5 2000 [1𝑒−3 1𝑒−4 1𝑒−5 ] [1 10 100]

tocells have the following coverage radius of900m, 250m,
50m, and 50m, respectively. Additionally, a domain net‑
work comprises 2 femtocells; 2 picocells underlaid with
2 clustered femtocells per picocell; and a macro‑cell. It
is important to note that these network parameters were
varied in the course of network performance evaluation.
Besides, in the V2X tier, we considered a 4‑lane road net‑
work with each lane having a width of 4m and vehicles
moving at 60km/hr. Consequently, we assume a vehicle
antenna height of 1.5m, vehicle noise ϐigure of 9dB, and a
vehicle antenna gain of 3dBi. The network and slice use‑
cases simulation parameters are summarised in Table 3.
Furthermore, the delay bounds thresholds for the mMTC
slice users can be relaxed, since it is not as stringent as the
URLLC slice uses case. Moreover, the URLLC slice use case
users are mobile (i.e., vehicles in the V2X‑tier). Lastly, the
network utility as a metric is the logarithm of the achiev‑
able rate of slice users subscribed to respective SP as indi‑
cated in (21). The metric is affected by the different net‑
work slice parameters such as the InP bandwidth, slice
user average arrival rate, the delay‑bound thresholds, the
cell density, the coverage radius, the number of domain
networks available. In the following subsections, we in‑
vestigate the total utility of the network.

9.1 Impact of the slice user intensity
Fig. 8(a), Fig. 8(b), and Fig. 8(c) present the impact of the
slice user intensity on the total network utility. With an
assumed domain‑network bandwidth of 400MHz and a
small‑cell density varying from 2, 3, and 4, we examine
the performance of the M‑TTSD network.
Additionally, in Fig. 8(a), Fig. 8(b), and Fig. 8(c) the slice
user intensity is varied from 2 to 15 to observe the
network’s response pattern. It is observed that as the
slice user intensity increases, the total network utility in‑
creases owing to the increase innetworkutilisationby the
increasing slice users. Besides, we observe that the pro‑
posed M‑TTSD algorithm outperforms the Static‑Slicing
(SS) scheme [91] and GI‑LARE [68] outright by an aver‑
age of 20%. It is seen that this value increases as the
slice user intensity increases owing to resource availabil‑
ity from other network domains.

Similarly, in Fig. 9(a), Fig. 9(b), and Fig. 9(c), we take a 
close‑up view of the network utility pay‑off for the re‑ 
spective algorithms. We observe the M‑TTSD network re‑ 
source allocation scheme outperforms the Static‑Slicing 
(SS) scheme [91] and GI‑LARE [68].

9.2 Impact of the network bandwidth
In Fig. 10(a), Fig. 10(b), Fig. 10(c), and Fig. 10(d), we eval‑ 
uate the performance of the network with an assumed de‑ 
lay bound of 10ms and 100ms. In Fig. 10(a) and Fig. 10(b), 
we examine a 2‑domain network deployment comprising 
2 MVNOs and 2 SPs. We observe that the network util‑ 
ity of the SP increases as the domain‑network bandwidth 
increases. Moreover, owing to the relaxation of the re‑ 
source allocation QoS constraints, the network utility of 
the 2 SPs with a delay bound of 100ms outperforms that 
of the 10ms.
In the similitude of Fig. 10(a) and Fig. 10(b), we examine 
the network performance in a 3‑domain network deploy‑ 
ment in Fig. 10(c) and Fig. 10(d). We observe that the util‑ 
ity of the network increases as the bandwidth increases. 
Besides, the network utility of the respective SPs in a 3‑ 
domain network outperforms those of the 2‑domain net‑ 
work owing to the availability of larger bandwidth and 
quite numerous access points and by extension domains 
available for slice user connectivity.

9.3 Impact of the femtocell density
Fig. 11(a) and Fig. 11(b) present the impact of the fem‑ 
tocell density with network parameters such as network 
domain bandwidth of 400MHz, a delay bound of 100ms, 
a slice user intensity of 3, and a packet loss probability 
of 10−5 on the performance of the M‑TTSD network. In 
Fig. 11(a), we observe the impact of the femtocell density 
on the utility of SP1 in a 2‑domain and 3‑domain network, 
respectively. We see that the network utility increases 
as the femtocell density increases for both deployments, 
owing to efϐicient spectral utilisation associated with net‑ 
work densiϐication. The network utility of SP1 is more 
evident in a 3‑domain network deployment. Fig. 11(b) 
shows a similar trend with Fig. 11(a), herein, the utility of 
SP2 in a 3‑domain network deployment outperforms that
of a 2-domain network.
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Fig. 8 – Impact of the slice user density on the network utility.
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Fig. 9 – Impact of the slice user density on the network utility.

9.4 Impact of the picocell density

Fig. 12(a) and Fig. 12(b) show the effect of the picocell 
density with network bandwidth size, delay bound, slice 
user intensity, and a packet loss probability of 400MHz, 
100ms, 3, and 10−5 on the performance of the M‑TTSD 
network. It is observed that as the picocell density in‑ 
creases, the network utility of the SPs increases. More‑ 
over, we observe that the network utility in the 3‑domain 
network deployment outperforms the 2‑domain network 
for the 2 SPs, respectively, in Fig. 12(a) and Fig. 12(b). 
However, comparing Fig. 11(a), Fig. 11(b), Fig. 12(a), and 
Fig. 12(b), we observe that the network utility for fem‑ 
tocell densiϐication outperforms that of the picocell den‑ 
siϐication owing to the higher interference levels that ac‑ 
company cells with higher powers, in this case, picocells. 
Additionally, the femtocells are much more closer to the 
slice users.

9.5 Impact of the access point coverage radius
In Fig. 13(a), Fig. 13(b), Fig. 13(c), and Fig. 13(d), we take
a close‑up view of the performance of M‑TTSD in a 2‑
domain and 3‑domain network deployment as the cover‑
age radius of the femtocells and picocells vary taking into
consideration their peculiarities.
Fig. 13(a) and Fig. 13(b) present the impact of the cov‑
erage radius of the femtocells on the network utility in a
2‑domain and 3‑domain network for SP1 and SP2. With
an assumed network domain bandwidth size of 400MHz,
we vary the cell radius from 10m to 100m. To this end, we
observe that the network utility dips as the cell radius in‑
creases in the 2‑domain network and 3‑domain network
for the SP1 and SP2, respectively. Consequently, the result
is due to the effect of pathloss and channel condition. Sim‑
ilarly, we examine the impact of the picocell coverage ra‑
dius on the network utility; with a varied cell radius from
200m to 450m in Fig. 13(c), and Fig. 13(d). We observe
the network utility for both SPs reduces as the coverage
radius increases.
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Fig. 10 – Impact of the InP bandwidth on the utility of the SP at 10ms
and 100ms delay bound slice requirement.

5 10 15

Small cell density

2000

4000

6000

8000

10000

12000

14000

S
P

1 
U

til
ity

SP1 InP2
SP1 InP3

(a) SP1 in a 2 & 3‑domain network.

5 10 15

Small cell density

4000

6000

8000

10000

12000

14000

S
P

2 
U

til
ity

SP2 InP2
SP2 InP3

(b) SP2 in a 2 & 3‑domain network.

Fig. 11 – Impact of the femtocell density on the utility of the SPs.

9.6 The tier‑slice ratio characterisation
We examine the dynamic characterisation of the pro‑ 
posed M‑TTSD algorithms with emphasis on the tier‑slice 
ratio in the respective domains. We assume, deploy‑ 
ment scenarios of 2 and 3‑domain with bandwidth vary‑ 
ing from 100MHz to 500MHz and maximum delay thresh‑ 
old set at 10ms. Fig. 14(a) and Fig. 14(b) show the dy‑ 
namic characterisation of the tier‑slice ratio for SP1 and 
SP2 in a 2‑domain network.

5 10 15

pico cell density

2000

4000

6000

8000

10000

12000

S
P

1 
U

til
ity

SP1 InP2
SP1 InP3

(a) SP1 in a 2 & 3‑domain network.

5 10 15

pico cell density

4000

6000

8000

10000

12000

S
P

2 
U

til
ity

SP2 InP2
SP2 InP3

(b) SP2 in a 2 & 3‑domain network.

Fig. 12 – Impact of the picocell density on the utility of the SPs .
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Fig. 13 – Impact of the coverage radius of access points on the network 
utility in a multi‑domain multi‑tenant network.

We observe  that  in most instances, the tier-slice ratio
of the clustered‑femtocell is the largest. This is ow‑ 
ing to the closeness of the femtocells to the slice users 
and consequently accommodating more slice users. We 
show the dynamic characterisation of our proposed al‑ 
gorithm in a 3‑domain network deployment in Fig. 15(a) 
and Fig. 15(b). Similar to Fig. 14(a) and Fig. 14(b), the 
clustered‑femtocells have the largest tier‑slice ratio for 
SP1 and SP2 in all the domains.
However, the tier‑slice ratio is a function of network pa‑ 
rameters such as cell load, tier load, slice user distribu‑
tion, delay bound, and packet loss probability.
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Fig. 14 – Impact of the InP bandwidth on the tier network slicing ratio 𝑇𝑠,𝑗,𝑖 in a 2‑domain network and a slice delay bound of 10ms.
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Fig. 15 – Impact of the InP bandwidth on the tier network slicing ratio 𝑇𝑠,𝑗,𝑖 in a 3‑domain network and a slice delay bound of 10ms.
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Table 4 – B2B transactions of the respective network players in a 2‑domain deployment.

Band. (MHz) 100MHz Scenario 200MHz Scenario 300MHz Scenario 400MHz Scenario
Domain InP 1 InP 2 InP 1 InP 2 InP 1 InP 2 InP 1 InP 2
MVNO1 bid 437.1377 416.7932 492.0228 435.2518 461.5252 458.9901 494.4473 402.9160
MVNO2 bid 435.8644 414.8111 451.9532 401.4996 411.4039 409.5608 439.6148 355.7059
MVNO1 Res. (MHz) 49.9198 49.8097 103.8417 103.8828 157.7897 157.5079 212.2874 212.4932
MVNO2 Res. (MHz) 50.0802 50.1903 96.1583 96.1172 142.2103 142.4921 187.7126 187.5068
SP 1 bid for MVNO 1 440.3875 440.9423 440.9423 396.2596 469.4542 454.2560 458.5419 386.9955
SP 1 bid for MVNO 2 471.1201 470.9137 451.5686 417.8063 438.9883 421.4086 427.8220 363.4007
SP 2 bid for MVNO 1 487.7779 443.2579 491.5941 408.7465 426.8917 441.6688 490.5848 377.2100
SP 2 bid for MVNO 2 455.3364 418.4525 506.1278 409.3748 430.8421 450.1110 492.9825 380.7486
SP 1 Res. from MVNO 1 (MHz) 23.0940 24.5964 48.8744 52.4338 82.7657 79.6797 104.4882 108.3238
SP 1 Res. from MVNO 2 (MHz) 25.9951 27.1125 44.3917 47.6702 71.3611 70.2728 88.0372 92.0810
SP 2 Res. from MVNO 1 (MHz) 26.8258 25.2133 54.9673 51.4490 75.0240 77.8282 107.7992 104.1694
SP 2 Res. from MVNO 2 (MHz) 24.0851 23.0778 51.7666 48.4470 70.8492 72.2193 99.6754 95.4257

Table 5 – B2B transactions of the respective network players in a 3‑domain deployment.

Band. (MHz) 100MHz Scenario 200MHz Scenario 300MHz Scenario 400MHz Scenario
Domain InP 1 InP 2 InP 3 InP 1 InP 2 InP 3 InP 1 InP 2 InP 3 InP 1 InP 2 InP 3
MVNO1 bid 536.7203 257.4576 413.1631 375.3789 455.6115 511.3260 350.5675 463.5971 444.5351 343.7390 409.2232 390.7423
MVNO2 bid 595.0003 286.7356 454.6280 345.4384 410.8810 474.3460 395.7358 525.0341 506.8130 388.8686 455.4798 439.3983
MVNO1 Res. (MHz) 47.2106 47.2759 47.4116 105.0303 104.7827 104.6874 140.9176 140.5837 140.8012 188.0958 188.5488 188.1554
MVNO2 Res. (MHz) 52.7894 52.7241 52.5884 94.9697 95.2173 95.3126 159.0824 159.4163 159.1988 211.9042 211.4512 211.8446
SP 1 bid for MVNO 1 598.7434 285.6603 456.8835 342.4516 415.2705 458.5560 363.4520 489.4903 458.6476 388.3468 480.0047 441.3709
SP 1 bid for MVNO 2 544.4724 257.0920 413.1375 305.9269 366.8423 414.9126 391.8347 525.3955 500.8746 349.9864 432.6747 395.2018
SP 2 bid for MVNO 1 497.4790 242.5254 387.1768 372.1222 448.5204 512.4984 338.8420 434.6107 429.3949 395.2414 445.1753 439.7404
SP 2 bid for MVNO 2 509.0781 250.2866 395.4414 323.4997 396.0938 449.1287 377.4907 488.4350 476.6092 415.5249 471.8150 475.7683
SP 1 Res. fromMVNO 1
(MHz)

25.6987 25.1587 25.4623 51.7523 51.1228 50.1779 73.2250 74.8409 73.3115 95.1144 99.2038 94.0071

SP 1 Res. fromMVNO 2
(MHz)

27.2110 26.7846 26.7241 46.0055 45.6403 45.4577 80.3738 81.7304 80.8016 97.4424 102.1838 95.8968

SP 2 Res. fromMVNO 1
(MHz)

21.5120 22.1172 21.9492 53.2780 53.6599 54.5095 67.6926 65.7428 67.4897 92.9815 89.3450 94.1482

SP 2 Res. fromMVNO 2
(MHz)

25.5783 25.9395 25.8643 48.9643 49.5769 49.8549 78.7086 77.6859 78.3972 114.4617 109.2674 115.9479

Table 4 and Table 5 give insight into the backtracking algo- 
rithm. We assume a delay bound of 10ms and network de-
ployment of 2 and 3‑domain deployment with band-
width varying from 100MHz to 400MHz. 
Table 4 shows the different resource allocations for the re‑ 
spective MVNOs and SPs owing to their B2B transactions 
and bidding budget. The bidding budget is dependent 
on factors such as slice user distribution, delay bound re‑ 
quirement, and packet loss probability threshold.

10. CONCLUSION
In this paper, we have addressed the resource allocation 
problem in an M‑TTSD network. We have proposed 
a multi‑tier multi‑domain slice user matching game 
and also a distributed backtracking multiplayer multi‑ 
domain game scheme to facilitate a business‑to‑business 
resource transaction framework and to ensure maximum 
network utility. The maximum utility optimisation prob‑ 
lem was transformed via the hierarchical decomposition 
method. The slice users were associated with access 
points in the respective tiers of the different domains 
by the concept of the multi‑tier multi‑domain matching 
game, and then network players bid for resources from 
higher hierarchical players via the concept of distributed 
multiplayer backtracking.

The backtracking scheme considered factors such as 
the bidder’s preferences, bidding budget, cell load, 
tier load, and slice user distribution. The maximum 
utility problem is then solved using the spatial  Branch-and-
Bound (sBB) scheme.
Using the Monte Carlo simulation technique, the pro-
posed algorithm was evaluated and compared with 
GI‑LARE and Static Slicing (SS) resource allocation under 
different network deployments and parameters. The 
proposed algorithm outperforms these other schemes. 
With the 6G concept of ubiquitous wireless networks and 
the integration of airborne and underwater platforms to 
5G networks, our future work will entail 
investigating efϐicient resource allocation in network 
slicing from these perspectives.

9.7 Auction bargain impact on the allocated
resources to thenetworkplayers at thedif‑
ferent hierarchies
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APPENDIX A

We give a detailed expression for the terms in (P1′) as fol‑
lows:

෍
𝑖∈ℐ

෍
𝑚∈𝑀

෍
𝑢∈{ℰ∪ℳ∪ℛ}

Υ𝑖,𝑢Ω𝑚,𝑢 𝒇(𝜗𝑢,𝑚,𝑖)

=෍
𝑖∈ℐ

෍
𝑚∈𝑀

෍
𝑢∈ℰ′𝑚

ℰ′𝑚={𝑦∈(ℰ𝑚∪ℳ𝑚∪ℛ𝑚)|Υ𝑖,𝑦 Ω𝑚,𝑦=1}

𝒇(𝜗𝑢,𝑚,𝑖)

+෍
𝑖∈ℐ

෍
𝑓𝑖∈ℱ𝑖

෍
𝑢∈ℰ′𝑓

ℰ′𝑓={𝑥∈(ℰ𝑓∪ℳ𝑓)|Υ𝑖,𝑥 Ω𝑚,𝑥=1}

𝒇(𝜗𝑢,𝑚,𝑖)

+෍
𝑖∈ℐ

෍
𝑝𝑖∈𝒫𝑖

෍
𝑢∈ℰ′𝑝

ℰ′𝑝={𝑧∈(ℰ𝑝∪ℳ𝑝)|Υ𝑖,𝑧 Ω𝑚,𝑧=1}

𝒇(𝜗𝑢,𝑚,𝑖)

+෍
𝑖∈ℐ

෍
𝑝𝑖∈𝒫𝑖

෍
𝑝𝑓𝑖∈𝒫ℱ𝑖

෍
𝑢∈ℰ′𝑝𝑓

ℰ′𝑝𝑓={𝑣∈(ℰ𝑝𝑓∪ℳ𝑝𝑓)|Υ𝑖,𝑣 Ω𝑚,𝑣=1}

𝒇(𝜗𝑢,𝑚,𝑖)

(50)

where the ϐirst term on the RHS in (50) represents the 
additive utility of slice users within the macro‑tier 𝑚 of
an InP 𝑖 ∈ ℐ. The second term indicates the sum utility 
of slice users located within a femtocell 𝑓 but associated 
with the macro‑tier 𝑚. The third term represents the net 
utility of slice users located within the picocell 𝑝 but asso‑ 
ciated with the macro‑cell 𝑚 of an InP 𝑖. Lastly, the fourth 
term denotes the net utility of slice users associated with 
the macro‑cell 𝑚, however, located in the clustered fem‑ 
tocell.
Similarly, from (P1′), we have (51):

෍
𝑖∈ℐ

෍
𝑓𝑖∈ℱ𝑖

෍
𝑢∈{ℰ∪ℳ∪ℛ}

Υ𝑖,𝑢Ω𝑓,𝑢 𝒇(𝜗𝑢,𝑓,𝑖)

=෍
𝑖∈ℐ

෍
𝑓𝑖∈ℱ𝑖

෍
𝑢∈ℰ′′𝑓

ℰ′′𝑓 ={𝑞∈(ℰ𝑓∪ℳ𝑓)|Υ𝑖,𝑞 Ω𝑓,𝑞=1}

𝒇(𝜗𝑢,𝑓,𝑖)

(51)

where the RHS of (51) represents the sum utility of slice
users located within a femtocell 𝑓𝑖 and associated with
that same femtocell 𝑓𝑖 owned by InP 𝑖. Furthermore, we

෍
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෍
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෍
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+෍
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෍
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෍
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෍
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ℰ′′𝑝𝑓={𝑠∈(ℰ𝑝𝑓∪ℳ𝑝𝑓)|Υ𝑖,𝑠 Ω𝑝,𝑠=1}

𝒇(𝜗𝑢,𝑝,𝑖)

(52)

where the ϐirst term on the RHS in (52) represents the net
utility of slice users located within a picocell 𝑝𝑖 and asso‑
ciatedwith the same picocell 𝑝𝑖 . The second termdenotes
the additive utility of slice users associated with the pico‑
cell 𝑝𝑖 , but located within a clustered femtocell 𝑝𝑓𝑖 .
Lastly, from (P1′), we give a detailed expression of the
fourth term as:
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(53)

where the RHS of (53) denotes the net utility of slice users 
located within a clustered femtocell 𝑝𝑓𝑖 and associated 
with same.
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