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Abstract – In accordance with the Internet of Everything (IoE) paradigm, millions of people and billions of devices are ex‑
pected to be connected to each other, giving rise to an ever increasing demand for application services with a strict quality of
service requirements. Therefore, service providers are dealing with the functional integration of the classical cloud comput‑
ing architecture with edge computing networks. However, the intrinsic limited capacity of the edge computing nodes implies
the need for proper virtual functions’ allocations to improve user satisfaction and service fulϔillment. In this sense, demand
prediction is crucial in services management and exploitation. The main challenge here consists of the high variability of
application requests that result in inaccurate forecasts. Federated learning has recently emerged as a solution to trainmath‑
ematical learning models on the users’ site. This paper investigates the application of federated learning to virtual functions
demand prediction in IoE based edge‑cloud computing systems, to preserve the data security and maximise service provider
revenue. Additionally, the paper proposes a virtual function placement based on the services demand prediction provided
by the federated learning module. A matching‑based tasks allocation is proposed. Finally, numerical results validate the
proposed approach, compared with a chaos theory prediction scheme.

Keywords – Edge computing, federated learning, Internet of Everything, matching theory, revenue maximization, virtual
function placement

1. INTRODUCTION
The emergence of new network paradigms such as Edge
Computing (EC) [1, 2, 3, 4], for which the limitations typ‑
ical of the cloud architecture have been bypassed mov‑
ing computation nodes to the network edges close to the
end users, has given rise to a wide range of challenges in
many research areas [5, 6]. Consequently, several new
issues, such as user mobility, heterogeneity in Quality
of Service (QoS) or service requirements, massive vol‑
ume of data, user privacy, diversity on data types and
so on, have led to numerous efforts from both academia
and industry in providing highly effective and efϐicient
solutions [7, 8, 9, 10, 11]. In particular, there exists a
signiϐicant branch of literature regarding possible solu‑
tions to improve EC Network (ECN) performance in or‑
der to guarantee a high level of user satisfaction and to
provide dynamic and ϐlexible network resource alloca‑
tion and decision‑making strategies. Within this context,
the Internet of Everything (IoE) paradigm, in which peo‑
ple, process, data, and things are connected and exchange
data,has given rise to systems with increasing complexity
and applications involving strict real‑time requirements
and sensitive data [12], heterogeneous trafϐic. Generally
speaking, heterogeneity in data ϐlow types implies dif‑
ferent QoS or service requirements. Furthermore, from
a Service Provider (SP) perspective, such diversity trig‑
gers new data ϐlow management policies, service provi‑
sion costs and selling prices. In this respect, the SP rev‑
enue maximization is strictly related to the adopted man‑
agement and administration policy.

Indeed, a proper resource exploitation planning is essen‑
tial to guarantee elevated levels of network efϐiciency,
user satisfaction and consequent high SP revenues, as
highlighted by literature such as [13], [14]. In particu‑
lar, having an a priori knowledge about the data ϐlow ser‑
vice demand can be properly exploited to perform suit‑
able resource infrastructure planning with maximum in‑
come. In order to pursue this objective, Machine Learn‑
ing (ML) [15, 16, 17, 18, 19] has emerged by providing
many techniques to perform data behavior interpretation
and analysis. The ability of ML techniques in catching
data trends, patterns and hidden features, has ensured its
applicability to many problems. However, although the
knowledge and extrapolation of user data characteristics
positively impacts many application areas, it may result
in being non‑compliant with some speciϐic user privacy
constraints [20]. In this respect, if on the one hand the
users’ data analysis may lead to remarkable advantages
in reference to the network resources planning and ex‑
ploitation, on the other the user data gathering may trig‑
ger user dissention, due to privacy concerns and violation.
Within this context, a data‑manipulation framework able
to collect users’ data without contravening users’ privacy
is a priority. In this respect, Federated Learning (FL) [21,
20, 8, 22, 23, 24] has recently emerged as a promising
tool to perform, locally on the users’ devices, statistical
and mathematical training models based on ML method‑
ologies without losing users privacy constraints. The FL
framework consists of the devices level, generally indi‑
cated in literature as clients, and a central server unit
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which aggregates and merges the data preliminary pro‑
cessed by the clients. Typically, FL has the following mat‑
ters to face with [25]

• Non‑Independent Identically Distributed Data
The clients have different training datasets, therefore
a single dataset cannot be considered representative
of the other clients datasets;

• Unbalanced Datasets Different clients have differ‑
ent datasets, and each dataset may have a diverse
number of elements in comparison to other clients
datasets;

• Large‑Scale Distribution The number of clients
involved in the FL training procedure is generally
higher than the amount of data processed at the
client level;

• Limited Communication Mobile devices may or
may not be available for data training and the com‑
putational capability or communication conditions
could be poor.

In reference to the proposed contextualization, we have
assumed here that sensitive user data may be derived
from historical users functions utilization. In this per‑
spective, sharing data about daily users habits may ex‑
pose the users to undue risks. For this reason, the FL
framework may represent a useful tool to counteract such
a problem. However, a deep investigation of the privacy
issues are out of the scope of this paper. The paper pro‑
poses the application of the FL framework, in order to
forecast the service demands, without losing the user pri‑
vacy constraints, in an IoE scenario. Moreover, on the ba‑
sis of service demand forecasting, this paper proposes a
suitable Virtual Functions (VFs) placement both on the
ECN and cloud. Summarizing, the contributions of thispa‑
per are

• Application of the FL strategy to forecast the network
VFs demand, in order to take into account the users
privacy;

• Formulation of the SP maximum revenue problem,
by considering Service Requests (SRs) with a differ‑
ent priority and hence, different cost and price. In
particular, the SP can accept the data SRs with low
priority if all the high priority ϐlows have been satis‑
ϐied;

• Proposal of a VFs placement strategy and a suitable
matching‑based SRs allocation algorithm based on
the considered FL and the previously provided VFs
forecasting scheme;

• Performance evaluation of the proposed approach
and the comparisons with a centralized Chaos The‑
ory (CT)‑based prediction scheme, by resorting to
extensive computer simulation runs.

The rest of paper is organized as follows. In Section 2 
an in‑depth review of the related literature is presented. 
Section 3, discusses the problem statement, while in Sec‑ 
tion 4 the FL framework and the placement strategy are 
presented. Then, in Section 5 the experimental results 
are analyzed and the alternative CT predictive approach 
explained. Finally, the conclusions are presented in   
Section 6. 

2. RELATED WORKS
Recently, ML techniques have found extensive applica‑ 
tions in big data analysis in fog/edge networks research 
area.
An overview of the ML techniques applied to fog is pre‑ 
sented in paper [26]. Then, paper [26] investigates the 
ability of the ML strategies in detecting malicious attack‑ 
ers in fog networks, while paper [27] focuses on the ML 
solutions to evaluate the advantages deriving from an 
edge caching solution, taking into account user satisfac‑ 
tion perspective and energy efϐiciency. The improvement 
in sensing reliability and network latency is the aim of pa‑ 
per [28], in which the authors implement a multi‑hidden 
multi‑layer convolutional neural network solution to pro‑ 
vide data authentication in a mobile crowd‑sensing en‑ 
vironment. The tree decisions strategy combined with 
the k‑nearest neighbors method is applied in [29], in 
which authors deal with the position‑based conϐidential‑ 
ity problem in high real‑time industrial application sce‑ 
narios.
In a different way, SP maximization is the objective of pa‑ 
per [30], in which a deep supervised learning approach is 
applied to perform the minimization of the total network 
cost. A fog blockchain network is analyzed in paper [31], 
which formulates a solution based on the auction theory, 
where deep learning is applied to the maximization of the 
edge computing SP revenue.
Additionally, distributed ML is adopted in papers [32, 33, 
34, 35]. In paper [32], a distributed version of the well‑ 
known support vector machine method is implemented 
to investigate its applicability. The reinforcement learn‑ 
ing, and more in depth the Q‑learning algorithm, is ap‑ 
plied in paper [33], in order to minimize the users’ outage 
in heterogeneous cellular networks scenarios. The con‑ 
trol in crowd‑sensing problem is the main objective of pa‑ 
per [34], exploiting the human in the loop methodology to 
propose a hierarchical crowd sensing framework with the 
aim of reducing cloud congestion and promoting the bal‑ 
ancing of the data trafϐic. Then, the distributed stochas‑ 
tic variance reduced gradient is applied in paper [35], in 
which a target accuracy is ϐixed, and the optimization of 
the number of collection points to make data analysis pro‑ 
vided. Furthermore, paper [35] proposes the minimiza‑ 
tion of the amount of network trafϐic sent towards the col‑ 
lection points. In a different way, the maximization of SP 
proϐit in a Mobile Edge Computing (MEC) blockchain net‑ 
work has been studied in paper [31], in which an auction 
strategy combined with deep learning is formulated to
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perform edge resource allocation. Similarly, the auction 
theory is also applied to the proϐit maximization proϐit 
in [36], in which a novel combined optimal pricing and 
data allocation problem is solved with the Bayesian auc‑ 
tion approach. The proϐit maximization in the cognitive 
virtual operator is addressed in paper [37], in which a dy‑ 
namic network scenario is considered. Paper [37] devel‑ 
ops a low complexity online control scheme to perform 
decisions about price and resource planning. A cloud allo‑ 
cation scheme for three classes of virtual machines is pre‑ 
sented in [38], with the aim of maximising cloud provider 
proϐit.
Recently, FL has gained attention and papers [8, 39, 40, 
41, 42, 20] provide its application to different contexts 
and situations. Paper [8] and paper [39] contextual‑ 
ize the FL in MEC networks, optimizing with the dis‑ 
tributed gradient descent method the trade‑off between 
local updates and global aggregations, formulating a loss 
function minimization problem, and introducing some 
resource constraints. Papers [8] maximize the number 
of clients involved in the aggregation process, aiming at 
minimizing the aggregation error. The MEC scenario is 
taken into account also in paper [39] which addresses 
the popularity content caching problem throughout the 
adoption of the hybrid ϐiltering on stacked encoders to 
forecast content requests trend. Authors in [40] exploit 
the signal superposition property of wireless channels 
on the basis of which a novel aggregation data strat‑ 
egy for the over‑the‑air computation is presented. Fur‑ 
thermore, the model proposed in [20] is applied in [20] 
with the stochastic gradient descent algorithm as opti‑ 
mizer, aiming at training data in a distributed fashion by 
limiting the communication costs. The multi‑task learn‑ 
ing problem is solved with the FL and the novel Mocha 
context‑aware optimization algorithm is presented in pa‑ 
per [22], while a blockchained FL architecture is pro‑ 
posed in [41]. Then, this architecture is designed to im‑ 
plement a distributed consensus strategy, by taking into 
account the blockchain end‑to‑end delay. Finally, a hy‑ 
brid IoT‑MEC network is considered for the application 
of FL in [42]. Paper [42] provides transmission and com‑ 
putational costs optimization, applying multiple deep re‑ 
inforcement learning agents. Authors in [43] propose a 
QoE‑driven delivery approach, in which there is coop‑ 
eration between the Over‑The‑Top and Internet service 
providers, aiming at maximizing the revenue. Similarly, 
paper [44] addresses the economic aspects of a collabo‑ 
rative services management between Over‑The‑Top and 
Internet service providers. Consequently, authors pro‑ 
pose an architecture to realize their collaboration, deϐin‑ 
ing three different approaches on the basis of which the 
proϐit maximization of different customers is pursued. 
Then, the main objective of paper [45], is the investiga‑ 
tion of the management procedures for multimedia ser‑ 
vices, proposing a collaborative zero‑rated QoE approach 
to model the close cooperation between mobile network 
operators and the Over‑The‑Top service providers.

Fig. 1 – Hybrid cloud‑fog network architecture

As summarized in Table 1, in contrast to papers [36, 37, 
38], which provide proϐit maximization solutions without 
taking into account user privacy issues, we propose a rev‑ 
enue maximization framework based on data information 
elaborated locally on the users’ devices, avoiding the typ‑ 
ical privacy concerns of the other approaches. Hence, as 
in papers [40, 8, 39, 20, 41, 42], we propose an FL‑based 
framework by using the gradient descent algorithm as op‑ 
timizer. The motivation for this conservative choice re‑ 
sides in the fact that more complex methods may result 
in prohibitive consumption of the End Users’ (EU) hard‑ 
ware resources, which is a crucial point in the distributed 
data training problems. Furthermore, in contrast to the 
previous up‑to‑date works, this paper contextualizes the 
application of the FL to the VFs deployment problem, by 
exploiting the FL framework to properly predict the ap‑ 
plication network demand, in order to maximize the SP 
revenue. Furthermore, a VFs placement and an SRs ser‑ 
vice allocation is provided to evaluate the actual validity 
of the proposed solution. In fact, the SRs service alloca‑ 
tion algorithm, based on the matching theory, does not 
take into account the SP perspective, but only the users, 
i.e., the SRs, interests. Finally, to the best of our knowl‑ 
edge, this is the ϐirst paper which applies the FL to the SP
revenue maximization problem, by considering even the
users’ perspective. The proposed approach performance
has been evaluated by resorting to extensive numerical
simulation and by providing comparison with the central‑ 
ized CT‑based predictive method.

3. PROBLEM STATEMENT
As an IoE reference scenario, we consider a single SP 
featuring an ECN constituted by 𝒩 Computation Nodes 
(CNs) located at the network edges, and a more powerful 
cloud located far from the ECN. We suppose that all the 
CNs are equipped with a Central Processing Unit (CPU) 
with the same computational capability and number of 
available Storage Resource Blocks (SRBs) 𝑆.  In a differ‑ 
ent way, the cloud is assumed to have a storage capacity 
of 𝑈 SRBs, with 𝑆 < 𝑈 . In addition, we assume the avail‑ 
ability of high speed  wired  links between  CNs  and  from
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Table 1 – Literature contributions

Standard Literature Paper contribution

[36, 37, 38] Proposal of a revenue maximization framework based on data information elab‑
orated locally on the users’ devices, avoiding the typical privacy concerns of the
other approaches.

[40, 8, 39, 20, 41, 42] Contextualization of the application of the FL to the VFs deployment problem, by
exploiting the FL framework to properly predict the application network demand,
in order to maximize the SP revenue.

Table 2 – Main symbols

Notation Description

CN Computation node
VF Virtual function
FL Federated learning
SRB Storage resource block
SR Service request
S Number of SRBs per CN
U Cloud SRBs
ECN Edge computing network
𝒯 High priority requests
ℳ Low priority requests
𝜏𝑖 Time deadline
𝑥𝑖 Number of req. demanding for service 𝑖
𝑦𝑗 Number of req. demanding for service 𝑗
𝒳(𝑥𝑖, 𝑞𝑖) SP revenue for the high priority req.
𝒴(𝑦𝑗, 𝑧𝑗) SP revenue for the low priority req.
𝑇𝑟 Service accomplishment time
𝜔𝑧,ℎ Waiting time on the CN
𝜔𝑧,𝐶 Waiting time on the cloud

any CN to the cloud1. Furthermore, we guess that the ECN 
is able to support 𝒯 different high priority service types, 
which are characterized by different provision costs and 
selling prices. Each service type 𝑖 ∈ 𝒯 has associated a 
QoS level expressed as a time deadline 𝜏𝑖 before which 
the type 𝑖 service accomplishment has to be completed. 
In addition, we consider the presence of ℳ service type 
requests with lower priority and without any time dead‑ 
line constraint. The number of requests belonging to this 
class is indicated hereafter with 𝑦𝑗, with 𝑗 ∈ ℳ. 
Periodically, the SP updates the service demand and we 
assume that any new request does not arrive between two 
SP updates.
Let 𝑥𝑖 be the number of SRs demanding for service 𝑖. We 
suppose that each SR is originated by an EU), and that 
an EU requires only one SR. Therefore, as a direct conse‑ 
quence, hereafter we assume interchangeable the SR and 
EU terms. Then, as regards the SP, the provision of a ser‑ 
vice has a cost mainly depending on 𝑥𝑖 and following the
model given by [46]

1We have assumed that the connection towards the cloud is performed
throughout the CN nearest to the SRs needing computation. Conse‑
quently, the communication latency cost between SRs and their nearest
CN has no impact on the overall SR completion time and hence it has
been neglected in deϐining (7).

𝑐(𝑥𝑖) = {0, 𝑥𝑖 = 0,
𝛽𝑐,𝑖 + 𝛽𝑙,𝑖𝜇𝑥𝑖

𝑖 , 𝑥𝑖 > 0, (1)

in which 𝛽𝑐,𝑖, 𝛽𝑙,𝑖, 𝜇𝑖 are real valued parameters whose
value changes on the basis of the request type.
Similarly, the provision cost for providing 𝑦𝑗 SRs of type 𝑗
follows the rule [46]

𝑏(𝑦𝑗) = {0, 𝑦𝑗 = 0,
𝛼𝑐,𝑗 + 𝛼𝑙,𝑗𝜈

𝑦𝑗
𝑗 , 𝑦𝑗 > 0, (2)

where 𝛼𝑐,𝑗, 𝛼𝑙,𝑗, 𝜈𝑗 are, also in this case, real valued pa‑
rameters.
Moreover, for each service type with high priority, the SP
revenue results ruled by the following relation

𝑈(𝑥𝑖, 𝑞𝑖) = log(1 + 𝑥𝑖)
𝑞𝑖

, (3)

with 𝑞𝑖 = |𝑥𝑖 − 𝑘𝑖|, where 𝑘𝑖 is the number of SRs for
which 𝜏𝑖 has been respected. Then, the SP revenue for the
low priority SRs is given by

𝑈(𝑦𝑗, 𝑧𝑗) = log(1 + 𝑦𝑗)
𝑧𝑖

, (4)

where 𝑧𝑗 is the number of SRs among 𝑦𝑗 accepted by the
network for their service. Hence, the SP revenue, corre‑
sponding to the provision of the 𝑖‑th and the 𝑗‑th service
type, can be expressed as

𝒳(𝑥𝑖, 𝑞𝑖) = 𝑈(𝑥𝑖, 𝑞𝑖) − 𝑐(𝑥𝑖), (5)

and
𝒴(𝑦𝑗, 𝑧𝑗) = 𝑈(𝑦𝑗, 𝑧𝑗) − 𝑏(𝑦𝑗), (6)

respectively.
Both the SRs with high and low priority, in order to be
accomplished, require the presence of a VF in set 𝒱 which
has to be preliminary loaded on at least one CN of the net‑
work or on the far cloud. The loading process requires the
CN or cloud availability in terms of SRBs, since each VF
𝑣 ∈ 𝒱 requires a number 𝑎𝑣 of SRBs, different for each VF.
Consequently, the time required for the service accom‑
plishment (TSA) of a generic SR 𝑟, independently by its
priority, is given by
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Fig. 2 – FL framework for the VFs placement

𝑇𝑟 = ∑
𝑣∈𝒱

∑
ℎ∈𝒩

(𝛾𝑧+𝜔𝑧,ℎ)𝜌𝑟,ℎ𝜃𝑣,ℎ+(1−𝜌𝑟,ℎ)𝜁𝑣,𝐶(𝛾𝐶+𝜔𝑧,𝐶),

 where 𝛾𝑧 and 𝛾𝐶 are the execution time spent by the SR 𝑧 
on the CPU of a CN and of the cloud, respectively. It is im‑ 
portant to note that both the execution times 𝛾𝑧 and 𝛾𝐶
mainly depend on the size of the SR 𝑧, the CPU frequency 
of the node hosting its elaboration, and the time spent by 
the SR on that node waiting for the actual computation. 
Therefore, 𝜔𝑧,ℎ and 𝜔𝑧,𝐶 represent the queuing time ex‑ 
perienced by the the SR 𝑧 waiting for its execution on the 
CN ℎ and cloud, respectively2. Furthermore, 𝜌𝑟,ℎ is a bi‑ 
nary value equal to 1 if the SR 𝑗 is executed on the CN ℎ, 
0 otherwise. Similarly, 𝜃𝑣,ℎ is equal to 1 when the VF 𝑣 is 
present on CN ℎ, 0 otherwise. Finally, 𝜁𝑣,𝐶 is equal to 1 if 
the VF 𝑣 is loaded on cloud, 0 otherwise. It is important to 
make evident that the TSA in (7) strongly depends on the 
queuing time experienced by the SR on the service provi‑ 
sion site. In fact, a proper deployment of VFs on the ECN 
may drastically reduce the TSA time.
In formal terms, the aim of this paper is the maximization 
of the SP revenue by providing decision making on the VFs 
placement, in order to satisfy the SRs. Therefore, the main 
goal of the paper is given by

min
q,z

∑
𝑖=1,…,𝒯

𝒳(𝑥𝑖, 𝑞𝑖) + ∑
𝑗=1,…,ℳ

𝒴(𝑦𝑗, 𝑧𝑗), (8)

s.t.
𝑇𝑖 ≤ 𝜏𝑖, ∀𝑖 = 1, … , 𝒯, (9)

∑
𝑣∈𝒱

𝜃𝑣,ℎ𝑎𝑣 ≤ 𝑆, ∀ℎ ∈ 𝒩, (10)

∑
𝑣∈𝒱

𝜁𝑣,𝐶𝑎𝑣 ≤ 𝑈. (11)

2The CPU queue has been modeled with the ϐirst‑in‑ϐirst‑out service
policy.

In problems (4)‑(10), constraint (9) expresses the fact
that each SR with a high priority has to be served, while
constraints (10) and (11) represent that the VFs allocation
has to respect the storage limit of CNs and cloud, respec‑
tively.

4. FEDERATED LEARNING FRAMEWORK
4.1 The learning problem
The aim of ML is the exploitation of some data used for
training, to learn models. In order to do that, typically,
ML involves the deϐinition of a loss function representing
the error implicitly resulting from the model training [8].
The loss function depends on the data sample 𝑧 and a pa‑
rameter vector w, and it is named hereafter as 𝑓𝑧(w). As
previously introduced, this paper supposes the presence
of 𝐿 SRs, with 𝐿 = 𝒯 + ℳ, deriving from an underlying
level of EUs, each of which disposes of a local dataset Θ𝑙,
𝑙 = 1, … , 𝐿. Therefore, as assumed in [8, 20], we suppose
the collective loss function equals to

𝐹𝑙(w) = 1
|Θ𝑙|

∑
𝑧∈Γ𝑙

𝑓𝑧(w), (12)

where |Γ𝑙| is the number of elements belonging to Γ𝑙, re‑
ferred as the cardinality of the Γ𝑙 set. Respectively, the
global function evaluated at the central server site, the
global loss function, based on the distributed local dataset
Θ𝑙 and deϐined as [8, 20], is expressed by the following re‑
lation

𝐹(w) =
∑

𝑙=1,…,𝐿
|Θ𝑙|𝐹𝑙(w)

∑
𝑙=1,…,𝐿

|Θ𝑙|
. (13)

Therefore, the objective here is to ϐindw⋆ such that [8]

w⋆ = argmin 𝐹(w). (14)

(7)
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Accordingly, with numerous contemporary papers 
[20, 8] recently proposed in literature, the optimization 
of (14) limiting the computational complexity, is 
pursued by applying the gradient descent method.

4.2 Federated learning framework

Algorithm 1 Client Side
1: for each NE involved in learning process do
2: update w𝜒(𝑢) = ŵ𝜒(𝑢 − 1) − 𝜉∇𝐹𝜒(ŵ𝜒(𝑢 − 1));
3: return w𝜒(𝑢) to the central server;
4: end for

Algorithm 2 Server Side
1: initialize w0;
2: for each NE involved in learning process in parallel
do

3: Receive and update w𝜒(𝑢)
4: end for

5: update global model w(𝑢) =
∑

𝜒∈𝒦
|Θ𝜒|w𝜒

∑
𝜒∈𝒦

|Θ𝜒| .

Algorithm 3 VFs Placement Planning
1: Input: predicted application popularity vector p;
2: for each VF 𝑣 ∈ p do
3: for each CN ℎ ∈ 𝒩 do
4: if ℎ has enough SRBs then load 𝑣 on ℎ;
5: else
6: if cloud has enough SRBs then
7: load 𝑣 on cloud;
8: end if
9: end if

10: end for
11: end for

As represented in Fig. 2, the proposed FL framework con‑
sists of the client level, responsible for the distributed lo‑
cal data training, and of a server side. The server side
is typically represented by a base station or a more gen‑
eral central unit, set up for improving the global learning
model, and to merge the locally trained EU models. The
client and server sides interact with each other, through‑
out a series of iteration rounds 𝑢. It is important to high‑
light that the number of EUs involved in the training pro‑
cedure are a subset of the totality of the EUs.
The FL procedure consists of the following steps

• Let 𝒦 be the set of the EUs involved in the training
process. In parallel, each EU belonging to 𝒦, i.e. EU
𝜒, updates its local parameter vector w𝜒(𝑢), which
depends on its local dataset Θ𝜒, accordingly with the
following rule [8]

w𝜒(𝑢) = ŵ𝜒(𝑢 − 1) − 𝜉∇𝐹𝜒(ŵ𝜒(𝑢 − 1)), (15)

where 𝜉 is the learning rate and ŵ𝜒(𝑢−1) represents
the term w𝜒(𝑢 − 1) after global aggregation.

• As detailed in [20], the server side computes the
weighted average expressed by

w(𝑢) =
∑𝜒∈𝒦 |Θ𝜒|w𝜒

∑𝜒∈𝒦 |Θ𝜒| . (16)

It is important to make evident that EUs, in performing
distributed data training accordingly with the FL frame‑
work, achieve numerous advantages in terms of clientpri‑
vacy, and limited exploitation of their computational re‑
sources. This is directly connected to the fact that train‑
ing data locally on the client’s site, helps users to keep
their sensitive and personal information reserved, since
the uploading of the EU 𝜒 parameter vector w𝜒 does not
expose the client to any sort of privacy matter. More
speciϐically, from w𝜒, it is not elementary to retrieve Θ𝜒.
Finally, each algorithm iteration round involves just a part
of the whole EUs’ set, reducing the message passing be‑
tween client and central server entities. Strongly con‑
nected with this aspect, the usage of the gradient descent
algorithm is able to afford the learning problem without
implying an excessive resource consumption, meeting the
limited computational capabilities intrinsic of each mo‑
bile device.
Algorithms 1 and 2 exhibit the pseudocode correspond‑
ing to the client and server sides, respectively.

4.3 VFs placement planning
Once the FL framework is applied to obtain SRs predic‑
tion on the basis of the historical EUs’ information, prop‑
erly aggregated by the central server, the VFs’ placement
planning strategy starts. The placement acts on the basis
of the VFs popularity, expressed with the popularity vec‑
tor p. The popularity vector p has length equal to 𝒱 and
contains the type of the VFs sorted by descending order
on the basis of the occurrence frequency of each VF type
in the pool of the whole network requests.
In order to validate the beneϐits of the proposed frame‑
work to the VFs placement problem, we propose a
straightforward placement strategy strictly dependent on
p. Supposing that the predicted network SRs are given in
terms of the VFs’ popularity and expressed with thepopu‑
larity vector p, the VFs’ placement is realized through the
following steps

1. Process the popularity vector p starting from the
most popular VF in p, i.e., 𝑟⋆ , hence from the most
requested VF;

2. Deploy 𝑟⋆ on the ϐirst CN with enough available SRBs
to host 𝑟⋆;

3. Deploy 𝑟⋆ on the cloud if it has enough available SRBs
to host 𝑟⋆;

4. If 𝑟⋆ cannot be loaded neither on the CNs nor on the
cloud
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(a) if the VF ̂𝑟 which can be hosted by a CN or cloud
does not exist in p, then terminate placement;

(b) Otherwise repeat steps 1) − 4).

The pseudocode of the VFs planning strategy is detailed
in Algorithm 3.

Algorithm 4 SRs Allocation Planning
1: until all the SRs are not allocated repeat
2: for each unallocated SR 𝑟 do
3: builds its preferences on 𝒞𝑟 and proposes to its fa‑

vorite element in 𝒞𝑟;
4: end for
5: for each computation site do
6: accepts the SR requiring the VF type with the more

stringent deadline;
7: updates the corresponding queuing time;
8: end for
9: end repeat

4.4 SRs allocation planning
The designed SRs allocation policy is based on the match‑
ing theory principles [47, 48], and consider the EUs’ per‑
spective. In order to better explain this point, it is impor‑
tant to highlight that the SRs allocation strategy is based
on metrics which do not consider the SP revenue, but only
the EUs’ interests. In this regard, the two parts involved
in the matching are the SRs and the computational sites,
referred hereafter, for each SR 𝑟, as 𝒞𝑟. The set of the com‑
putational sites may be different for diverse SRs since,
given the SR 𝑟, 𝒞𝑟 consists of the CNs which contain the VF
requested by 𝑟 and of the cloud, if this contains the desired
VF. Each SR 𝑟 expresses the preference in being matched,
i.e., in being computed, with each element of 𝒞𝑟 and vice
versa. The SRs aim at minimizing their own TSA deϐined
as in (7), hence they prefer to be executed on computa‑
tional sites which lower (7). By contrast, the computa‑
tional sites prefer SRs requiring VFs with stringent dead‑
line requirements.
Therefore, the matching algorithm consisting of a mod‑
iϐied version of the Gale‑Shapley [47] algorithm can be
summarized through the following steps

1. Each SR builds its preference on the elements be‑
longing to 𝒞𝑟;

2. Each SR 𝑟, proposes to be computed on its most pre‑
ferred computational site;

3. Each computational site, among the received compu‑
tational proposals, accepts the SR requiring the VF
type with the closest deadline, and discards the other
proposals;

4. Update queuing time on each CN;

5. Update preferences of the unallocated SRs;

Fig. 3 – SP revenue by varying communication rounds, considering 100
SRs and 20 VFs

Fig. 4 – MSE by varying the time prediction horizon for type 1 SRs

6. repeat steps 2) − 6) until all the SRs are allocated.
Algorithm 4 explains in more detail the SRs allocation 
planning procedure.

5. NUMERICAL RESULTS
The proposed FL‑based framework has been tested by re- 
sorting  to  numerical  simulations  in  the Tensorϐlow  en‑ 
vironment. We supposed  an  IoE  scenario  consisting  of 
𝒩 = 3 CNs,  equipped  with  a  CPU  frequency  equals  to 
2.4 GHz, while the cloud  has  been  equipped  with a CPU 
frequency equals to 4.6 GHz. Furthermore, we set 𝑆 = 70 
and 𝑈 = 120.
The VFs required by SRs have been modeled in a similar 
way as in [39, 49, 50], and we considered the presence 
of two priorities, corresponding to the set MovieLens 1M 
dataset [51] and MovieLens 100K dataset [51], respec‑ 
tively. We modeled 10 VFs, each of which needs a number 
of SRBs uniformly distributed in [50, 80]. All the FL net‑ 
work hyperparameters and the neural architecture have 
been assumed to be the same as those in [39]. Each SR 
has been modeled as a number of 64 bits format instruc‑ 
tions uniformly distributed in [250, 800], needing 8 CPU
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Fig. 5 – MSE by varying the time prediction horizon for type 2 SRs

cycles per instruction. Furthermore, as loss function, we 
adopted the Mean Squared Error (MSE) which, for each 
data 𝜄𝜙 in Θ𝜒 is deϐined as

MSE = 1
Φ

Φ
∑
𝜙=1

( ̂𝜄𝜙 − 𝜄𝜙)2, (17)

Fig. 6 – SP revenue by varying the number of SRs, considering 10 VFs

Fig. 7 – Percentage of SRs discarded, by increasing the SR number

ing the number of SRs, until the network infrastructure is 
not saturated and consequently it cannot accept new SRs. 
Such a situation is clearly a consequence of the physical 
resources limitation of the network. Finally, Fig. 7 depicts 
the behavior of the percentage of the SRs discarded, i.e., 
the percentage of the SRs which have not been served by 
the network infrastructure since their computation is not 
ϐinished before the expiration of their deadline. In conclu‑ 
sion, the resulting system performance makes clear the 
validity of the FL application for our problem, highlight‑ 
ing the importance of considering the data expressing the 
users’ preferences and daily habits.

6. CONCLUSION
This paper has dealt with a framework based on the fed‑ 
erated learning paradigm to maximise SP revenue, in a 
hybrid cloud‑edge system, arranged to support IoE appli‑ 
cations. The proposed framework resorts to the use of 
the FL approach to predict the SRs demand, in compli‑ 
ance with the users’ privacy. Furthermore, a VFs place‑ 
ment on the basis of the obtained SRs demand prediction 
has been performed and, the related SRs allocation, mod‑ 
eled as a matching game problem, has been hence 

where Φ is the number of samples in the test data, and
𝜄�̂� is the predicted value. Then, to test the effectiveness
of the proposed approach, we made comparison in terms
of accuracy of our strategy, with the prediction scheme
based on the application of the CT principles by perform‑
ing the phase space reconstruction method as explained
in [52, 53], and by using the predictive model of the k‑
neighbors discussed in [54]. It is important to note that
the CT approach is performed on the central server site,
on which all the user data is gathered without considering
the preservation of their privacy.
Fig. 4 and Fig. 5, which exhibit the MSE behavior by vary‑
ing the prediction horizon, conϐirm the greater accuracy
of the proposed model in comparison to CT. As it is evi‑
dent in Fig. 4 and Fig. 5, the MSE grows as the prediction
horizon increases. This is a direct consequence of the nat‑
ural difϐiculty in predicting the long‑term behavior of the
series. Nevertheless, both the ϐigures show the superior‑
ity of the proposed approach in comparison with the al‑
ternative here considered.
Then, Fig. 3 makes clear the signiϐicant improvement
obtained by increasing the number of communication
rounds, i.e., information updates, between the server and
the clients, for different numbers of EUs involved in the
FL process. The direct implication is that higher is the
number of the EUs taking part in the learning process, the
greater the levels of accuracy on the acquired information
on which the VFs placement strategy is based. Moreover,
the SP revenue improves its trend. It is important to high‑
light here that the FL requires a converge time of 12.42
seconds to converge, against the 6.17 seconds required
by the CT approach. Fig. 6 shows the SP revenue behav‑
ior by increasing the number of SRs. As it is straightfor‑
ward to note, the SP revenue tends to grow by increas‑
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accomplished. The effectiveness of the proposed 
framework has been ϐinally validated by providing 
performance comparisons with an alternative 
predictive approach based on the chaos theory. In 
reference to the future research directions, a very 
interesting topic needing further exploration may be 
represented by the deϐinition of novel solutions and 
methodologies to allow the design of privacy‑based 
learning and inference of deep learning and ad‑ 
vanced signal processing in heterogeneous hardware ar‑ 
chitectures. Such a privacy‑preserving approach will rely 
on Homomorphic Encryption that enables processing di‑ 
rectly on encrypted data.
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y Arcas. “Federated Learning of Deep Networks
using Model Averaging”. In: vol. abs/1602.05629.
2016. arXiv: 1602 . 05629. URL:http : / / arxiv .
org/abs/1602.05629.

[21] Q. Yang, Y. Liu, T. Chen, and Y. Tong. “Federated
Machine Learning: Concept and Applications”. In:
vol. abs/1902.04885. 2019. arXiv: 1902 . 04885.
URL:http://arxiv.org/abs/1902.04885.

[22] V. Smith, C.‑K. Chiang, M. Sanjabi, and A. Tal‑
walkar. “Federated Multi‑Task Learning”. In:
vol. abs/1705.10467. 2017. arXiv: 1705 . 10467.
URL:http://arxiv.org/abs/1705.10467.

[23] N. H. Tran, W. Bao, A. Zomaya, N. Minh N.H., and
C. S. Hong. “Federated Learning over Wireless Net‑
works: Optimization Model Design and Analysis”.
In: IEEE INFOCOM 2019 ‑ IEEE Conference on Com‑
puter Communications. Apr. 2019, pp. 1387–1395.
DOI:10.1109/INFOCOM.2019.8737464.

[24] Z. Wang, M. Song, Z. Zhang, Y. Song, Q. Wang, and H.
Qi. “Beyond Inferring Class Representatives: User‑
Level Privacy Leakage From Federated Learning”.
In: IEEE INFOCOM 2019 ‑ IEEE Conference on Com‑
puter Communications. Apr. 2019, pp. 2512–2520.
DOI:10.1109/INFOCOM.2019.8737416.

[25] H. B. McMahan, E. Moore, D. Ramage, and B.
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Abstract – Determining the suitability of any technology for an Internet of Everything (IoE) application is essential in the
presence of diverse technologies and application requirements. Some of the IoE applications include smart metering, wear‑
ables, healthcare, remote monitoring, inventory management and industrial automation. Energy efϔiciency, scalability, se‑
curity, low‑cost deployment and network coverage are some of the requirements that vary from one application to another.
Wireless technologies such as WiFi, ZigBee, Bluetooth, LTE, NB‑IoT, LoRa and SigFox will play crucial roles in enabling these
applications. Some of the technological features are transmission range, bandwidth, data rate, security schemes and infras‑
tructure requirements. As there is no one‑size‑ϔits‑all network solution available, the key is to understand the diverse require‑
ments of different IoE applications and speciϔic features offered by different IoE enabling technologies. Application‑speciϔic
technology selection will ensure the best possible utilization of any technology and the quality of service requirements. An
overview of network performance expectations from various IoE applications and enabling technologies, their features and
potential applications are presented in this paper.

Keywords – IoE, LPWANs, M2M, MTC, network design, suitable technology selection, wireless technologies

ABBREVIATIONS
• 3GPP ‑ 3rd Generation Partnership Project

• 8PSK ‑ Eight Phase Shift Keying

• AMI ‑ Advanced Metering Infrastructure

• BPSK ‑ Binary Phase Shift Keying

• CAPEX ‑ Capital Expenditure

• COPD ‑ Chronic Obstructive Pulmonary Disease

• CSMA/CA ‑ Carrier Sense Multiple Access with Colli‑
sion Avoidance

• D2D ‑ Device to Device

• DBPSK ‑ Differential Binary Phase Shift Keying

• DMM ‑ Disributed IP Mobility Management

• DSO ‑ Distribution System Operators

• DSSS ‑ Direct Sequence Spread Spectrum

• EC‑GSM‑IoT ‑ Extended Coverage Global System for
Mobile Communications for the Internet of Things

• eDRX ‑ extended Discontinuous Reception

• eGPRS ‑ enhanced General Packet Radio Service

• eMTC ‑ enhanced Machine Type Communication

• EVs ‑ Electric Vehicles

• FHSS ‑ Frequency Hopping Spread Spectrum

• GFSK ‑ Gaussian Frequency Shift Keying

• GMSK ‑ Gaussian Minimum Shift Keying

• GW ‑ Gateway

• HANs ‑ Home Area Networks

• HCO ‑ Healthcare Organization

• IC‑IoE‑ Information‑Centric IoE

• IIoT ‑ Industrial Internet of Everything

• IoE ‑ Internet of Everything

• IoT ‑ Internet of Things

• IP ‑ Internet Protocol

• ISM ‑ Industrial, Scientiϐic and Medical

• LoS ‑ Line of Sight

• LPWANs ‑ Low Power Wide Area Networks

• LR‑WPAN ‑ Low Rate Wireless Personal Area Net‑
work

• M2M ‑ Machine to Machine

• MLANs ‑ Meter Local Area Networks

• MMC ‑ Massive Machine Communications

• mMTC ‑ Massive Machine Type Communications
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• MN ‑ Moving Networks

• MTC ‑ Machine Type Communication

• MTDs ‑ Machine Type Devices

• NANs ‑ Neighborhood Area Networks

• NB‑IoT ‑ Narrowband Internet of Things

• NOMA ‑ Non Orthogonal Multiple Access

• OPEX ‑ Operational Expenditure

• OS ‑ Operatig System

• PER ‑ Packet Error Ratio

• PLC ‑ Power Line Communication

• PMIPV6 ‑ Proxy Mobile IPv6

• PSM ‑ Power Saving Management

• PWPN ‑ Power Wireless Private Network

• QoS ‑ Quality of Service
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• RPMA ‑ Random Phase Multiple Access

• RSUs ‑ Roadside Units

• SGs ‑ Smart Grids
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• SPHERE ‑ Sensor Platform for Residential Environ‑
ment

• UAV ‑ Unmanned Aerial Vehicle

• UDN ‑ Ultra‑Dense Network
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• URLLC ‑ Ultra‑Reliable Low Latency Communica‑
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• V2I ‑ Vehicle to Infrastructure

• V2N ‑ Vehicle to Network

• V2P ‑ Vehicle to Pedestrian

• V2V ‑ Vehicle to Vehicle

• V2X ‑ Vehicle to Everything

• WANs ‑ Wide Area Networks

• WBANs ‑ Wireless Body Area Networks

• WIA‑PA ‑ Wireless Networks for Industrial Automa‑
tion for Process Automation

• WirelessHART ‑ Wireless Highway Addressable Re‑
mote Transducer

• WISA ‑ Wireless Interface for Sensors and Actuators

• WLAN ‑ Wireless Local Area Network

• WPCN ‑ Wireless Powered Communication Network

• WSNs ‑ Wireless Sensor Networks

1. INTRODUCTION
The term ‘Internet of Things’ (IoT) refers to the network
of physical objects or things embedded with electronics,
software, sensors and network connectivity where infor‑
mation exchange takes place automatically [1]. The term
IoE is preferred over IoT by many as IoE comprehen‑
sively addresses the connectivity of various technologies,
processes and people while IoT addresses interconnec‑
tivity of physical objects, data inputs and outputs. Hu‑
mans,monitoring sensors, healthcare equipment, sensor‑
equipped automobiles etc. are considered in ‘Everything’
[2]. A signiϐicant increase in the number of deployed IoE
devices can be observed in recent years as the IoE concept
receives broader industry momentum. Some predictions
on the IoEdeployment scale [3], technology’smarket pen‑
etration [4] and estimated revenue generation [5] can be
found in the literature. IoE promises ease of ϐlow of infor‑
mation efϐiciently in a fast‑paced world with various en‑
visioned application types such as IoE devices from mo‑
biles, smart home energy management systems, support‑
ing disabled people, tracking human behaviour, under‑
water sensor networks, military affairs and autonomous
cars. Agriculture, healthcare, environment, transport, in‑
dustrial automation etc. are some of the potential IoE ap‑
plication domains. IoE will incorporate both humans and
machines as suggested by some IoE applications where
interaction with humans [6], places of residence [7], hu‑
man nature [8], and environment [9] are observed.
Since IoE application requirements are diverse, network
designs are often facilitated by differentiating Machine
to Machine (M2M) networks from Machine Type Com‑
munication (MTC) networks. M2M communication in‑
cludes the remote control of machines, monitoring, and
collecting data from machines, whereas in MTC, typi‑
cally, devices are small, inexpensive and can operate for
an extended period without human intervention. M2M
communication networks differentiate themselves from
networks that relay trafϐic generated or consumed by
humans in IoE. Examples of MTC are smart commu‑
nity, smart building, smart grid, smart water system etc.
Network connectivity, communication protocols, middle‑
ware frameworks, etc. need careful consideration to
support the massive number of devices. The hetero‑
geneous nature of trafϐic such as static, intermittent,
delay‑sensitive, delay‑tolerant, small or large packets and
application‑speciϐic performance objectives canmake the
wireless network design more complicated and challeng‑
ing. For example, the tolerable delay and an update fre‑
quency for the waste management application are 30
minutes and 1 hour, respectively. On the other hand, in‑
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dustrial monitoring and supervision applications can tol‑
erate delays in a range of milliseconds and have update
frequencies in the range of seconds [5].
Cellular networks will play a major role in the IoE do‑
main in supportingM2Mcommunication networks. How‑
ever, future cellular standards will require optimizing the
access network for both broadband and M2M communi‑
cations to meet varying design challenges. In contrast
to broadband networks, large‑scale deployment of in‑
expensive low‑complexity devices, smaller payload sizes
with non‑uniform trafϐic density, energy efϐiciency, ex‑
tended network coverage are required for M2M net‑
works [4]. Some enhancements have been proposed in
the 3rd Generation Partnership Project (3GPP) to efϐi‑
ciently supportM2Mapplications in 2G, 3G, LTECat‑1 and
higher networks. Extended Coverage Global System for
Mobile Communications for the Internet of Things (EC‑
GSM‑IoT) and Narrowband Internet of Things (NB‑IoT)
are cellular‑based IoE enabling technologies. Besides
the cellular‑based technologies, short‑range technologies
such as Bluetooth, ZigBee and Wi‑Fi, and non‑cellular‑
based technologies such as LoRa and Sigfox will play vi‑
tal roles to meet the huge connectivity demand placed by
MTC networks.
Application‑speciϐic technology selection requires care‑
ful preparation such as analyzing energy efϐiciency, la‑
tency, reliability, reliability, scalability and security re‑
quirements. Video surveillance, a smart city application,
cannot tolerate large delays compared to other smart
city applications such as structural healthmonitoring and
wastemanagement. Video surveillance is an example of a
high data‑rate application while structural health moni‑
toring and waste management are low data‑rate applica‑
tions. Some industrial applications such as closed‑loop
control/ interlocking and control require low data rates
while delays in milliseconds are tolerated with a high up‑
date frequency. Average message sizes and average mes‑
sage transaction rates also vary from one application to
another. For example, average message sizes and average
message transaction rates are 20 bytes and 1.67 × 10−3/s
respectively for a typical home security application, and
1 bytes and 3.33 × 10−2/s respectively for roadway signs.
Some of the smart city applications such as road safety
in urban/highways and most of the industrial applica‑
tions such as factory automation/packagingmachines are
latency‑critical IoE applications with high‑reliability re‑
quirements.
Operating frequency, bandwidth, transmission range and
data rate are some of the technological features of any
technology. LoRa and Sigfox operate in the unlicensed
Industrial, Scientiϐic and Medical (ISM) spectrum band
while EC‑GSM‑IoT and NB‑IoT operate in licensed spec‑
trum bands. Bluetooth and WiFi are two short‑range
technologies having transmission ranges of 50m and 100
m respectively. Although highly dependent on commu‑
nication environments, some researchers reported that
LoRa and SigFox can achieve approximately 15 km and
20 km transmission ranges respectively. Cellular‑based

technologies such as NB‑IoT, EC‑GSM‑IoT, eMTC can also
achieve a long transmission range. Bluetooth, WiFi, NB‑
IoT, EC‑GSM‑IoT, eMTC have higher channel bandwidths
compared to LoRa and SigFox. Channel bandwidths for
Bluetooth and WiFi are 2 MHz and 22 MHz respectively
while the channel bandwidth of SigFox is 100 Hz only.
Bluetooth, WiFi, NB‑IoT, EC‑GSM‑IoT, eMTC can support
high data‑rate applications while LoRa, SigFox support
low data‑rate applications.
The knowledge of application requirements and techno‑
logical features of any technology can help us determine
the suitability of that technology for a particular applica‑
tion. For example, WiFi, Bluetooth, NB‑IoT will ϐit well in
high throughput applications while LoRa and SigFox will
not ϐit such applications. However, WiFi and Bluetooth
are suitable for applications that require a small network
coverage. On the other hand, LoRa and SigFox can provide
larger network coverage. These observations can be col‑
lectively applied towards application‑speciϐic technology
selection. Our concept is illustrated in Fig.1. Fig.2 shows
the speed at which the IoE market is growing [10]. This
paper is organized as follows: various IoE application re‑
quirements andnetworkdesign constraints are discussed
in Section 2, some IoE enabling technologies and features
are discussed in Section 3, various IoE applications and
enabling technologies are discussed in Section 4 and con‑
clusions are drawn in Section 5.

2. IOE APPLICATION REQUIREMENTS AND
NETWORK DESIGN CONSTRAINTS

The diverse nature of IoE application scenarios may have
a diverse set of requirements. Some of the requirements
could be application‑speciϐicwhile others fall into general
expectations. Some requirements arise from the typical
IoE devices and business objectives while others are rele‑
vant to networks. As an example, average message trans‑
action rates and average message sizes are shown in Ta‑
ble 1. Long battery life, support for themassive number of
devices, extended coverage, low device cost, low deploy‑
ment cost, security and privacy etc. are some of the key
requirements for some applications. Network scalability,
throughput, cell capacity, interference and delay are im‑
portant considerations for other IoE applications.

2.1 Energy efϐiciency
Themost important issue in IoE networks is probably en‑
ergy efϐiciency [5]. Since the end devices are operated by
irreplaceable batteries and the network is expected to be
functional for a long time without human intervention in
applications such as ϐire warning and pipeline inspection
[11], battery energy should be utilized most efϐiciently. A
battery life span expectation of 10 years for network op‑
eration is reported in [5]. A signiϐicant amount of energy
is consumed in packet transmission and reception pro‑
cesses compared to other processes. The author in [12]
discussed the requirement of delicate balancing between
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Fig. 1 – Application‑speciϐic technology selection

the number of packet transmissions andnetwork lifetime.
However, in some applications such as wearables devices
where a signiϐicant volume of data may need to be pro‑
cessed, the circuit power consumption is often compara‑
ble to the transmit power [13].
Energy efϐiciency issueswill have tobe addressed through
the design of hardware, software or MAC protocols, suit‑
able routing scheme, efϐicient energy management sys‑
tem and energy harvesting. The multi‑hop routing in
[14] was found to be more energy‑efϐicient than single‑
hop routing in LoRa networks while ensuring high net‑
work connectivity, low computational complexity for end
nodes and addressing dynamic node distribution scenar‑
ios. On the other hand, the routing algorithm in [15]
combined different energy harvesting techniques to im‑
prove the network lifetime and Quality of Service (QoS)
under variable trafϐic load and energy availability condi‑
tions. Wireless power transfer enables the IoE nodes to

collect energy from the Radio Frequency (RF) of the sur‑
rounding transmitters [16]. For Unmanned Aerial Vehi‑
cle (UAV) applications, UAV swarms can have a relatively
good channel state to completewireless power transfer as
the probability of ϐinding a Line of Sight (LoS) link is high
[11]. Cognitive radio and Non‑Orthogonal Multiple Ac‑
cess (NOMA) are candidate technologies for 5G networks
for improving network spectral efϐiciency and scalability
and the authors in [17] introduced a resource manage‑
ment framework for cognitive IoE networks with RF en‑
ergy harvesting. In a Wireless Powered Communication
Network (WPCN), multiple energy‑limited devices ϐirst
harvest energy in the downlink and then transmit infor‑
mation in the uplink. Although NOMA has been proposed
to improve the system spectral efϐiciency in 5G networks,
the authors in [13] found that NOMA‑based WPCN not
only consumes more energy but also is less spectrally ef‑
ϐicient than TDMA‑based WPCN.
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Fig. 2 – Growth of IoE devices

2.2 Network coverage
The requirement for extended network coverage is an‑
other key driving force for the introduction of LPWAN
technologies. Extended network coverage will be re‑
quired for some of the IoE applications; for example,
smart meters located in the basement of buildings, be‑
hind a concrete wall or inside elevators will require an
enhanced link budget. Also, the wireless coverage of
UAVs for IoE should be extended rapidly and effectively
in disaster‑affected areas [18]. UAV‑aided networks can
establish wireless interconnections quickly, which is nec‑
essary for achieving larger wireless coverage. Multi‑hop
Device to Device (D2D) communications can be utilized
to achieve larger coverage for UAVs [18]. Link budget and
design parameters can be exploited to increase network
coverage. The authors in [19] found that NB‑IoT 882MHz
and LoRaWAN can increase coverage by up to 398% and
142% respectively with a 10% improvement in receiver
sensitivity. They also found that RPMA, NB‑IoT and LTE‑
M incurs at least 9 dB additional path loss relative to Sig‑
fox and LoRaWAN.

2.3 Security and privacy
Security incidents weaken the conϐidence in the IoE
paradigm, hindering its widespread implementation.
The disclosure of private and conϐidential information
causes various privacy violations and business disrup‑
tions. However, the most signiϐicant danger remains the

Table 1 – Average message transaction rate and average message size
for different IoE applications

Application Average Message
Transaction Rate
(𝑠−1)

Average
Message
Size (bytes)

Roadway
Signs

3.33 × 10−2 1

Trafϐic Lights
or Trafϐic
Sensors

1.67 × 10−2 1

House 
Appliances

1.16 × 10−5 8

Credit 
Machine 
in a Shop

5.56 × 10−4 24

Home 
Security

1.67 × 10−3 20

Process 
Automation

0.2 to 10 40 to 100

Smart Grids 10 to 100 80 to 1000
Road Safety
Highway

10 ≤ 500

Trafϐic 
Efϐiciency

1 1 K

Urban 
Intersection

1 1 M/car
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threat to people’s lives and wellbeing from IoE devices’
exposure. Security risks in a healthcare setting, manage‑
ment of trafϐic lights/connected vehicles may cause acci‑
dents leading to fatalities besides causing havoc and in‑
creasing pollution [20]. The substantial difference be‑
tween standard and IoE networks is the resourcefulness
of the end devices. In contrast to traditional networks
with overϐlowing resources, IoE devices mostly operate
on low power, limited memory, limited computing ability
and storage facility. Thus, a balance is required between
security and resources as limited resources may restrict
enabling technologies to lightweight security algorithms
and protocols [21]. Besides, the IoE ecosystem faces di‑
verse data formats and contents due to different appli‑
cation functionalities and the lack of a standard Operat‑
ing System (OS). They are prone to generic threats such
as hardware vulnerabilities, vulnerabilities of social engi‑
neering, DoS/ DDoS attacks [21]. Architecture layerwise
threats may include eavesdropping, node cloning in the
physical layer; unauthorized access, replication of nodes
and injectionof fakedevices in thenetwork layer etc. [21].
Research efforts are made to improve security in IoE net‑
works. Security threats at different layers such as the
sensing layer, network layer, middleware layer, gateways
and application layer are presented in [22]. The authors
in [22] also discussed existing and upcoming solutions
to IoE security threats including blockchain, fog comput‑
ing, edge computing and machine learning. Adoption of
Distributed IP Mobility Management (DMM) for 5G net‑
works and afϐiliated applications is highly predicted [23].
The ϐlat architecture of DMM harmonizes well with 5G
networks while overcoming the critical shortcomings of
the centralized mobility management technologies such
asMobile IPv6 andProxyMobile IPv6 (PMIPv6) [24]. Pro‑
tecting transmitted data trafϐic between user mobile de‑
vices and their in‑home IoT appliances is of paramount
importance as the data trafϐic may include users’ sen‑
sitive and critical private information. The authors in
[24] focused on secure route optimization to enable di‑
rect communication between end devices securely while
minimizing the possibility of information leakage during
data transmission.

2.4 Network scalability
Network scalability will be a key consideration as soon as
the market gets bigger. IoE networks will have to sup‑
port the inclusion of many new heterogeneous devices
or exclusion of old devices to sustain market demand in
the long run. Applications and functions for the interest
of end users without compromising the quality and pro‑
vision of existing services will have to be addressed too
which in turn will put a constraint on network capacity.
Network scalability, throughput and/or cell capacity is‑
sues have been studied in [25‑29]. Transceivers are as‑
sumed to undergo high levels of cross and self‑technology
interference from heterogeneous environments of vari‑
ous wireless technologies and the massive number of IoE

devices as LPWAN technologies remain their operations
in unlicensed spectrums. Severe interference can poten‑
tially degrade network performance and service quality.
A high level of interference will increase the Packet Er‑
ror Ratio (PER) resulting in a loss of reliability. A high
number of packet retransmissions might be required un‑
der these circumstances.

2.5 Reliability
Reliability is imperative for the safety‑critical or mission‑
critical nature of the IoE applications. The diverse na‑
ture of technical requirements for different IoE networks
poses a lot of challenges and for some applications, IoE
networks are required to simultaneously support high re‑
liability, low latency andmassive connectivity [30]. Strin‑
gent transmission reliability is required for some applica‑
tions such as industrial automation, Vehicle to Everything
(V2X) networks, and smart grids [30]. Malfunctions of
IoE devices, failure to capture critical data, network out‑
age and data loss may result in catastrophic effects, such
as mission failure, ϐinancial loss, and harm to people and
environments [31]. The heterogeneous nature of IoE de‑
vices and networks requires diverse reliability protocols.
Reliable architecture, operation and application develop‑
ment must address errors in the hardware, the software,
interactions with the physical environment, and interac‑
tions with the human users [32]. The authors in [33] ex‑
plored the reliability of the NB‑IoT network in intelligent
systems.

2.6 Delay
In the context of new 5G use cases, IoE applications
have been categorized into two classes: massive Machine
Type Communications (mMTC) and Ultra‑Reliable Low
Latency Communications (URLLC) [34]. mMTC applica‑
tions will have demands for high network capacity, low‑
cost end devices and longer battery lifetime. On the other
hand,mission‑critical applicationswill rely onURLLC and
will demand uninterrupted service with the huge volume
of data exchange. M2M communication is widely uti‑
lized in a vast number of Industrial Internet of Everything
(IIoE) applications. M2M communications in IIoE can be
categorized as delay‑sensitive and delay‑tolerant. The
control system in smartmanufacturing linesmonitors the
condition of themanufacturing lines andmakes real‑time
decisions. However, Machine Type Devices (MTDs) such
as temperature and humidity sensors in manufacturing
factories can tolerate a large delay. The coexistence of
delay‑sensitive MTDs and delay‑tolerate MTDs requires
clustering for efϐicient provisioning of heterogeneous de‑
lay requirements [35].
The contention over the limited network radio resources
will increase, leading to network congestion with the in‑
creasing number of devices. Providing delay‑aware chan‑
nel access in cellular networks is essential for many IoE
applications. Node clustering and data aggregation can
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play important roles in meeting the various service qual‑
ity requirements of diverse applications [36]. In this con‑
text, a two‑hopNOMA‑enabled data aggregation architec‑
ture was proposed in [36] for massive cellular IoE appli‑
cations. Moreover, a delay of no more than a fewmillisec‑
onds is expected in biomedical applications. The authors
in [37] discussed task ofϐloading in wireless networks to
save energy for devices and reduce the delay of process‑
ing tasks in IoE networks. A signiϐicant amount ofmedical
data trafϐic will be produced with extensive use of IoE‑
based Wireless Body Area Networks (WBANs), leading
to an imperative requirement for radio resource manage‑
ment with high utilization efϐiciency. It will be necessary
to offer a priority‑based transmission order to guarantee
varying medical‑grade QoS requirements [38].

2.7 Network deployment cost
Facilitating proϐitable business cases for IoE requires low
device and network deployment costs. A modulo cost
of less than $5 is the current industrial target. Cap‑
ital Expenditure (CAPEX) and Operational Expenditure
(OPEX) should be kept at aminimumcost in the pursuit of
achievingmassive IoE applications and ensuring network
connectivity [5]. With the non‑uniform distributions of
both the applications and humans with sensor devices in
Information‑Centric IoE (IC‑IOE) networks, the informa‑
tion in the urban regions will be redundant and timely
information collection in some regions will be challeng‑
ing. Arranging plenty of static sensor devices will incur
unrealistically huge costs for the IC‑IoEs [39]. The au‑
thors in [40] focused on the design for jointly optimiz‑
ing downlink and uplink operations to reduce costs in
cellular‑based IoE networks which provide connections
to a massive number of IoE equipment following random
access. Cost reduction in LoRa, Sigfox, and NB‑IoT net‑
works is also a vital issue, as they too are expected to con‑
nect a massive number of IoE equipment [40].

3. IOE ENABLING TECHNOLOGIES
D2D communications, Massive Machine Communications
(MMC), Moving Networks (MN), Ultra‑Dense Networks
(UDN) andultra‑reliable networks are expected tobe sup‑
ported by 5G networks, while MMC forms the the basis of
IoE [41, 42]. Low Power Wide Area Networks (LPWANs)
are suitable for massive IoE applications and typical ap‑
plications include logistics, utilities, smart cities, con‑
sumer electronics, smart buildings, environment, agri‑
culture and industry. LoRa, Sigfox, Ingenu, Random
Phase Multiple Access (RPMA), DASH‑7 and Weightless
are some potential LPWAN technologies. Some of the tra‑
ditional solutions like Bluetooth, Wi‑Fi, ZigBee, WLAN,
Z wave, GSM, LTE can provide wireless connections of
the IoE devices in the network. However, these solu‑
tions demand high cost, high energy consumption and
high complexity. While some of these technologies can
support high bandwidth applications, they are unable

to provide a larger communication range. IEEE work‑
ing group 802.11ah enhanced communication develop‑
ment resulting in Bluetooth Low Energy 4.0, ZigBee and
Wi‑Fi/IEEE802.11 to support short‑range communica‑
tion for MTC [5]. On the other hand, EC‑GSM‑IoT, NB‑IoT,
LTE Cat‑M1 are cellular‑based LPWAN technologies that
are intended to address the different IoE application re‑
quirements such as long‑range, low power consumption,
high bandwidth etc. Brief descriptions of some technolo‑
gies are provided in the following subsections [43].

3.1 Non‑cellular‑based LPWAN technologies
LoRa: LoRa performs signal modulation in sub‑GHz ISM
bandsusing a spread spectrumtechniquewhich spreads a
narrowband input signal over awider channel bandwidth
[44]. LoRa networks can utilize different data rates rang‑
ing from 300 bps to a maximum of 50 kbps and various
transmission rangeswith different spreading factors. The
topology of LoRa networks is star‑to‑star where end de‑
vices communicate with a LoRa Gateway (GW) directly in
single‑hop using an ALOHA medium access scheme and
to combat interference it relies on Frequency Hopping
Spread Spectrum (FHSS) [5]. The technology utilizes dif‑
ferent channel bandwidths such as 7.8 kHz, 10.4 kHz, 15.6
kHz, 31.2 kHz, 41.7 kHz, 62.5 kHz, 125 kHz, 250 kHz and
500 kHz. LoRaWAN adds a network layer to address net‑
work congestion between end devices and central nodes.
868 MHz ISM bands in Europe and 915 MHz bands in
North America are used for network operation.
Sigfox: Sigfox utilizes Ultra‑Narrowband (UNB) to offer
complete end‑to‑end connectivity. Base stations in Sig‑
fox are conϐiguredwith cognitive software‑deϐined radios
while IP‑based network infrastructure is utilized to con‑
nect them with backend servers [44]. End devices utilize
a Binary Phase Shift Keying (BPSK) modulation scheme
in an ultra‑narrowband of 100 Hz sub‑GHz ISM band car‑
rier to connect themselves to the BS. SigFox operates in
different frequency bands such as 868MHz and 915MHz.
GaussianFrequency Shift Keying (GFSK) for downlink and
Differential Binary Phase Shift Keying (DBPSK) for uplink
transmission are used. The maximum packet size of 12
bytes and the maximum throughput of 100 bps limit the
number of use cases [44].

3.2 Cellular‑based LPWAN technologies
Enhanced Machine Type Communication (eMTC): eMTC
also known as LTE Cat‑M1 or Cat‑M is an enhancement
for LTE networks to support MTC applications. This tech‑
nologywas introduced to reducemodem complexity, cost
and power consumption while extending coverage [5].
The use of 20 dBm power classes in Cat‑M1 enables in‑
tegration of power ampliϐiers and through avoiding a
dedicated power ampliϐier achieves a lower device cost.
A maximum coupling loss of 155.7 dB can be achieved
with eMTC which marks an improvement of 15 dB over
LTE base‑line of 140.7 dB. Utilizing Power Saving Man‑
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agement (PSM) and extended Discontinuous Reception
(eDRX) like power‑saving mechanisms, a long battery life
of approximately 10 years for Cat‑M1 devices is achieved
while using a 5 Watt‑Hour battery system.
Narrowband‑Internet of Things (NB‑IoT): 3GPP Release‑
13 speciϐication introduced the cellular LPWAN technol‑
ogy NB‑IoT, also known as LTE Cat‑NB1. Allowing a small
fraction of network resources, NB‑IoT can coexist with
legacy GSM, GPRS and LTE technologies. Cat‑NB1 sup‑
ports a minimum system bandwidth of 180 kHz which al‑
lows a GSM operator to replace one GSM carrier of 200
kHz. The maximum data rates are 66 kbps and 16.9
kbps for multi‑tone and single‑tone uplink transmission
respectively. In the case of a downlink transmission, the
maximum data rates are 32 kbps and 34 kbps for in‑band
scenarios and standalone deployment respectively. NB‑
IoT is seen as a promising technology to meet the huge
trafϐic arising from various IoE applications making it an
essential block for the 5G radio network.
Extended Coverage GSM for the Internet of Things (EC‑
GSM‑IoT): EC‑GSM‑IoT is based on enhanced General
Packet Radio Services (eGPRS), introduced by 3GPP stan‑
dardization in its Release‑13 speciϐication. Extended
coverage and long employment duration are achieved
through the upgradation of GSM networks. Utilizing
eDRX, an efϐicient battery lifetime of 10 years can be
achieved. 20 dB coverage extension is achieved with EC‑
GSM‑IoT compared to legacy GPRS networks. EC‑GSM‑
IoT canutilize twodifferentmodulation techniques: Eight
Phase Shift Keying (8PSK) and Gaussian Minimum Shift
Keying (GMSK). EC‑GSM‑IoT would enable the existing
GSMnetworks to supportmassive IoE application deploy‑
ment.

3.3 Short range technologies
Bluetooth: Bluetooth was designed for short‑range ad‑
hoc communication between devices operating in the 2.4
GHz ISM bands and can support data rates in low Mbps.
Bluetooth 4.0 improves power consumption and the re‑
cent amendment to the standard uses 40 channels with
a width of 2 MHz channel spacing. The technology uses
GFSK for modulation, and FHSS to combat interference
and multipath fading. Increased interest in developing
the architecture for mesh networking can overcome the
major drawback of Bluetooth which is a one‑to‑one com‑
munication between only two devices at a time.
IEEE 802.15.4 and ZigBee: IEEE 802.15.4 is the de facto
standard for Low Rate Wireless Personal Area Networks
(LR‑WPAN). Network operation is performed in either
868 MHZ or 914 MHz or 2.4 GHz band. Direct Se‑
quence Spread Spectrum (DSSS) is used as the modula‑
tion scheme in IEEE 802.15.4. The maximum supported
data rate is 250 kbps. A network layer on top of IEEE
802.15.4 physical and data link layer by ZigBee. ZigBee
uses Carrier Sense Multiple Access with Collision Avoid‑
ance (CSMA/CA) for channel access and can support star,
mesh, cluster tree topologies.

Wi‑Fi: Wi‑Fi is Wireless Local Area Network (WLAN)
technology that belongs to the IEEE 802.11 standard se‑
ries. It operates within 5 GHz and 2.4 GHz ISM spectrum
bands. This technologyprovides high throughput connec‑
tivity between devices located nearby. Low‑power Wi‑Fi,
which is also called IEEE 802.11ah is intended to serve
a massive number of nodes distributed in a larger cover‑
age area while consuming less power. The new standard
targets approximately 100’s of milliwatts of energy con‑
sumption for end devices and a data rate up to 347 Mbps
which would enable it to be used in different IoE appli‑
cations such as parking metering, autonomous lightning,
smart security etc.
Some of the important features of IoE enabling technolo‑
gies are summarized in Table 2 [5, 45].

4. IOE APPLICATIONS AND ENABLING
TECHNOLOGIES

The communication range of Wi‑Fi/Bluetooth is much
smaller than other IoE technologies and therefore limit‑
ing the possible IoE use cases. Some potential IoE ap‑
plications of Bluetooth and Wi‑Fi can be found in [46,
47]. Personal activity, local object tracking, hospital as‑
set tracking and point of sale could be some of the pos‑
sible application scenarios of Wi‑Fi/Bluetooth. Some of
the conceivable applications for ZigBee are waste man‑
agement systems, warehouse logistics, home automation
[4, 48]. Wi‑Fi/Bluetooth/ZigBee are suitable candidates
for short‑range high throughput applications while Wi‑
Fi/Bluetooth can be also used for applications that re‑
quire low latency and high reliability.
Thewell‑established global ecosystem is a distinct advan‑
tage for cellular‑based IoE enabling technologies. NB‑
IoT, eMTC, EC‑GSM‑IoT are more likely to lead the high
throughput/low latency applicationsmarket. Theywould
also be able to scale up/scale down the network capac‑
ity according to market demands. However, spectrum
sharing for IoE applications in the cellular domain is a
challenging issue as it can hamper the existing applica‑
tions. Resource optimizationwill be challenging too since
the IoE application requirements might vary from the re‑
quirements of existing cellular channels. Smart surveil‑
lance/smart automatic driving/smart transportation [5],
connected car/ϐleet management/remote health moni‑
toring/smart metering [4] etc. are some of the potential
IoE applications of cellular‑based LPWAN technologies.
Non‑cellular‑based LPWAN technologies aremore appro‑
priate for IoE applications requiring low data rates with a
long communication range, where reliability andmobility
are not among the core priorities. Sigfox outdoor local‑
ization system [49] and LoRa sailing monitoring system
are studied in [50]. While SigFox provides a larger range,
LoRa provides more ϐlexibility in terms of data rate as re‑
ported indifferent papers. Also, LoRahas500msone‑hop
latency while Sigfox has 2s latency [51]. A DASH7 power
metering system is analyzed in [52]. Smart cities, smart
buildings, smart grids, and oil and gas pipelines are some
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Table 2 – IoE enabling technologies and features

Technology Frequency
Band

Range Maximum
Date Rate

Channel Band‑
width

Security Reliability Latency

LoRa 868 MHz,
915 MHz

15 km 50 kbps 125, 250, 500 kHz Low Low High

SigFox 915 to 928 MHz 20 km+ 100 bps 100 Hz Low Low High
eMTC 700 − 900 MHz < 15 km 1 Mbps 1.08 

(1.4 MHz  
bandwidth)

Medium/
High

Medium/
High

Low

NB‑IoT 700 − 900 MHz < 35 km DL: 170 kbps
UL: 250 kbps

180 kHz 
(200 kHz carrier 
bandwidth)

Medium/
High

Medium/
High

Low

EC‑GSM‑
IoT

800 − 900 MHz < 15 km 74 kbps
(GMSK), 240
kbps (8 PSK)

0.2 MHz Medium/
High

Medium/
High

Low

Bluetooth 2.4 GHz 50 m 2 Mbps 2 MHz Low Medium/
High

Low

ZigBee 868 MHz,
915
2.4 GHz

Typically
less than 
1 km

250 kbps 2 MHz Low Low High

Wi‑Fi 2.4 GHz, 5 GHz 100 m 54 Mbps 22 MHz Medium/
High

Medium/
High

Low

potential application domains for non‑cellular‑based LP‑
WAN technologies.
IoE will also play a major role in industrial automation in
the near future [53, 54]. Most industrial automation ap‑
plications require high reliability and low latency. Small
scale networks such as Wireless Highway Addressable
Remote Transducer (WirelessHART), Wireless Interface
for Sensors andActuators (WISA), andWirelessNetworks
for Industrial Automation for Process Automation (WIA‑
PA), which are based on the IEEE 802.15.4 standard, and
the WIAFA [4], which is based on the IEEE 802.11 stan‑
dards are typically used in industrial automation [30].
However, they do not meet the high scalability and reli‑
ability requirements required by many applications. In
some industrial applications, the wireless transmission
should potentially guarantee the PER around 10−9 within
the transmission delay constraint as low as 10 µs [30]
whichmaybedifϐicult formanyLPWAN technologies. The
current state of the art of different technologies and re‑
search studies suggest cellular‑based LPWAN technolo‑
gies are the most suitable candidates for industrial au‑
tomation applications. URLLC is one of the most impor‑
tant features of the 5G mobile network. Thus, cellular‑
based technologies may be able to meet some of the in‑
dustrial automation application criteria. The typical data
size of a packet in an industrial setting is only a few bytes
with different update frequency, latency and reliability
requirements while the typical communication range is
very low. Some valuable insights can be obtained from [4,
34, 55]. ZigBee and Wi‑Fi could also be suitable for some
industrial applications as well [4].
IoE networks are expected to play a crucial role in im‑
proving transportation capability and efϐiciency. Some

communication scenarios for V2Xnetworks are 1) Vehicle
to Vehicle (V2V) communications, in which information
is exchanged between vehicles; 2) Vehicle to Infrastruc‑
ture (V2I) communications, which occur between vehi‑
cles andRoadsideUnits (RSUs), trafϐic lights, andbase sta‑
tions; 3) Vehicle to Pedestrian (V2P) communications, in
which vehicles communicate with people who are along
the side of the road; and 4) Vehicle to Network (V2N),
where the vehicles connect to an entity in the networks
e.g., a backend server or a trafϐic information system [30].
However, the requirements on latency and reliability are
very high for V2X networks. Some basic requirements for
V2X communication networks are low latency, high relia‑
bility, high throughput, interference‑robust, communica‑
tion range and mobility support. It is expected that 5G
cellular networks will play an important role in this ap‑
plication domain.
Currently, most of the LPWAN technologies use a star
topology and rely on wired infrastructure (e.g., cellular
LPWANs) or Internet (e.g., LoRaWAN) to integrate mul‑
tiple networks to cover large areas. The adoption of
LPWAN technologies in rural and remote area applica‑
tions such as agricultural IoE and industrial IoE (e.g., for
oil/gas ϐields) that may cover large areas is challenging.
Some technologies for achieving last‑mile connectivity
have been discussed in [56]. Cellular networks can be
an efϐicient last‑mile solution for rural areas due to sig‑
niϐicant cellular penetration in many rural areas across
the world. Although WiFi is a mature technology, the
IEEE 802.11 MAC protocol gives poor end‑to‑end perfor‑
mance for long‑range communication. Femtocell, which
uses a small low‑power cellular base station, can be used
to provide cost‑effective cellular connectivity within its

MHz, and

carrier
MHz
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Table 3 – Possible technologies for some IoE application scenarios

Application Application Requirements Possible Technologies
Structural Health (Smart City) Tolerable delay: 30 min, update frequency:  

10 min, data rate: low
LoRaWAN, SigFox, LTE,NB‑
IoT, ZigBee

Waste Management (Smart City) Tolerable delay: 30 min, update frequency:  
1 hour, data rate: low

LoRaWAN, SigFox, LTE,NB‑
IoT

Video Surveillance (Smart City) Tolerable delay: seconds, update frequency:
real‑time, data rate: high, netwaork coverage:
large/small

LTE, NB‑IoT, WiFi

Air Quality Monitoring (Smart
Home)

Tolerable delay: 5 min, update frequency:  
30 min, data rate: low

Wi‑Fi, Bluetooth, NB‑IoT

Patients Healthcare Delivery and
Monitoring (Healthcare)

Tolerable delay: seconds, update frequency:
1 report per hour/day, data rate: high 
security: high, reliability: high

Bluetooth, LTE, NB‑IoT

Real‑time Emergency Response
and Remote Diagnostics (Health‑
care)

Tolerable delay: seconds, update frequency:
ad‑hoc emergency communication, data rate:
high security: high, reliability: high

Bluetooth, LTE, NB‑IoT

Smart Grids (Industrial) Tolerable delay: 3 to 20 ms, update frequency:
10 to 100ms, reliability: 10−6 PLR, network cov‑
erage: a few meter to kilometers

WiFi, ZigBee, LTE, WiMAX,
NB‑IoT

Road Safety Highway (Smart City) Tolerable delay: 10 to 100 ms, update fre‑
quency: 100 ms, reliability: 10−3 to 10−5 PLR,
network coverage: 2000 m

LTE, NB‑IoT

Factory Automation (Industrial) Tolerable delay: 0.25 to 10 ms, update fre‑
quency: 0.5 to 50 ms, reliability: 10−9 PLR, net‑
work coverage: 50 to 100 m

LTE, NB‑IoT, WiFi

Manufacturing Cell (Industrial) Tolerable delay: 5ms, update frequency: 50ms,
reliability: 10−9 PLR, network coverage: 50 to
100 m

LTE, NB‑IoT, WiFi

Process Automation (Industrial) Tolerable delay: 50 to 100 ms, update fre‑
quency: 100 to 5000ms, reliability: 10−3 to 10−4

PLR, network coverage: 100 to 500 m

LTE, NB‑IoT

coverage range. High user mobility and extended bat‑
tery life of mobile terminals can be achieved using LTE.
WiMAX supports broadband applications as well as pro‑
viding large coverage, and deployment of a WiMAX net‑
work ismuch cheaper than the deployment of an LTE net‑
work for last‑mile connectivity. Cognitive radio technolo‑
gies can achieve large coveragewith non‑LoS links in last‑
mile connectivity in rural areas utilizing unused licensed
spectrum.

The application of IoE promises smart, innovative and
comfortable medical services to the patients and/or in‑
dividuals needing healthcare, and furnishes their class
of life through easing emergency medical support, secu‑
rity and continuous care [57]. The prospective applica‑
tions of IoE in medical sectors include health monitoring
using wearable devices that measure the physical activ‑
ities/behaviour [58], supporting health‑related informa‑
tion for regular patient care, and networking through de‑
vices for clinical care with issues of an unvarying electro‑
cardiogram, blood oxygen and blood pressure [59]. IoE
can lead to constructing big data on a particular health
issue and can play a pivotal role in the further progress

of IoE through the analysis and application of big data.
Also, IoE has the prospect of on‑time medical assistance
by connecting the network to trafϐic andhospital adminis‑
tration in case of an accident. Moreover, IoE also supports
the electronic reporting of patients’ mobility (i.e. contact
tracing) to ensure homecare. IoE‑coupled smart wear‑
able devices/systems have been reported for monitoring
cardiovascular disease, Chronic Obstructive Pulmonary
Disease (COPD), Parkinson’s disease, pregnancy and cog‑
nitive disorder. Usually, the acquired data (biomarkers
such as ECG, respiratory rate, body temperature, EMG
muscle activity, gait and others) using sensory devices are
transmitted to the Healthcare Organization (HCO) using
the intermediate concentrators and platforms connected
with short‑range radio such as Zigbee or low‑power Blue‑
toothunder the governanceof a smartphone’sWiFi or cel‑
lular data connection [60].

Some IoE applications, typical requirements and possible
technologies are shown in Table 3. Wearables and smart
metering are twopotential IoE application areas. The net‑
working technologies used in these technologies are dis‑
cussed in the following subsections.
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4.1 Wearables in healthcare
In today’s digital world the term “wearable” refers to 
accessories such as a smartwatch on a business execu‑ 
tive’s wrist, a head‑mounted display worn by an immer‑ 
sive gamer, a tiny sensor on a cyclist’s helmet, or a smart 
garment a runner uses to track and monitor his steps 
[61]. The ability of sensing comes from the embedded 
sensors in wearables. The functional attributes such as 
multi‑functionality, conϐigurability, responsiveness and 
bandwidth depend on the nature of an application. Cur‑ 
rently, two industry giants, Apple and Google dominate 
the wearable technology market by‑products released 
[62]. The seamless integration of wearables in healthcare 
settings will have to ensure compatibility with existing 
wireless technologies and established operational proto‑ 
cols in these settings. Sensor Platform for Healthcare in 
Residential Environment (SPHERE) is a multi‑modal plat‑ 
form of non‑medical sensors for behaviour monitoring 
in residential environments that utilize inherently cost‑ 
efϐicient and scalable IoE technologies [63, 64]. The origi‑ 
nal health evidence is collected from the physiological sig‑ 
nals of a human body using diverse biosensors. These 
biosensors can be deployed in an implantable (in‑body), 
wearable (on‑body), portable (off‑body) or environmen‑ 
tal modality. The home environment and the resident in‑ 
teraction with the environment are monitored in a Home 
(SH) by a system of pervasive information and communi‑ 
cation technologies consisting of sensor systems.
Enabling the sensing platform for remote monitoring re‑ 
quires networking technologies to provide ubiquitous 
network connectivity between residents and clinicians. 
LTE and Bluetooth are possible networking solutions for 
medical sensors as the application requires low latency, 
high reliability and low capacity [65]. Energy‑efϐicient, 
IP‑enabled sensing networks can allow access to exist‑ 
ing Internet infrastructures removing the need for trans‑ 
lation gateways or proxies in hardware and software. It 
will improve the user experience and require less main‑ 
tenance effort. Although WiFi has the signiϐicant advan‑ 
tage of being Internet Protocol (IP) enabled, the hard‑ 
ware used in WiFi connectivity consumes relatively more 
power and therefore, less suitable for long‑term deploy‑ 
ments of an application that utilizes battery‑powered sen‑ 
sor nodes. 6LoWPAN has better support for multi‑hop 
mesh and thus, it was selected for the environmental sen‑ 
sor network and data forwarding in SPHERE [63]. On the 
other hand, BLE was chosen for collecting the data from 
the wearable nodes for being more convenient. SPHERE 
uses IPv6 on top of the IEEE 802.15.4 TSCH protocol to 
provide time synchronization to the network and ensure 
time‑stamping all of sensor data with high accuracy. Zig‑ 
Bee was used in the ϐirst version of the SPHERE. However, 
ZigBee uses a single channel at a time and does not have 
time slots. WiGig products based on IEEE 802.11ad may 
replace Bluetooth and WiFi at some point in future for 
applications with high throughput requirements as Blue‑ 
tooth and WiFi have very limited scaling capability.

4.2 Smart metering
Advanced Metering Infrastructure (AMI) is an integral 
part of Smart Grids (SGs) and smart metering is one of 
the most promising applications of IoE. AMI, besides en‑ 
abling accurate consumer billing in the presence of dy‑ 
namic pricing and improving efϐiciency and reliability of 
electricity distribution in the presence of distributed gen‑ 
eration, will be used in water and gas utility distribution 
networks in smart cities as an application of IoE. Renew‑ 
able energy producers and mobile energy storage can be 
linked and utilized by SGs’ infrastructure. AMI commu‑ 
nication networks can be divided into Home Area Net‑ 
works (HANs), Neighborhood Area Networks (NANs) or 
Meter Local Area Networks (MLAN) and Wide Area Net‑ 
works (WANs) [66, 67]. Connections among distributed 
energy resources, GWs, Electric Vehicles (EVs), Smart Me‑ 
ters (SMs), etc. are provided by the HANs. SMs that need 
to send their data to the corresponding data concentrator 
are facilitated by the NANs or MLAN. Appliances such as 
entertainment systems, lighting systems, energy storage 
and EVs constitute HANs and SMs act as home GWs that 
link the HANs with the NANs [68]. Connections between 
some data concentrators and the central system are pro‑ 
vided by WANs.

The choice of a suitable technology in AMI depends on 
application requirements such as security, privacy, band‑ 
width, latency, reliability, energy efϐiciency etc. Power 
Line Communications (PLC) and wireless communica‑ 
tions are widely used in SGs as the overall system reliabil‑ 
ity can be enhanced by exploiting the diversity achieved 
from the simultaneous transmission of the same signal 
over power lines and wireless links. Wireless Sensor Net‑ 
works (WSNs) are attractive solutions for AMI because 
of their low‑cost deployment and multiple functionalities. 
However, one of the challenging tasks for WSNs is to en‑ 
sure QoS requirements for AMI applications. Typically, 
SMs are connected to the Distribution System Operators’ 
(DSO) backend system in two ways: 1) a concentrator 
gathers the data from the SMs in its neighbourhood using 
Wi‑Fi or PLC connections and then relays it using cellular 
or a wired connection to the DSO backend, or 2) Each SM 
sends data to the DSO backend using a cellular network 
[69]. IEEE 802.15.4 (e.g., ZigBee and Zwave), IEEE 802.11 
(WiFi) are some of the technologies used in HANs [66]. 
Although PLC has been the primary choice for communi‑ 
cation between the SMs and data concentrators, wireless 
mesh networks in AMI have been proposed and deployed 
widely. The use of LTE as a NAN technology was dis‑ 
cussed in [68]. Some of the potential WAN technologies 
are IEEE 802.16 (i.e., WiMAX), IEEE 802.20 (MobileFi), 
PLC, IEEE 802.11 (WiFi) and IEEE 802.15.4 (ZigBee) [66]. 
LoRaWAN can be used in applications with relaxed QoS 
requirements such as latency tolerant services of a Power 
Wireless Private Network (PWPN) [70].
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5. CONCLUSIONS
The paper discussed IoE application requirements such
as latency, energy efϐiciency, data rate, reliability, secu‑
rity and communication range. Features, advantages and
disadvantages of short‑range, cellular and non‑cellular‑
based IoE enabling technologies are presented as well. It
is evident from the discussion that choosing a particular
IoE enabling technology depends on the speciϐic applica‑
tion. It is also possible that speciϐic application require‑
ments are met through more than one existing technol‑
ogy. However, it is very likely that among the potential
technologies, one technology performs better than oth‑
ers with a priority list of key network performance indi‑
cators. Understanding the application requirements and
technological features will play a key role in determining
themost suitable IoE enabling technology for a particular
application.
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Internet of medical things: A review of recent con‑
tributions dealing with cyber‑physical systems in
medicine, IEEE Internet ofThings Journal, 5(5), 3810‑
3822.

[58] Son, D., Lee, J., Qiao, S., Ghaffari, R., Kim, J., Lee, J. E., ...
& Kim, D. H. (2014), Multifunctionalwearable devices
for diagnosis and therapyofmovement disorders, Na‑
ture nanotechnology, 9(5), 397.

[59] Paradiso, R., Loriga, G., & Taccini, N. (2005), A wear‑
able health care system based on knitted integrated
sensors, IEEE transactions on Information Technol‑
ogy in biomedicine, 9(3), 337‑344.

[60] Hu, F., Xie, D., & Shen, S. (2013, August). Hu, F., Xie,
D., & Shen, S. (2013, August), On the application of the
internet of things in the ϐield of medical and health
care, In 2013 IEEE international conference on green
computing and communications and IEEE Internet of
Things and IEEE cyber, physical and social computing
(pp. 2053‑2058). IEEE.

[61] Park, S., & Jayaraman, S. (2021), Wearables: Funda‑
mentals, advancements, and a roadmap for the future,
In Wearable sensors (pp. 3‑27). Academic Press.

[62] Pyattaev, A., Johnsson, K., Andreev, S., & Kouch‑
eryavy, Y. (2015), Communication challenges in high‑
density deployments of wearable wireless devices,
IEEE Wireless Communications, 22(1), 12‑18.

[63] Elsts, A., Fafoutis, X., Woznowski, P., Tonkin, E.,
Oikonomou, G., Piechocki, R., & Craddock, I. (2018),
Enabling healthcare in smart homes: the SPHERE IoT
network infrastructure, IEEE CommunicationsMaga‑
zine, 56(12), 164‑170.

[64] Zhu, N., Diethe, T., Camplani, M., Tao, L., Burrows,
A., Twomey, N., ... & Craddock, I. (2015), Bridging e‑
health and the internet of things: The sphere project,
IEEE Intelligent Systems, 30(4), 39‑46.

ITU Journal on Future and Evolving Technologies, Volume 2 (2021), Issue 5

26 © International Telecommunication Union, 2021



[65] Sun, H., Zhang, Z., Hu, R. Q., & Qian, Y. (2018), Wear‑ 
able communications in 5G: challenges and enabling
technologies, IEEE vehicular technology magazine,
13(3), 100‑109.

[66] Kumar, P., Lin, Y., Bai, G., Paverd, A., Dong, J. S., &
Martin, A. (2019), Smart grid metering networks: A
survey on security, privacy and open research issues,
IEEE Communications Surveys & Tutorials, 21(3),
2886‑2927.

[67] Ye, F., Qian, Y., Hu, R. Q., & Das, S. K. (2015), Reli‑ 
able energy‑efϐicient uplink transmission for neigh‑ 
borhood area networks in smart grid, IEEE Transac‑ 
tions on Smart Grid, 6(5), 2179‑2188.

[68] Anjana, K. R., & Shaji, R. S. (2018), A review on
the features and technologies for energy efϐiciency of
smart grid, International Journal of Energy Research,
42(3), 936‑952.

[69] Bou‑Harb, E., Fachkha, C., Pourzandi, M., Debbabi,
M., & Assi, C. (2013), Communication security for
smart grid distribution networks, IEEE Communica‑ 
tions Magazine, 51(1), 42‑49.

[70] Bao, L., Wei, L., Jiang, C., Miao, W., Guo, B., Li,
W., ... & Zou, J. (2018), Coverage analysis on NB‑IoT
and LoRa in power wireless private network,
Procedia computer science, 131, 1032‑1038.

AUTHORS
Biswajit Paul completed
his BSc in Electronics and
Telecommunication Engi‑
neering from North South
University, Bangladesh with
the distinction of Summa Cum
Laude and MSc from University
of Saskatchewan, Canada. He

started his career as a Lecturer at Leading University 
and later joined Shahjalal University of Science and Tech‑ 
nology (SUST). Currently he is an Associate Professor in 
the Department of Electrical and Electronic Engineering 
at SUST. He was the Founder Chairman of IEEE Student 
Branch, NSU. So far, he has published a few referred 
international journal and conference papers. He also 
serves as a reviewer for some prestigious international 
journals.

Gokul Chandra Biswas
achieved his B.Sc. in agriculture
and MS in biotechnology from
the Bangladesh Agricultural
University, Bangladesh in 2007
and 2009 respectively. He re‑
ceived his Ph.D. in Nano‑Science
and Nano‑Technology in 2017 

from the University of Tsukuba, Japan. In 2010, He joined 
Bangladesh Agricultural Research Institute as scientist. 
In 2011, he moved as lecturer to Shahjalal University of 
Science and Technology (SUST), Bangladesh. Since 
2017, he is an associate professor of the Department of 

Genetic Engineering and Biotechnology, SUST. His 
research interest is on the point‑of‑care diagnostics, 
micro‑total‑analysis‑system (µTAS), biomedical engi-
neering and evidence‑based disease surveillance. 
He has published many peer‑reviewed articles 
in reputed international  journals. He became 
one of the founding members of Bangladesh 
Nano Society in 2020. He has also  membership 
for  several professional scientiϐic  communities 
of  life  science  research  arenas.

Habib F. Rashvand, CEng,
LIEEE received his distin‑
guished engineering BE and
Postgrad Diploma qualiϐica‑
tions from the University of
Tehran in 1970 and 1971.
Then, selected for training to
head a major research and
development operation visited

Japan for representing the University and Iranian PTT 
in a two‑years association with NTT, KTT and other 
Japanese industries; and, headed an international project 
for building the Telecom Research Centre (ITRC) as a 
distinct national resources of the country. His Doctorate 
of Philosophy from the University of Kent in 1980 shows 
his appetite for his contributions to the new world of 
data communications and the Internet with his industrial 
presence in high‑speed modems in the 1980s and in 
the 1990s in mobile and wireless technologies until 
his professorship on ‘Networks, Systems & Protocols’ 
granted in 2001 by the German Ministry of Education. 
His rich blend of 30 continuous years of industrial and 
academic research and development involving interna‑ 
tional industries including Racal, Vodafone, Nokia and 
Cable & Wireless at various senior positions worked and 
collaborated with a wide range of academies including 
University of Tehran, University of Zambia, Portsmouth 
University, Southampton University, Warwick & Coven‑ 
try Universities, Open University and Magdeburg German 
Universities. He has direct consultation experience as 
Editor‑in‑Chief(s) and Guest Editor(s) for IEE, IET and 
IEEE for editorial issues and research journals for over 15 
years. He has presented many prestigious keynotes and 
and has been invited as a guest speaker, and has managed 
well over 100 cooperative projects, ϐive books and over 
100 research papers and book chapters. His technical 
books are titled: Distributed Sensor Systems (Wiley 
2012), Using Cross‑Layer Techniques for Communication 
Systems (IGI Global 2012ed), Dynamic Ad Hoc Networks 
(IET 2013ed), Wireless Sensor Systems (Wiley 2017ed), 
and Design Solutions for Wireless Sensor Networks in 
Extreme Environments (Artech House 2019). Since 
2004, seeking for a technology oriented innovative ICT 
solutions paradigm for a better future of humanity in 
association with University of Warwick, heading a 
special operation as the Director of Advanced 
Communication Systems involving global academics, 
innovative industries and professional institutions, he 
has dedicated his time to help build a sustainable future 
global village.

ITU Journal on Future and Evolving Technologies, Volume 2 (2021), Issue 5

© International Telecommunication Union, 2021 27





FROM DESIGN TO PROTOTYPING IN THE INTERNET OF THINGS: A DOMOTICS CASE STUDY

Sabrina Sicari1, Alessandra Rizzardi1, Alberto Coen‑Porisini1
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Abstract – Nowadays, the capability of rapidly designing and prototyping, simple, yet real domotics systems (e.g., smart
homes and smart buildings applications) is even more compelling, due to the availability and increasing spread of Inter‑
net of Things (IoT) devices. Home automation services enable the remote monitoring of indoor environments and facilities.
The main advantages include saving energy consumption and improving the overall management (and users’ experience)
in certain application domains. The pervasive adoption and diffusion of such remote monitoring solutions is hampered by
the timing required for design, prototyping and further developing applications and underlying architecture, which must be
often customized on the basis of speciϔic domains’ needs and involved entities. To cope with this issue, the paper proposes
the analysis and prototyping of a domotics case study, in order to demonstrate the effectiveness of proper IoT‑related tools in
speeding up the testing phase.

Keywords – Domotics, Internet of Things, monitoring application, prototyping

1. INTRODUCTION

Applications for indoor and remote monitoring are nowa‑
days adopted in different domains, ranging from smart
homes to smart ofϐices, and tailored to many scopes,
such as minimizing possible local mismanagement and
wastage of resources. Moreover, in order to reduce
the negative inϐluences of buildings on the environment,
green building, which is also known as sustainable build‑
ing, has begun to spread, aimed at at creating a better in‑
door environmental quality for occupants, while reducing
natural resources consumption [1].
Different technologies concur to the realization of re‑
mote monitoring applications, which are strictly related
to the Internet of Things (IoT) paradigm. They include
Wireless Sensor Networks (WSN), Wireless Multimedia
Sensor Networks (WMSN), Near Field Communication
(NFC), Radio‑Frequency Identiϐication (RFID), actuators,
and communication protocols such as Message Queue
Telemetry Transport (MQTT), ZigBee, Constrained Appli‑
cation Protocol (CoAP), 6LowPAN (IPv6 over Low‑Power
Wireless Personal Area Networks), and so on [2]. The ba‑
sic idea behind the IoT paradigm is the possibility of ac‑
quiring heterogeneous kinds of information from the en‑
vironment where IoT devices are placed. Such devices
embed both sensing and actuating capabilities, which
make them “smart” and enable them to interact with the
surrounding environment. Such features allow the IoT
system to share a huge amount of information through‑
out the network and the Internet. Such data can be used
to provide customized services to the interested users [3].
To achieve such a goal, the numerous technologies and
communication protocols, just mentioned above, should
often cooperate, in order to realize an efϐicient IoT infras‑
tructure and to regulate the information exchange pro‑
cess. Tools, simulators or testing‑platforms, for support‑

ing the realization of such IoT infrastructures, from the
design towards the development phase, are needed. Their
scope is representing all the components acting within
the envisioned environment, so as to give an overview
of the whole system before real deployment, in a limited
scale. Hence, this paper proposes the use of different sup‑
porting tools, targeted at the IoT, providing a representa‑
tive case study related to domotics.
The remainder of this paper is organized as follows. Sec‑
tion 2 investigates the actual state‑of‑the‑art tools and
methods used by the researchers for validating remote
monitoring systems, thus revealing our motivations. Sec‑
tion 3 presents the technologies and tools adopted for in‑
vestigating the case study, which is detailed in Section 4.
Finally, Section 5 ends the paper, drawing some hints for
the direction of future research.

2. RELATEDWORKS
A well‑investigated ϐield in remote controlling is that of
e‑health [4] [5], ranging from the monitoring of chronic
diseases, to vital signs current status monitoring, and, ϐi‑
nally, to the triage prioritization of patients.
Other solutions available concern smart buildings, which
mainly include smart homes and smart ofϐices. The work,
presented in [6], uses real data‑sets, collected from exist‑
ing smart homes (i.e., reporting information such as en‑
ergy consumption, lighting, heating, and so on), for test‑
ing a middleware conceived to evaluate the security of the
information, which is transmitted within the underlying
IoT infrastructure. The middleware runs on Raspberry
Pi, and it is implemented in Node.js 1, while JSON formal
language and the MongoDB 2 database are used for data
exchange and storage, respectively.

1Node.JS. http://nodejs.org/
2MongoDB. http://www.mongodb.org/
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Another test bed, consisting of a Raspberry Pi, is detailed
in [7]. Also here, the ϐinal goal is to evaluate a security pro‑
tocol for enforcing the usage of control policies. In both
cases (i.e., [6] and [7]) the test bed consists of a limited
number of devices, thus preventing the conducting of rel‑
evant considerations about the scalability of the proposed
approaches. Note that such an aspect is not so relevant
with respect to the approach presented in this paper.
Instead, the authors of [8] present three different use
cases to demonstrate the feasibility and efϐiciency of their
architecture, by measuring home conditions, monitoring
home appliances, and controlling home access. Such a
solution integrates the IoT paradigm with web services
and cloud computing. The following technologies have
been adopted for the test bench: Arduino platform for
sensing and actuating functionalities; Zigbee for network‑
ing; cloud services; JSON data format for information ex‑
change.
A prototype service for a smart ofϐice is provided in [9] to
evaluate, from a functionalities’ viewpoint, the proposed
Integrated Semantics Service Platform (ISSP). The solu‑
tion is based on an ontology and a model for semantic in‑
terpretations of user inputs through a proper web app.
The whole architecture is based on Mobius 3, which is a
oneM2M‑compatible IoT service platform.
In [10], the work describes a practical realization of an IoT
architecture, targeted to the University of Padova (Italy),
which allows the interaction of WSN and actuators to
standard networks, such as web services. It is an example
of smart building, since the IoT network spans the ϐloors
and different areas within the Department of Information
Engineering. Basic services, such as environmental mon‑
itoring and localization, regulated by roles and authoriza‑
tions, are provided by means of the proposed approach.
A similar work has been carried out at the University of
Bari (Italy), where existing hardware and software IoT
solutions have been glued together to provide a reliable
monitoring system, able to handle both scalar and me‑
dia data belonging to either Internet Protocol version 4
(IPv4) and IPv6 realms [11]. In more detail, an IoT mid‑
dleware, named NOS (Networked Smart object) [12], is
able to manage IoT heterogeneous data, and has been in‑
tegrated with: (i) TLSensing platform, which is able to ef‑
ϐiciently acquire environmental information; and (ii) an
IP camera, in charge of acquiring images from the sur‑
rounding environment. An experimental test bed has
been been deployed in a university’s laboratory, in order
to continuously monitor environmental conditions and
access control, also against malicious behaviours (e.g., to
perform intrusion detection tasks).
Based on a coordinator‑based ZigBee network, the smart
home control system, presented in [13], has been writ‑
ten as a C# program in charge of simulating the users’ be‑
haviour. A similar approach is that of [14], where ZigBee
nodes are simulated by means of a well‑known WSN sim‑
3Mobius oneM2M, ”oneM2M‑compatible IoT service platform”.

http://wiki.onem2m.org/index.php?title=Open_Source

ulator, named NS2. The main drawback, emerged from
such solutions, is that an IoT system is too complex for
being simulated by a WSN simulator or by a “simple” soft‑
ware.

Note that, in general, the growth and diffusion of remote
monitoring systems was favoured by the availability of
sensor devices, able to acquire, in real time, informa‑
tion from the surrounding environment and transmit it
throughout the network towards a sink point, which is
usually in charge of collecting and processing all the gath‑
ered data from a speciϐic application [15]. What emerges
from literature is the need for a tool or a set of interop‑
erating tools, able to represent the whole remote mon‑
itoring architecture closer, as much as possible, to the
future working system, in order to provide provide de‑
signers and developers with a complete view of the ϐi‑
nal architecture and underlying logic, before its real de‑
ployment. Such a role has been played by WSN’s simula‑
tors/emulators for many years [16], but, with the advent
of IoT, new systems must be adopted, due to the hetero‑
geneity of the involved devices and to the different ser‑
vices provided. Hence, the main contribution of the work,
presented herein, can be summarized as follows:

• The adoption and integration of proper tools and 
technologies are proposed, in order to represent a 
domotics IoT scenario.

• A general overview of the envisioned system is given 
by means of a complete test‑bed, to be validated be‑ 
fore real deployment on a large scale.

3. TECHNOLOGIES AND TOOLS

Before detailing the case study of interest, the in‑
volved technologies and tools are introduced herein. An
overview of the envisioned domotics system is provided
in Fig. 1, which resembles all the components de‑
scribed for the use case. A demo video is available at
https://youtu.be/‑5Gg5I0B3Ak.

Fig. 1 – Domotics ‑ system architecture
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3.1 MQTT

MQTT4 is a publish&subscribe network broker‑based 
messaging protocol, which is used to transport messages 
between devices in IoT networks or, in general, in con‑ 
strained scenarios. Note that it is largely used in the IoT 
domain thanks to its robustness and power‑saving com‑ 
munication. MQTT is based on two types of entities: mes‑ 
sage broker and clients. In more detail, a one‑to‑many 
message distribution is performed as well as another fea‑ 
ture involved in the decoupling of information between 
sources and consumers. In general, MQTT is agnostic 
about the content of the payload. The broker can be im‑ 
plemented by using Mosquitto 5, but other solutions are 
also available, such as HiveMQ 6.

The concept of topic is fundamental in MQTT; it consists 
of strings used by the broker to ϐilter messages gathered 
by the connected client; a topic has one or more levels, 
separated by a forward slash, so as to obtain a logical 
tree structure. Topics are used by clients for publishing 
messages and for subscribing to the updates from other 
clients, thus avoiding a continuous polling among produc‑ 
ers and consumers. There is the possibility to subscribe 
to an exact topic or to multiple topics at once by using the 
wildcards, represented by the following symbols: (i) + for 
a single‑level wildcard (i.e., exactly one topic level); (ii) 
# for a multi‑level wildcard (i.e., an arbitrary number of 
topic levels). When a message is published under a cer‑ 
tain topic, it is delivered to each matching subscription 
registered at that time.

In the case study presented in Section 4, MQTT protocol 
plays a central role in message passing, due to its efϐi‑ 
ciency for the investigated scenario.

3.2 InluxDBԀ

InluxDBԀ 7 is a database belonging to the NoSQL family. It 
has been speciϐically designed and developed for manag‑ 
ing time‑series data, thus making it an ideal choice for pe‑ 
riodically logging sensor information. Data is stored into 
”measurements” by using timestamps, ϐields and tags. 
Fields are used to store data information, which can be 
strings, ϐloats, integer or boolean and are always associ‑ 
ated with a timestamp. Tags are similar to ϐields, but are 
also indexed; this allows the storage of important meta‑ 
data in tags to optimize querying performance. InluxDBԀ 
is adopted in the case study, presented in Section 4, since 
its data structure perfectly ϐits the need of heterogeneity, 
which is dictated by IoT environments.

broker.
4MQTT v3.1/v3.1.1, https://mqtt.org/mqtt‑speciϐication/ 
5Mosquitto, open source MQTT v3.1/v3.1.1

http://mosquitto.org
6HiveMQ MQTT broker. https://www.hivemq.com
7InϐluxDB, time series platform. https://www.inϐluxdata.com/

3.3 OpenHAB

Open Home Automation Bus (OpenHAB) 8 is an open‑ 
source project home application platform used to run 
smart homes. It naively supports many devices and al‑ 
lows the user to further extend its capabilities by in‑ 
stalling modules and plugins. Moreover, OpenHAB allows 
the writing of custom logical rules, which can be triggered 
using deployed sensors and perform user‑deϐined actions 
(e.g., turn on lights on a given time or when a motion sen‑ 
sor is activated). OpenHAB makes use of various differ‑ 
ent concepts to model the smart home environment, two 
of which are relevant for the case study presented in this 
paper:

• Things can be seen as entities that can be physically
added to the system, like a vendor sensor gateway,
or virtual, like a web service which can provide in‑
formation to the system

• Items, instead, represent functionality used by the
application. For example, the temperature values
read by a sensor, or the current state of a switch,
are considered as items; while the sensor itself is the
things which provides such items.

For logical operations, OpenHAB uses rules, which are
composed in the following way:

• Rule’s name, which deϐines a unique name to refer‑
ence the rule

• When statement, which provides the trigger to acti‑
vate the rule

• Then statement, which deϐines the tasks to be per‑
formed when the rule is triggered.

3.4 Ignition
Ignition 9 is a commercial, server‑based cross‑platform
software, which is managed through web technology.
Built with customization in mind, it supports a modu‑
lar structure so that its deployment can be tailored for
every speciϐic use case. Ignition includes a Human Ma‑
chine Interface / Supervisory Control And Data Acquisi‑
tion (HMI/SCADA), which can be built, in a customized
way, depending on the intended purpose. Ignition makes
use of tags as points of data; these can be both static or
dynamic on the basis of the ϐinal scope. While it provides
a set of predeϐined types, it also allows the user to extend
them through the use of User Data Types (UDT tags). The
basic tags are the following:

• OPC Tags are particular kinds of tag, which use the
Open Process Connectivity (OPC) standard to com‑
municate and read/write values directly to the Pro‑
grammable Logic Controller (PLC).

8Openhab, open source automation software. https://www.openhab.org
9Ignition software. https://inductiveautomation.com
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• Memory Tags are tags which hold and store informa‑
tion; they can be seen as variables in a programming
language.

• Expression Tags are tags which are driven by a user‑
deϐined expression, such as a mathematical opera‑
tion, a logical operation, and so on.

• Query Tags are tags which pool their value from an
SQL statement. They can also refer to other tags to
build dynamic queries.

• Reference Tags are tags which simply refer to other
tags to fetch their value.

Ignition, and the next Grafana tool, will be coupled with 
OpenHAB to realize a simple yet real domotics system 
with the support of real devices, as presented in Section 4.

3.5 Grafana
Grafana 10 is an open‑source web‑based tool for data vi‑ 
sualization and analysis. It allows the modeling of cus‑ 
tom dashboards, based on the required use cases and 
supports different data sources, like: InϐluxDB, 
Microsoft SQL Server, PostgresSQL, AWS CloudWatch, 
etc. Also, it allows the development and installation 
of custom modules/plugins which can expand its 
capabilities.

4. CASE STUDY AND PROTOTYPE
In the case study presented herein, real devices are di‑ 
rectly connected to software applications and tools, which 
are able to change their status. The idea is to build a sys‑ 
tem using the Ignition software SCADA solution to con‑ 
trol real devices connected to it. The list of used de‑ 
vices includes: (i) a RaspberryPi Zero W11 with an at‑ 
tached computer fan; (ii) three Xiaomi room temperature 
and humidity sensors; and (iii) two Xiaomi smart plugs. 
Also, different host systems are involved: (i) Virtualbox 
to host the SCADA system; (ii) home NAS (Network At‑ 
tached Storage) to host the MQTT broker (deployed using 
Mosquitto); and (iii) cloud VPS to host historical database 
and data visualization UI.
The RaspberryPi Zero W behaves like an IoT enabled PLC. 
PLC devices are equipped with sensors (to gather infor‑ 
mation) and actuators (to perform actions). In this case, 
CPU temperature information is used to feed the sensor’s 
data. For the actuator, instead, an external fan is used and 
controlled through the GPIO pins using Pulse Width Mod‑ 
ulation (PWM). PWM is a method used to control devices 
that require power or electricity. It essentially makes use 
of a digital signal, which is periodically turned on or off 
to modulate the connected device. In particular, PWM is 
used to control the fans’ motor; the larger the time frame 
between  pulses  is,  the slower  the  motor turns. The 
envisioned scheme is shown in Fig. 2. 
10Grafana, interactive visualization tool. https://grafana.com 
11https://www.raspberrypi.org/products/raspberry-pi-zero-w/

The RaspberryPi communication is managed through the 
usage of MQTT, where:

• Sensors’ information is published to the topic
rpi/cpu/temperature

• Actuators’ information is fetched by subscribing to
the topic rpi/fan/speed

All the required logic is written using Python and exe‑
cuted at boot time by means of a crontab task.

Fig. 2 – Domotics ‑ fan’s connection schema

OpenHAB, presented in Section 3 and hosted on the home
NAS, is used to bridge the connection among the propri‑
etary Xiaomi smart home sensors. The adopted modules
are: (i) Xiaomi Smart Home Binding12, which is used to
communicate with the sensor gateway; and (ii) MQTT
Binding13, which is used to connect to an MQTT broker.
Conϐiguration for the Xiaomi binding is done through the
OpenHAB web GUI, by providing the gateway IP and pri‑
vate API key, as shown in Fig. 3. By means of a web
GUI, it is possible to automatically search and add all de‑
tected/connected sensors creating for each a dedicated
item. Such an item is used in rule’s deϐinition to identify
the sensor. The MQTT binding is conϐigured by adding
an appropriate thing ϐile in the OpenHAB conϐiguration
folder, thus allowing it to be referred in MQTT commu‑
nication. The next step is deϐining the logical rules to fol‑
low for publishing sensor data over MQTT. These are de‑
ϐined by adding rules’ ϐile into the OpenHAB conϐiguration
folder. The rule triggers on every detected state change
on the observed sensor by publishing its new value to the
appropriate topic, as deϐined before.
The core of the system is the Ignition SCADA, which is the
software in charge of reading and managing all attached
devices, connecting via the MQTT protocol. Ignition leans
on a Microsoft SQL server database, which is used as a lo‑
cal buffer to periodically store and change the status of
sensors’ information in case the connection towards the
historical server is lost, but also to manage data migration
12https://www.openhab.org/addons/bindings/mihome/
13https://www.openhab.org/addons/bindings/mqtt/
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Fig. 3 – Domotics ‑ OpenHAB Xiaomi binding conϐiguration

towards the historical database, which is hosted on an ex‑
ternal VPS server. The database structure is very simple,
since it includes the two tables shown in Fig. 4. Instead,
the topics’ structure is the following:

• RaspberryPi CPU temperature rpi/cpu/temperature

• Current fan speed rpi/fan/rpm

• Room’s temperature and humidity sensors:

– home/room_1/temperature &
home/room_1/humidity

– home/room_2/temperature &
home/room_2/humidity

– home/kitchen/temperature &
home/kitchen/humidity

• Current light state:

– home/light_1/state
– home/light_2/state

Fig. 4 – Domotics ‑ table structure

A memory tag is added to hold the current desired fan
speed, ranging from 0‑100. Such a tag implements a
Python script, which triggers on a value update, checks
if the new value is valid and publishes it to the dedicated

topic rpi/fan/speed. To automatically manage the fan, two
support memory tags are needed: (i) a boolean, to toggle
on or off the automatic fan proϐile; and (ii) a ϐloat, to set
the desired target CPU temperature. Also, a script is ap‑
plied to the CPU temperature tag, which triggers on each
new read value, comparing it to the desired temperature
and deciding if its necessary to turn the fan on or off. To
avoid continuously switching the fan state, due to the tem‑
perature’s ϐluctuations around the threshold value, the
fan is turned off once a temperature, which is 2∘C lower
than the target one, is reached. A scheme of the just de‑
scribed behaviour is sketched in Fig. 5.

Fig. 5 – Domotics ‑ fan’s proϐile ϐlowchart

Furthermore, a web GUI is needed to visualize and control
the connected devices; it is realized by means of Vision,
which is an UI building tool, provided by Ignition, and it
is able to build a local HMI, as shown in Fig. 6. Vision is
composed of four parts:

• MQTT broker status, where the right LED indicates if 
the broker is currently available (green) or not (red)
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• Room temperature and humidity, which indicate, for 
each room, the last detected information, while also 
displaying a chart with the trend of the last hours. 
The chart toggles between temperature and humid- 
ity by pressing the appropriate current value

• Light status, which shows the current light state and 
the last date‑time when it toggled

• RaspberryPi fan control, which displays a gauge with 
the current real‑time CPU temperature. This is di‑ 
vided into three colour‑coded areas: (i) green as de‑ 
sired temperature; (ii) yellow above target; and (iii) 
red as over temperature. The user can interact with 
the dial being able to change the desired tempera‑ 
ture. Also, it is possible to override the automatic fan 
controller with the appropriate switch and, then, use 
the slider to manually set the fan speed.

Fig. 6 – Domotics ‑ Vision HMI

As just anticipated, the historical database is hosted on
an external VPS server, and it is paired with a data vi‑
sualization tool, named Grafana (see Section 3), that al‑
lows the visualization of the gathered (and stored) data in
various user’s deϐined charts. The database used for this
task is InluxDBԀ(see Section 3) mainly for two reasons:
(i) it is designed speciϐically to manage time‑based infor‑
mation; and (ii) it is ofϐicially supported by the Grafana
suite. For security reasons, two separate accounts have
been deϐined on the historical database: (i) read/write,
for the migration task; and (ii) read only, for the Grafana
connection. As stated in Section 3, InluxDBԀdeϐines two
types of data: tags and ϐields. For this speciϐic use case,
the 𝑟𝑜𝑜𝑚𝐼𝐷 and 𝑙𝑖𝑔ℎ𝑡𝐼𝐷 are added as tags, since they
are mainly used in the 𝑊𝐻𝐸𝑅𝐸 statement to ϐilter data;
while all the other information is stored into ϐields. Two
measurements are used: one for rooms and one for lights.
Hence, as shown in Fig. 7, two types of panels are visible:
(i) a chart to plot the temperature/humidity trend; and
(ii) a panel to visualize how long the light states lasted.

5. CONCLUSION
Early design and prototyping are fundamental to speed
up the development process of monitoring systems. To
achieve such a goal, proper tools and technologies must
be adopted. In this respect, a domotics case study has
been pointed out in this paper, where different tech‑
nologies, protocols and languages are grouped together
without worrying about interoperability issues, thanks to
the capabilities of the adopted tools to interact between
themselves. In that sense, the presented approach repre‑
sents a viable solution for performing preliminary tests
on a domotics IoT‑based scenario. Note that other tech‑
nologies could be adopted for the same purpose, such as
MongoDB as data store, instead of InϐluxDB, and CoAP
(Constrained Application Protocol) as transmission pro‑
tocol, instead of MQTT. Both such solutions are targeted
to IoT and constrained scenarios; however MongoDB is
a document‑oriented (and not time based, as InϐluxDB)
database, while CoAP does not follow a publish and sub‑
scribe philosophy, as MQTT. For such reasons, in this
work InluxDBԀand MQTT have been preferred, since they
better ϐit the requirements of a domotics context, where
handling data following a topics’ hierarchy, instead of un‑
structured information, represents the most viable solu‑
tion.
Two important aspects still deserve attention, as an open
research activity: scalability and securit and privacy.
Such a kind of analysis could be carried out by deϐin‑
ing re‑usable modules and components to be integrated
(and replicated) in a more complex system. Instead, se‑
curity&privacy requirements can be achieved at various
levels: ranging from securing the MQTT communication
exchange [17] [18], to protecting the data when they are
stored into the database [19] [20], or to providing secu‑
rity and privacy policy enforcement mechanisms at the
IoT core platform’s level [21].
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Fig. 7 – Domotics ‑ Grafana user’s deϐined dashboard
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Abstract – Unmanned Aerial Vehicles (UAVs), or drones, which can be considered as a coverage extender for Internet of 
Everything (IoE), have drawn high attention recently. The proliferation of drones will raise privacy and security concerns 
in public. This paper investigates the problem of classiϔication of drones from Radio Frequency (RF) ϔingerprints at the low 
Signal‑to‑Noise Ratio (SNR) regime. We use Convolutional Neural Networks (CNNs) trained with both RF time‑series images 
and the spectrograms of 15 different off‑the‑shelf drone controller RF signals. When using time‑series signal images, the CNN 
extracts features from the signal transient and envelope. As the SNR decreases, this approach fails dramatically because the 
information in the transient is lost in the noise, and the envelope is distorted heavily. In contrast to time‑series representation 
of the RF signals, with spectrograms, it is possible to focus only on the desired frequency interval, i.e., 2.4 GHz ISM band, and 
ϔilter out any other signal component outside of this band. These advantages provide a notable performance improvement 
over the time‑series signals‑based methods. To further increase the classiϔication accuracy of the spectrogram‑based CNN, 
we denoise the spectrogram images by truncating them to a limited spectral density interval. Creating a single model using 
spectrogram images of noisy signals and tuning the CNN model parameters, we achieve a classiϔication accuracy varying 
from 92% to 100% for an SNR range from –10 dB to 30 dB, which signiϔicantly outperforms the existing approaches to 
our best knowledge.

Keywords – Convolutional neural networks (CNN), low SNR regime, RF ϐingerprinting, spectrogram, UAV classiϐication

1. INTRODUCTION

Unmanned aerial vehicles (UAVs) or drones have re‑ 
cently gained a great deal of interest among researchers 
due to unrivaled commercial opportunities in various 
ϐields, such as wireless communications, logistics, deliv‑ 
ery, search and rescue, smart agriculture, surveillance, 
among others [1]. In addition, the recent COVID‑19 out‑ 
break revealed the importance of remote operations in 
every aspect of life, which may accelerate social accep‑ 
tance of drone use cases such as delivery of goods and 
medication [2, 3, 4]. With the new advances in airspace 
regulations and drone‑related technologies, it is expected 
that there will be more and more UAVs in the skies for var‑ 
ious use cases, sharing the airspace with other aerial ve‑ 
hicles [5]. The increase in daily drone usages can be con‑ 
sidered in the context of The Internet of Everything (IoE), 
a broader term than Internet of Things (IoT), aiming to 
include the entire realm of information sources and des‑ 
tinations in one paradigm.

Innate advantages of UAVs that make them popular, such 
as ease of operation and low cost, could also be consid‑ 
ered as major disadvantages from security and privacy 
perspectives. This motivates detection, classiϐication, and 
tracking of different types of UAVs, and interdicts unau‑ 
thorized or malicious UAVs to maintain privacy and secu‑ 
rity. Classiϐication of UAVs can also be critical for forensics 
use cases, e.g. for identifying a UAV after a malicious ac‑ 
tivity (e.g. eavesdropping, espionage) based on the cap‑ 
tured signals of the UAV. There have been many

criminal activities recently with drones involved, and 
their small sizes make it difϐicult to detect, classify, and 
interdict them [6, 7]. Latest surveys also demonstrate 
that 75% of the subjects exhibit privacy and security 
concerns about all unmanned aerial use cases [8]. In 
this regard, Federal Aviation Agency (FAA) of the 
United States recently announced a Proposed Rule that 
elaborates the future action that would require remote 
identiϐication of unmanned aircraft systems to address 
safety and security concerns [9]. UAVs can be identiϐied 
through a set of features that uniquely represent them. 
These features can be extracted from various data 
sources, such as visual data, acoustic, RF, or radar 
signals. Each of these source types has its own pros 
and cons which we will review in the next section. Our 
contributions with this work are summarized below.

• In this study, we develop a Convolutional Neural Net‑
work (CNN)‑based classiϐier using both time‑series
signal images and spectrogram images of 15 differ‑
ent drone controller RF signals to classify drones
of different makes and models. These signals are
transmitted by proprietary circuit designs and con‑
tain distinct ϐingerprints of commercially available
drones; they can be exploited by a machine learn‑
ing model to classify the make and model of the
drone. We use controller signals as the data set [27]
was already in possession; however, the proposed
approach can also be directly applied to the sig‑
nals transmitted from drones to their controllers. A
ϐlowchart of the overall procedure is given in Fig. 1.
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Table 1 – Related work on detection and classiϐication of drones using ML techniques.

Litera‑
ture

Source type Features Data process
method

Classiϐi‑
cation UAVs

Accuracy Noise
conside-
ration

[10] Drone  
RF signals

Slope,  
skewness Several ML algorithms X N/A 96.36% X

[11] Drone  
RF signal CSI data Channel state 

information X N/A 86.6% X

[12] Acoustic
waves MFCC and LPCC SVM X N/A 96.7% X

[13] Acoustic
waves STFT features CNN X N/A 99.87% X

[14] Camera
images RGB arrays

CNN for moving body
detection and kNN for
detection

X N/A 93% X

[15] Camera
images RGB arrays CNN on ZF and VGG16

and Fast R‑CNN X N/A 0.66 mAP X

[16] Radar signals Spectrogram 2‑D complex‑log‑
Fourier transform X N/A 3.27% EER X

[17] Radar signals Range Doppler
Matrix SVM X N/A 98% X

[18] Radar signals Micro‑Doppler
signature

PCA feature extraction
on spectrograms X 3 94.7% X

[19] Radar signals Micro‑Doppler
spectrogram CNN and LSTM‑RNN X 5 97.7% X

[20] Radar signals Micro‑Doppler
signature CNN X 6 94.7% X

[21] Radar signals
Micro‑Doppler
signatures
through EMD

SVM X 11 >95% X

[22] Radar signals Micro‑Doppler
signatures SVM X 11 95.4% X

[23] Radar signals Range Doppler
spectrum CNN X N/A 99.5% and

54.2% for 0 dB X

[24] Drone 
RF signals

Statistical features
e.g., mean,median,
RMS

Logistic regression X 8 88‑94% in
0.35 s X

[25] Radar signals Micro‑Doppler
signature ANN on MLP X 4 Various X

[26] Controller 
RF signals

Shape factor,  
kurtosis, variance Several ML algorithms X 17

98.13% and
40% for 0 dB
SNR

X

This
work

Controller
RF signals

Time‑series 
signal and 
spectrogram 
RGB arrays

CNN X 15
99.7% and
99.5% for
0 dB SNR

X

• For the classiϐication tasks that involve RF ϐin‑
gerprinting, variations in the Signal‑to‑Noise Ra‑
tio (SNR) of the received RF signals is a challenging
problem. In this work, we also address this prac‑
tical problem by considering a range of SNR levels
from−10dB to30dBwhile training the CNNmodels.
Noisy training data is generated by adding artiϐicial
white noise to the original data. When using spec‑
trogram images to train the CNN models, we only
focus on the frequency range of interest, which im‑ 
proves classiϐication accuracy signiϐicantly in com‑ 
parison with time‑series images.

• In this work, we apply denoising on the spectrogram
images to further improve the performance at
low SNRs. We tune the spectral density level that
will appear  on  the  spectrogram  image  and
ϐilter  out spectral densities lower than the tuned
level. Our proposed classifier highly outperforms
previously published work, especially at low SNRs.

# of

kurtosis
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Fig. 1 – Overview of the proposed system. Multistage detector classi‑
ϐies the captured data as of type UAV or non‑UAV. In the case of a UAV
signal, captured data is artiϐicially noised, and time‑series and spectro‑
gram images are created afterwards for training the corresponding CNN
models. Time‑series images are converted to grayscale to increase com‑
putational efϐiciency. Spectrograms are denoised to increase the model
accuracy. Separate CNN models are trained and predictions are made
using these CNNmodels. The best CNN model is deployed at the end.

A possible use case of the proposed system would be 
about the upcoming FAA regulation on Remote ID [9]. Re‑ 
mote ID is deϐined as the ability of a UAV to provide the 
relevant identity information to other parties. Even the 
drones will be obliged to reveal their IDs to comply with 
this regulation, it will still be possible for the malicious 
drones to fake their IDs. The system proposed in this 
work can be a part of a framework that veriϐies the drone 
IDs and make sure that the ϐlying drone has the same ID as 
in the FAA’s logs. This way countermeasures can be taken 
in the presence of a threat.

With regard to the type of images used, even though CNN 
models trained on spectrogram images perform better 
than models trained on time‑series images for every sce‑ 
nario, we kept the results for the latter to provide a bet‑ 
ter basis for comparison of our contribution. This is be‑ 
cause our present work is an extension of the work in [26], 
where statistical features extracted from time‑series data 
have been used previously.

The rest of the paper is organized as follows. In Section 2, 
a comprehensive literature review including the infor‑ 
mation of noise consideration is given. In Section 3, the
data set and the procedure for obtaining noisy samples 
are introduced. 

Section 4 discusses an image data preprocessing step 
and the CNN‑based classiϐier used in this work. 
Experimental results and relevant discussions are 
presented in Section 5. Finally, the paper is concluded in 
Section 6.

2. LITERATURE REVIEW AND CONTRIBU‑
TIONS

Various approaches have been proposed in the litera‑
ture for the detection and classiϐication of drones. In Ta‑
ble 1, we summarize the related literature on drone de‑
tection and classiϐication with some representative work
and emphasis on the number of UAVs considered, clas‑
siϐication accuracy, and noise considerations. Here we
use the term detection as a special case of classiϐication
that has only two classes (i.e., UAV/non‑UAV). Techniques
used to achieve these tasks can be categorized based
on the type of data being captured (e.g., radar signals,
drone or controller Radio Frequency (RF) signals, acous‑
tic data, or camera images), features extracted from the
data (e.g., RF ϐingerprints, spectrogram images), and the
Machine Learning (ML) algorithms deployed for classi‑
ϐication. Acoustic sensors do not require line‑of‑sight
(LOS); however, they suffer from short range, as drones
could operate very quietly [12, 28], and data gathered us‑
ing microphone systems are prone to wind and environ‑
mental clutter. On the other hand, a LOS vision under
daylight is essential for techniques that utilize camera im‑
ages [14, 29]. Using thermal or laser‑based cameras to
overcome this issue increases the cost signiϐicantly.

Radar signals are immune to environmental factors, such
as acoustic noise and fog. However, drones are small de‑
vices with tiny propellers which make it hard to perceive
and distinguish them from each other by most radars.
A high‑frequency wideband radar could be used to deal
with these difϐiculties [20, 30, 31, 18]. Such radars are
considerably expensive and suffer from high path loss.
RF signals of either drones themselves or controllers are
mostly at sub‑6 GHz band and share unlicensed Wi‑Fi
bands. As a result of this, equipment to capture RF sig‑
nals are affordable, but on the downside, RF‑based tech‑
niques require special attention for handling interference
from other co‑channel signal sources. Besides, no LOS is
required, and these techniques are immune tomanyprob‑
lems that acoustic and visual techniques suffer from.

RF signals can be used for classiϐication of the UAVs, ei‑
ther directly or indirectly after some processing. In [26,
10, 24], time‑domain statistical properties of the RF sig‑
nal, such as slope, kurtosis, skewness, shape factor and
variance, are used as features along with different ML al‑
gorithms to detect and classify drones. However, since
unlicensed bands are heavily employed, time‑domain in‑
formation suffers from low SNR. Frequency‑domain rep‑
resentation of RF signals can also be used to distinguish
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Fig. 2 – Sample controller time‑series RF signals: (a) DJI Matrice 100, (b) DJI Matrice 600, (c) Spektrum DX5e, (d) FlySky FS‑T6, and (e) Spektrum JR
X9303. RF signals from different controllers may look alike, making it difϐicult to identify the drones based on only the envelopes of the captured signals.

between different types of drones. Transforming RF sig‑ 
nals into the frequency domain ϐilters out the out‑of‑band 
noise and helps improve classiϐication accuracy up to a 
certain extent.
In the literature, there are studies using radar signals and 
spectrograms to detect and classify drones [16, 18, 19, 
20, 21, 22, 23]. However, there is no study that utilize 
spectrograms of RF signals in the context of UAV detec‑ 
tion/classiϐication to the best of our knowledge.

Even though the mass majority of classiϐication efforts in 
this ϐield aim to identify drone make and model to support 
a decision of friend/foe, there are some other work that 
use ML techniques to identify drone pilots. For example, 
in [32], drone controller RF signals are recorded to char‑ 
acterize pilot activity, and different types of maneuvers 
that a pilot could do are used as features.

Classiϐication accuracy should be considered together 
with the number of UAVs as it gets harder to classify 
UAVs with high accuracy as the number of classes in‑ 
creases. For studies which have X marks in the Classiϔi‑ 
cation column, the proposed models performed only de‑ 
tection which means there are only two classes. We also 
provide the information about whether the work consid‑ 
ers noise or not, to better emphasize our contribution.

3. DATA SET AND NOISING PROCEDURE
In this work, the data set in [26] is used. This data set con‑ 
sists of RF signals from 15 different off‑the‑shelf UAV con‑ 
trollers listed in Table 2. RF signals were captured using 
an Ultra‑Wideband (UWB) antenna and an oscilloscope 
with a sampling rate of 20 Gsa/s. Total number of sam‑ 
ples in each signal is 5 × 106, which corresponds to a time 
duration of 250 µs. Time‑series and spectrogram images 
are created from the training RF signals, and CNN models 
are generated for each image database.

3.1 Image creation process
The time‑series RF signal of a controller is kept in a 1‑D 
array. Time‑series images are simply acquired by plot‑ 
ting these 1‑D arrays. RF signals captured from different 
UAV controllers are illustrated in Fig. 2. As it can be 

Table 2 – UAV controllers used in this work.

UAV ID (#) Brand &Model

1 Jeti Duplex DC‑16
2 DJI Matrice 100
3 DJI Matrice 600
4 DJI Phantom 3
5 DJI Inspire 1 Pro
6 Spektrum DX5e
7 Spektrum DX6e
8 FlySky FS‑T6
9 Futuba T8FG
10 Graupner MC‑32
11 Hobby King HK‑T6A
12 Spektrum JR X9303
13 DJI Phantom 4 Pro
14 Spektrum DX6i
15 Turnigy 9X

observed from the ϐigure, RF signals exhibit different wave-
forms. Digital image processing literature bestows useful 
techniques to distinguish such signals using an envelope 
detector and template matching-based approaches [33]. 
However, some controller signals may exhibit similar 
envelopes (e.g., RF signals in Fig. 2(a) and Fig. 2(b), or 
the signals in Fig. 2(c) and Fig. 2(d)), making it 
challenging to identify the controllers with these 
approaches. Besides, taking into account that signal 
envelopes get distorted at high noise levels, more 
advanced approaches are needed to achieve high 
classiϐication accuracy.

Spectrogram images are created calculating power spec‑ 
tral densities of the signals using Welch’s average peri‑ 
odogram method, which is also called Weighted Over‑ 
lapped Segment Averaging (WOSA) method [34]. In this 
method, time‑domain signal 𝑥[𝑖] captured from a UAV is 
divided into successive blocks and averaged to esti‑ mate 
the power spectral density after forming the peri‑ 
odograms for each block, i.e.,

𝑥𝑚[𝑖] = 𝑤[𝑖]𝑥[𝑖 + 𝑚𝑅] , (1)

where 𝑖 = 0, 1, ..., 𝑀 − 1 is the sample index, 𝑀 is the 
window size, 𝑚 = 0, 1, ..., 𝐾 − 1 denotes the window in‑ 
dex, 𝐾 is the total number of blocks, 𝑅 is the window’s
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Fig. 3 – Noisy controller signal of a DJI Inspire 1 Pro for different SNRs: a) 30 dB, b) 15 dB, and c) 0 dB. Base noise in lab environment is around 30 dB.
As SNR decreases, distortion occurs for both image types. All spectrogram images have the same density color scale.

hop size that tunes the amount of overlap between con‑
secutive windows, and 𝑤[𝑖] is the window function. Then
the periodogram of a block is calculated as

𝑃𝑥𝑚,𝑀(𝑤𝑘) = 1
𝑀 |𝐹𝐹𝑇𝑁,𝑘(𝑥𝑚)|2 (2)

= 1
𝑀 ∣

𝑁−1
∑
𝑖=0

𝑥𝑚[𝑖]𝑒−2j𝜋𝑖𝑘/𝑁 ∣ .

Consequently, Welch estimate of power spectral density
is calculated as follows

̂𝑆𝑊
𝑥 = 1

𝐾
𝐾−1
∑
𝑚=0

𝑃𝑥𝑚,𝑀(𝑤𝑘). (3)

In this paper the Hanning window is used while calcu‑
lating preiodograms. Then the calculated densities are
mapped to a color scale to create spectrograms. We use
a color map that spans the whole color space evenly, i.e.,
passes throughall the colors in the visible range,which in‑
creases the accuracy of the proposed model signiϐicantly.

3.2 Noising procedure
Assuming ϐixed environmental noise, the SNR level of an
RF signal decreases as the source gets farther away from
the receiving antenna. Since the drone or the controller
position and hence their distance to the receiver antenna
may vary in different scenarios, systems that can work
under low SNR regimes are required. In this study, we
propose a method that can identify drones even at very

low SNRs. Since the data [26] is collected in a lab en‑
vironment, the noise is stable and the same for all mea‑
surements. To train and test our models for noisy signals,
we add white Gaussian noise to the raw data, and then
generate the corresponding time‑series and spectrogram
images. While generating the noisy signals, we ϐirst use
Higuchi’s fractal dimension method [35] to ϐind the ap‑
proximate position of the transient signal segment. We
use this information to distinguish between the noise and
the RF signal and calculate their actual power separately
as

𝑃noise [dB] = 10 × log10 (∑𝑇𝑏
𝑖=0 |𝑥[𝑖]|2

𝑇𝑏
) , (4)

and

𝑃signal [dB] = 10 × log10
⎛⎜
⎝

∑𝑁
𝑖=𝑇𝑒

|𝑥[𝑖]|2
𝑁 − 𝑇𝑒

⎞⎟
⎠

, (5)

where 𝑇𝑏 and 𝑇𝑒 are the indexes where the transient be‑
gins and ends, respectively.

Next, we calculate the SNR (Γ) of the received signal and
the difference between the current SNR level and the de‑
sired SNR level as follows:

Γsignal [dB] = 𝑃signal − 𝑃noise, (6)

and
ΔΓ [dB] = Γsignal − Γdesired. (7)

Finally, an appropriate amount of random noise 𝑛[𝑖] is 
added to the whole signal to set the signal to the desired 
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Fig. 4 – Denoising of a 0 dB SNR signal at different cut‑off values: a) no truncation, b) ‑60 dB/Hz, and c) ‑20 dB/Hz. Truncation process sets the lower
limit of the density color scales. This increases the level of representation of the high density signal components on the spectrogram image, consequently
model accuracy is improved.

𝑠[𝑖] = 𝑥[𝑖] + 𝑛[𝑖], (8)

where 𝑛[𝑖] = ΔΓ × 𝒩(0, 1), 𝑖 = 0, 1, ..., 𝑁 − 1, and 𝑁 is
the total number of samples in 𝑥[𝑖]. Note that ΔΓ that is
used to generate the noise sequence is not in dB scale.
A set of artiϐicially noised time‑series images and the cor‑
responding spectrograms are given in Fig. 3. Subject to
the type of controller, the original data has an SNR of
about 30 dB. Increased noise causes distortion visible in
both image types. However, time‑series images are af‑
fected more. Spectrograms preserve signal characteris‑
tics better than time‑series images as signal components
can be better resolved in the frequency domain.

4. IMAGE PREPROCESSING AND CNN‑
BASED UAV CLASSIFICATION

CNN is a deep learning algorithm which has been proven 
to perform well in image recognition and classiϐication 
tasks [36]. CNNs have layers just as any other neural net‑ 
works; however, different from other deep learning algo‑ 
rithms, convolution layers are used to apply various ϐil‑ 
ters to an image to extract features no matter at which 
part of the image they reside. This nature of the algo‑ 
rithm makes CNN a perfect ϐit for 2D data (e.g., images), 
and also reduces the number of required weights in a neu‑ 
ron, thus yields lower computational complexity in com‑ 
parison with conventional deep neural network architec‑ 
tures. In this work, spectrograms and time‑series images 
of RF signals have been used as inputs to the CNN models.

Even though CNN is a very powerful approach for extract‑ 
ing features from images, the preprocessing phase of the 
source data is crucial to increase the overall success of the 
classiϐication and decrease the computational cost.

4.1 Conversion to grayscale and image 
cropping

As reviewed in Section 3.1, spectrograms reϐlect the
power spectral densities of the signals. Since color depth
preserves distinctive information, these images should be

kept in red/green/blue (RGB) format. However, time‑
series images are not represented in such a format, and
therefore, to decrease the complexity, time‑series signal
images should be converted to grayscale if these images
do not come in grayscale by default.

Time‑series and spectrogram images typically have axes,
ticks and labels regardless of the software tool that is
used to create them. We remove all those parts before
beginning post‑processing the images. Besides, captured
images would include both the noise‑only signal (when
there is no transmission) and the transmitted signal (see
the time‑series signals in Fig. 3). By using Higuchi’s frac‑
tal dimension method as suggested in Section 3.2, it is
possible to remove out the noise‑only part in both image
types. In addition, one of the axes of the spectrograms
will includes frequency domain information. In case the
frequency range of interest is known, it is appropriate to
crop the spectrograms further to lower the computational
cost focusing on the desired frequency band only.

4.2 Denoising the spectrograms
Denoising is an important step towards improving the ac‑
curacy of the spectrogram image‑based classiϐication. De‑
noising by truncation is only applied to spectrogram im‑
ages. Power spectral densities should be calculated up to
a certain frequency that is deϐinedby the sampling rate for
several instants in the time domain that covers the whole
signal. These spectral density values are mapped to the
RGB color scale while creating spectrograms: the mini‑
mum and the maximum spectral densities are mapped to
the coolest and warmest colors of a chosen color map,
whereas the colors for the intermediate values are ad‑
justed accordingly. In order to denoise the spectrogram,
a cut‑off density is picked as a threshold, and the spec‑
trogram is truncated by setting the elements of the spec‑
tral density array that are smaller than this cut‑off to the
cut‑off value itself. This process assures signal compo‑
nents with smaller densities to be cleared. Since most of
the noise components have lower power densities than
the drone controller signal itself for a wide range of SNRs,

SNR level as
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the truncation process is essentially a denoising proce‑
dure. The rest of the signal is mapped to the same color
range set, which increases the level of representation of
the details. As a result, non‑noise (i.e., RF) signal compo‑
nents come forward that help the CNN models learn bet‑
ter. The procedure described above could be explained
mathematically as follows:

𝑆′[𝑓, 𝑖]
𝑓𝑡−→ {𝛾𝑐, if 𝑆[𝑓, 𝑖] ≤ 𝛾𝑐

𝑆[𝑓, 𝑖], else , (9)

𝑆′[𝑓, 𝑖]
𝑓𝑐−→ 𝑟𝑓,𝑖, 𝑔𝑓,𝑖, 𝑏𝑓,𝑖,

where 𝑓𝑡 is the truncation function, 𝑆′[𝑓, 𝑖] is the trun‑
cated signal subject to the cut‑off value 𝛾𝑐, 𝑓𝑐 is the color
mapping function, and 𝑟𝑓,𝑖, 𝑔𝑓,𝑖, and 𝑏𝑓,𝑖 are the color in‑
tensities in the corresponding channels.

There exists a critical trade‑off that depends on the cho‑
sen cut‑off threshold. For a given SNR level of the signal
in hand, spectrograms should be truncated at an optimum
level for that SNR. More speciϐically, in the case of under‑
denoising, excess noise causes overϐitting, while in the
case of over‑denoising, useful information iswipedout to‑
gether with the noise, which yields to underϐitting. To il‑
lustrate this trade‑off, wewill consider Fig. 4which shows
the spectrograms of a DJI Inspire 1 Pro controller signal,
that is artiϐicially noised to 0 dB SNR, at different trunca‑
tion levels. In this ϐigure, it is observed that as the thresh‑
old increases (i.e., from no truncation to −20 dB/Hz), the
lower limit of the density on the spectrograms changes.
This lowest density is the lowest value in the domain set.
As a result of truncation, high density components of the
signals are represented better on the images.

Another aspect of creating CNN models for different data
sets at various SNR levels is the necessity of deϐining
the SNR of a signal beforehand to invoke the appropri‑
ate model. To manage this, we propose to follow two
approaches while working with the spectrograms. In
the ϐirst approach, we create and optimize different CNN
models for different SNR levels. The idea is that, assum‑
ing that the captured signal’s SNR can be measured, the
model having the closest SNR is called to perform classiϐi‑
cation. Even though, calculating the SNR of a received sig‑
nal in real time is a tricky task, we believe, with the help of
featured state‑of‑the‑artmeasurement devices and newly
developed algorithms [37], this would not be a problem.
In the second approach, we deϐine an optimum cut‑off
value (i.e., minimumaverage validation loss among all dif‑
ferent cut‑offs), merge all the images of different SNR lev‑
els truncated at this level to create a new comprehensive
data set, and then train a single model. The major advan‑
tageof this secondapproach is that it is no longer required
to determine the SNR of the signal in advance.

4.3 Training and testing CNNmodels
In this work, CNNs are trained using Keras with Tensor‑
ϐlow at the backend. In themodels created, we have three
convolution layers (Conv2D) followed by pooling layers
(MaxPool2D) and then a fully connected layer followed
by the output layer. Convolution layers get deeper (i.e.,
the number of ϐilters increase), and size of the images get
smaller as the data travels deep into the model, in accor‑
dancewith the general convention. The CNNmodels have
been trained and testedwith 3 ∶ 1 ratio for each UAV class.
Optimum hyperparameters are determined after running
a vast amount of simulations. Results are presented in the
next section.

An illustration of the CNN architecture is shown in Fig. 5.
While training the models, the categorical cross‑entropy
function is used as the loss function

ℒ(𝑊) = − 1
𝑁

𝑁
∑
𝑖=1

[𝑦(𝑖) log( ̂𝑦(𝑖))+ (10)

(1 − 𝑦(𝑖)) log(1 − ̂𝑦(𝑖))],

where 𝑊 represents the model parameters, and 𝑦(𝑖) and
̂𝑦(𝑖) represent the true labels and predicted labels for the

𝑖‑th image, respectively. This function gets smaller as the
true and the predicted results get closer to each other.
The aim of the model is to ϐind the optimum set of model
parameters to minimize this function, i.e.,

�̂� = argmin
𝑊

ℒ(𝑊). (11)

Probability of the 𝑖‑th test image, expressed as x(𝑖) in vec‑
tor form, being a member of the 𝑘‑th class is calculated
using normalized exponential function as:

𝑝𝑘(x(𝑖)) = 𝑒 ̂𝑣(𝑖)
𝑘

∑𝑗 𝑒 ̂𝑣(𝑖)
𝑗

, (12)

where v̂(i) is the 𝐾 × 1 vector output of the ϐinal model
that uses optimized weights given in ((11)), and 𝐾 is the
number of classes. The class that has themaximum prob‑
ability is chosen to be the prediction of the model for the
𝑖‑th test image, ̂𝑦(𝑖), for the given image

̂𝑦(𝑖) = argmax
𝑘

𝑝𝑘(x(𝑖)). (13)

The next section presents the experimental results that
are acquired with the CNN models created for both the
time‑series and spectrogram images. Note that data sets
used to train CNN models include either time‑series im‑
ages or spectrograms.

5. EXPERIMENTAL RESULTS
During training the CNN models, the original data set
in [26], where the SNR is about 30 dB for the whole set,
was used. We extended this data set by considering four
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Fig. 5 – CNN architecture formed of three convolution and pooling layer pairs followed by a fully connected and a softmax output layer. The number
of ϐilters increase as data travels deep into the model to capture a widening variety of features better. Softmax output layer gives a set of predictions
resolving the maximum likelihood of the signals class reference. The one with the highest probability is predicted by the model to be the class of the
signal.

additional SNR levels ranging from 0 dB to 20 dB for time‑ 
series signal‑based classiϐication, and seven different ad‑ 
ditional SNR levels ranging from −10 dB to 20 dB for 
spectrogram‑based classiϐication, with SNR increments 
of 5 dB in both cases. To train the models, we created 
100 images for each class and for each unique SNR trun‑ 
cation threshold pairs following the noising procedure 
described in Section 3.2 and the denoising procedure 
(for spectrogram images only) described in Section 4.2. 
Throughout the study, we created more than 100 data 
sets, each having 1500 images (15 classes with 100 im‑ 
ages each). A Hanning window function of size 128 with 
16 overlap samples is used while creating the spectro‑ 
grams.

Before feeding the CNN, we crop the images appropri‑ 
ately to get rid of the unnecessary parts of the images and 
reduce the ϐile sizes, which helps speed up the converg‑ 
ing of the CNN models. Resulting spectrogram and time‑ 
series signal images have the sizes of (90 × 385 × 3) and 
(779 × 769 × 1), respectively. In this work, we used brute 
force searching to optimize CNN model parameters. We 
utilized the NC State University HPC (High Performance 
Computing) Facility to run parallel simulations for differ‑ 
ent sets of hyperparameters to ϐind the optimum param‑ 
eter set.

Note that, after rigorous simulations, the optimum activa‑ 
tion function came up to be ReLu for all hyperparameter 
combinations. We also used single stride in both direc‑ 
tions on images with no dilation, and valid padding for all 
models created regardless of SNR level and type of data. 
Remaining details of the models are given in Fig. 5, and 
Table 3 and Table 4.

In the rest of this section, we will ϐirst give consider‑ 
ations about the environmental interference issues and 
then present the classiϐication results for the time‑series 
images and spectrogram images. Subsequently, we will 
discuss the relation between classiϐication accuracy and 
training set size and, ϐinally, share the results for out‑of‑ 
library classification performance of the proposed 
model.

Table 3 – Optimum set of hyperparameters for models trained on time‑
series images.

SNR
(dB)

Optimizer Batch
size

Validation
accuracy (%)

30 SGD 4 99.7
20 Adagrad 4 96.5
10 Nadam 16 81.6
5 Nadam 1 65.3
0 Adagrad 1 50.1

5.1 Comments on environmental interference
All the signals used in this study are recorded for a wide 
range of frequencies, i.e., 0−1  0 GHz, as illustrated by the 
spectrogram in Fig. 3(a). The ϐirst observation that can 
be made in there is that the frequency utilization sig‑ 
niϐicantly decreases above roughly 7 GHz, which is be‑ 
cause there is no wireless transmission for that 
frequency range near the locations where we conducted 
the measurements. One can also notice the high color 
intensity at the GSM band around 1800 MHz. Since all of 
the drone controllers considered in this study 
transmit in the 2.4 GHz ISM band, notable densities in 
other bands on spectrograms have no effect on 
the model accuracy. However, the 2.4 GHz band is also 
used heavily by Wi‑Fi and Bluetooth transmitters. In 
case Wi‑Fi and/or Bluetooth signals are received, 
our proposed model applies a multistage detection 
system described in [26] to detect those type of signals 
and ϐilter them out.

Raw data used in this work have been gathered 
in an indoor environment where Wi‑Fi and 
Bluetooth signals could exist. A 24 dBi gain 
directional antenna has been used to capture the 
signals. It is known that IEEE 802.11 standards 
family routers implement Carrier‑Sense Multiple
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Table 4 – Optimum set of hyperparameters for models trained on spec‑
trogram images.

SNR
(dB)

Cut‑off
level
(dB/Hz)

Optimizer Batch
size

Validation
accuracy
(%)

30 −100 Adamax 8 99.7
20 −90 Nadam 2 99.7
15 −10 Adam 32 100.0
10 −10 Nadam 2 100.0
5 −10 Adam 4 99.7
0 −10 Nadam 8 99.5
−5 −20 RMSProp 8 99.5
−10 −15 Nadam 16 92.0
Merged −10 SGD 1 98.8
Merged* −10 SGD 1 96.9

*Refers to the set of images created by assuming SNR levels
different than the ones used to train the merged model.

Access (CSMA) techniques, which may help reducing the 
probability of interference with Wi‑Fi transmitters when 
the drone controllers are close to the receiving antenna. 
Besides, low‑power Bluetooth transmitters will not 
possess a high risk of severe distortion on the received 
signal. Moreover, our classiϐier makes a decision each 
time after processing a signal frame of 250 𝜇s . A short 
duration of signals allow our system to catch drone 
controller signals even in the existence of other packet‑ 
based communication technologies as they do not trans‑ 
mit packets continuously. While capturing a drone data‑ 
only signal frame may introduce time delays in 
identifying the drone, this delay will be on the order of 
milliseconds. Therefore, we can safely conclude that 
labeling the training set as if there are no WiFi and 
Bluetooth signals complies with real‑world scenarios.

5.2 UAV classiϐication using time‑series

images
We optimize ϐive different CNNs for time‑series images
by a brute force searching approach. We ran simulations
for each data set using all combinations of seven differ‑
ent optimizers, seven different batch sizes, and ϐive dif‑
ferent activation functions, which add up to 245 distinct
simulations. The parameter set that gives the highest ac‑
curacy is chosen. Optimized parameters for these models
are given in Table 3 for reproducibility. We observe that
CNNs gather distinctive features from both the transient
(i.e., the signal segment where the noise‑only region ends
and the RF signal begins) and the envelope of the RF sig‑
nal. As the signal swamps into noise as SNR decreases,
ϐirst the transient information disappearswhereas the in‑
formation carried in the signal envelope survives a little
longer. When the SNR is further decreased, envelope in‑
formation also disappears. Thus, the validation accuracy
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Fig. 6 – Spectrogram model classiϐication accuracy versus the cut‑off 
threshold for different SNR levels. Denoising the spectrograms by trun‑ 
cating the spectral densities, subject to a threshold, increases the model 
accuracy in general. Models trained with high‑SNR data give reasonable 
accuracy even without denoising. Low‑SNR models need to be denoised 
a priori.

drops from 99.7% to 50.1% as the SNR goes down from 
around 30 dB to 0 dB. Even though different optimizers 
could give the maximum accuracy for different SNR lev‑ 
els, all optimum models use Rectiϐied Linear Unit (ReLu) 
as the activation function.
Both in‑band and out‑of‑band noise cause distortion in 
time‑series images of RF signals, and so the models 
trained on time‑series images suffer from noise more 
than the models that use the spectrogram images. Be‑ 
sides, while using the time‑series images, trained mod‑ 
els extract features from the amplitude of the signals it‑ 
self. However, the amplitude of a received signal depends 
on the distance between the receiver and transmitter an‑ 
tenna. This is an obvious problem when the only distinc‑ 
tive difference between the time‑series signal images of 
any two controllers is the difference in their amplitude 
(e.g., see the RF signals in in Fig. 2(c) and Fig. 2(d)). It is 
worth noting that best results reported for the same 
number of classes in the previous work [26] that uses 
kNN (k‑nearest neighbors), random forest and discrimi‑ 
nant analysis techniques are slightly better for high SNR 
levels (≈ 98% vs 96.5% at 20 dB). However our results 
for models trained on time‑series images are 
signiϐicantly better for low SNR levels (≈ 40% vs 50.1%) . 
Moreover, models trained on spectrograms show even 
better performances. The next subsection is dedicated to 
results of models that employ spectrogram images.

5.3 UAV classiϐication using spectrogram 
images

Two approaches are adopted while creating models on 
spectrogram images. In the ϐirst approach, we assumed 
that the SNR level of a received signal can be measured 
prior to classiϐication and created different models for 
different SNR levels. In the second approach, we used a 
merged data set that includes spectrogram images of dif‑ 
ferent SNRs to create a model that can be used to classify 
any received signal without any prior information about
its SNR. Details of these approaches are given in the fol- 
lowing subsections.
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5.3.1 Models with single SNR training sets
We have created eight models for eight different SNR lev‑ 
els that are truncated at their own optimum levels. To 
use this approach, the SNR of the received signal should 
be calculated ϐirst, and then the model that has the clos‑ 
est SNR should be called to perform the classiϐication. We 
observed that all of the models give their highest accu‑ 
racy with the ReLu activation function. The sensitivity of 
the validation accuracy to a single output was found to 
be 0.27% sample−1. Optimized parameters of the 
models using spectrogram images are given in Table 4. It 
is seen that the lowest accuracy belongs to the SNR level 
−10 dB among the individual sets. Performances of all
the other models can be considered almost perfect. It
is also observed from Table 4 that the optimum cut‑off
levels are different for different SNR levels.

Classiϐication accuracy at different truncation thresholds 
for different SNR levels are given in Fig. 6. By considering 
this ϐigure and Table 4 together, one can conclude that, in 
general, the classiϐication accuracy tends to increase 
with the increasing level of truncation. For high SNRs 
(i.e., 20 dB and 30 dB), spectral densities of the signals 
are much higher than the noise; therefore, truncating the 
images at different levels does not wipe out much infor‑ 
mation. As a result, the accuracy curve navigates ϐlatter, 
and the necessary cut‑off threshold is low (−100 dB/Hz 
and −90 dB/Hz). At medium SNRs (i.e., 0−15 dB), a high 
level of truncation is required to preserve as much 
information as possible (all −10 dB/Hz). On the other 
hand, at the lowest end of SNRs (i.e., −5  dB and −10 dB), 
without truncating the images, no learning occurs at all. 
For these lowest two SNRs, distinctive information in the 
spectrograms is swamped into noise so with no trunca‑ 
tion, the accuracy is found to be only 6.66%. As the cut‑ 
off threshold increases, ϐirst a reasonable accuracy is ac‑ 
quired for a −5  dB SNR data set at the −80 dB/Hz thresh‑ 
old level. This amount of ϐiltering is still not sufϐicient for 
−10 dB SNR, which only begins to learn at a com‑ 
parably higher threshold of −40 dB/Hz. Moreover, the
−10 dB/Hz threshold level gives lower accuracy than the
models trained at medium SNRs (i.e., 0−15 dB) using the
same threshold. This is because over‑denoising chops
the meaningful information together with the noise, and
consequently, the optimum cut‑off level is slightly lower
than −10 dB/Hz (i.e., −20 dB/Hz for −5 dB SNR and
−15 dB/Hz for −10 dB SNR). If the cut‑off threshold is
too high, this wipes out all the information, making all
spectrograms look alike and consequently, there will be
no learning.

The advantage of using spectral domain information
could be seen from the results of a 0 dB SNRmodel where
the classiϐication accuracy for time‑series images is only
50.1% (Table 3), whereas it is 82.9% (Fig. 6) for the spec‑
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trogram model at the same SNR level without denoising. 
Also note that, CNN models optimized using proposed de‑ 
noising technique perform substantially better than both 
time‑series image models and the models in [26], where 
conventional ML techniques are used at the latter, for ev‑ 
ery SNR level. For example, classiϐication accuracies re‑ 
ported in [26] range from 40% to 98%, whereas CNN 
models trained on spectrograms with denoising range be‑ 
tween 99.5% and 100% for SNR levels from 0 dB to 30 dB.

5.3.2 Model with a merged training set
Even though the models trained with different single‑SNR 
data sets give satisfactory results, this approach comes 
with a practical difϐiculty. We can use these models only if
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we canmeasure the SNR of a received signal prior to clas‑
siϐication. In order to get rid of this requirement and also
to save time, wemerged the training sets of different SNR
levels to create a more generalized model. The trunca‑
tion cut‑off that gives the smallest average loss was found
to be −10 dB/Hz, therefore we merged all the images for
eight SNR levels denoised at this cut‑off threshold. Train‑
ing and test sets are eight times greater than those of the
single SNR sets. A classiϐication accuracy of 98.8%(across
all SNR levels) is achieved when using this model.

A confusion matrix of the merged model is given in Fig. 7.
The major deϐiciency of the model is observed at (13, 3),
where 14 out of 200 test data which belongs to class 3
is predicted as class 13. These two controllers belong to
the same company and both their time‑series plots and
spectrograms show high virtual resemblance.

We also tested the merged model with images at inter‑
mediate SNR levels ranging from −12 dB to 22 dB with
increments of 5 dB. We used 30 images for each class at
each SNR,which add up to 3600 images, all previously un‑
seen to the classiϐier, to test the model. Our model gives
96.9% accuracy, as shown in Table 4. In the case when
we exclude the test data at −12 dB, the accuracy of the
model increases up to 99.3%, which indicates that almost
all the misclassiϐication is associated with this particular
SNR level.

5.4 Classiϐication accuracy vs. training set size
There are popular CNN models in the literature that can
be implemented to a wide variety of image classiϐica‑
tion problems via transfer learning, e.g., VGG16 or Incep‑
tionV3. These models have abundant hidden layers and
have been trained over enormous data sets. Other than
these models, it is more customary to come across CNN
models that are deeper and trained on larger data sets
in the literature. If the problem in hand is to accurately
classify images ofmiscellaneous objects, e.g., humans, an‑
imals or cars, then a deepmodelwith a very large number
of training set should be required. This is because these
images have more diversity in terms of position, angle,
ambiance, lightning, etc. However, in ourmodel, the set of
images that we classify are generated by the well‑deϐined
methods that use the outputs of quite robust electronic
circuitry. Thus, proposed models reach very high accu‑
racy with as low as 100 training samples per class.

To better explain the sufϐiciency of a low number of sam‑
ples for this particular problem, we examined the depen‑
dence of accuracy to the training data set size. Fig. 8
shows the accuracy of the classiϐier with respect to sam‑
ple size per class for different SNR levels. In these simu‑
lations, the same models that are optimized for 100 sam‑
ples per class are used for all cases. Note that, in this ϐig‑
ure, x‑axis denotes the size of the training sets only. We
did not shrink the validation set while we tune the train‑
ing set sizes. All models have been validated with a test

0.0 0.2 0.4 0.6 0.8 1.0
Model uncertainty

0

10

20

30

40

50

60

p
d

f

In-library

Out-of-library

0.2 0.4 0.6
0

2

4

Fig. 9 – Pdfs of the model uncertainty for in‑library and out‑of‑library
UAV classes. The model predicts in‑library signals with high certainty.
The prediction uncertainty increases when the model encounters an
out‑of‑library controller.

set of 25 samples per class unseen by the models before.
Here it is seen that for small training set sizes, classiϐi‑
cation accuracy decreases as expected. After roughly 50
samples/class, the accuracy reaches saturation and be‑
gins to ϐluctuate. On the other hand, we see that the cre‑
ated models give reasonable accuracy even for a training
set size of as lowas 20 samples per class, which is because
these samples are createdbydevices that have ahigh level
of consistency.

For the practicality of the proposed system, the RF sig‑
nal database should be updated as new products are in‑
troduced to the market. This also requires retraining of
the CNN models, and hence fast training algorithms are
needed. However, as explained above, the proposed sys‑
temonly requires a limited amount of trainingdata, which
in turn makes it a promising solution.

5.5 Out‑of‑library UAV controller signals
Finally, we investigate the behavior of the proposed algo‑
rithm when the receiver captures an out‑of‑library UAV
controller signal. To do that, we tested our optimized
CNN‑based classiϐier for 40 signals from a Hubsan H501S
X4 drone and compared the estimated probability distri‑
bution functions (pdfs) of the prediction uncertaintywith
those of the in‑library test signals in Fig. 9. The output
layer of the trained model gives a set of predictions for
an incoming signal, where each element of the set corre‑
sponds to the estimated probability of that signal belong‑
ing to a particular class. A ϐinal decision on the class of
the test signal is made based on the maximum probabil‑
ity, 𝑝max, in this set. We deϐine the model uncertainty in
Fig. 9 as (1 − 𝑝max).

We observe that the two classes (i.e., in‑library and out‑
of‑library UAVs) are well separated in terms of the model
uncertainty associated with each of them, and out‑of‑
library UAV signals can be easily identiϐied by a simple
thresholding mechanism. The threshold can be placed
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based on the system requirements, i.e., the desired clas‑
siϐication performance and false alarm rate. We recog‑
nize that a complete consideration of out‑of‑library clas‑
siϐication requires adding out‑of‑library data in the train‑
ing set or adaptation of open set recognition by introduc‑
ing an OpenMax layer, which estimates the probability of
an input being from an unknown class [38]. On the other
hand, our proposed model gives very low model uncer‑
tainty for in‑library signals, and this therefore still pro‑
vides a reasonable solution described above to detect the
out‑of‑library drones in practice.

6. CONCLUSION
In this study, we proposed a system that uses drone con‑
troller RF signals to classify drones of differentmakes and
models for a wide variety of SNRs. We used CNN classi‑
ϐiers with two different sources for training the models:
time‑series images, and spectrogram images. We showed
that the CNNmodel using the spectrogram images ismore
resilient to noise when compared with the time‑series
images based model. The proposed method that uses a
merged training set of RF signals at different SNR lev‑
els along with the proposed denoising mechanism was
shown to be effective for UAV classiϐication even at SNRs
not directly considered by the trained model. We also ex‑
plored classiϐication performance against training set size
and showed that reasonable classiϐication accuracy can
still be obtainedwith limited training data. Consequently,
adding newclasses to themodel (e.g., to include data from
newly released drones) does not entail a high computa‑
tion cost. Finally, we examined the model behavior with
in‑library and out‑of‑library drone signals and concluded
that the proposedmodel shows a good performance iden‑
tifying drones from an unknown class. Our future work
includes comparing our results with federated learning
techniques, and testing of the proposed CNN‑based UAV
classiϐication technique at a larger scale, such as using the
AERPAW experimental platform at NC State University.
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Abstract – Bitcoin’s success as a cryptocurrency enabled it to penetrate into many daily life transactions. Its problems 
regarding the transaction fees and long validation times are addressed through an innovative concept called the Lightning 
Network (LN) which works on top of Bitcoin by leveraging off‑chain transactions. This made Bitcoin an attractive micro‑ 
payment solution that can also be used within certain IoT applications (e.g., toll payments) since it eliminates the need for 
traditional centralized payment systems. Nevertheless, it is not possible to run LN and Bitcoin on resource‑constrained IoT 
devices due to their storage, memory, and processing requirements. Therefore, in this paper, we propose an efϔicient and 
secure protocol that enables an IoT device to use LN’s functions through a gateway LN node even if it is not trusted. The 
idea is to involve the IoT device only in signing operations, which is possible by replacing LN’s original 2‑of‑2 multisignature 
channels with 3‑of‑3 multisignature channels. Once the gateway is delegated to open a channel for the IoT device in a secure 
manner, our protocol enforces the gateway to request the IoT device’s cryptographic signature for all further operations on 
the channel such as sending payments or closing the channel. LN’s Bitcoin transactions are revised to incorporate the  
3-of‑3 multisignature channels. In addition, we propose other changes to protect the IoT device’s funds from getting
stolen in possible revoked state broadcast attempts. We evaluated the proposed protocol using a Raspberry Pi
considering a toll payment scenario. Our results show that timely payments can be sent and the computational and
communication delays associated with the protocol are negligible.
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1. INTRODUCTION

The Internet of Things (IoT) has been adopted in various 
domains at a great pace in the last decade as it brings nu‑ 
merous opportunities and convenience [1]. In such appli‑ 
cations, typically resource‑constrained IoT devices sup‑ 
ply data from their sensors to remote servers through a 
wireless connection. With their increased capabilities, 
we have been witnessing applications where an IoT de‑ 
vice may need to do ϐinancial transactions. For instance, 
IoT devices may be used in commercial applications such 
as toll systems, where an on‑board unit acting as an IoT 
device on a vehicle may need to do automatic payments as 
the vehicle passes through a toll gate [2]. Similarly, 
there are other cases such as automated vehicle charging, 
parking payment, sensor data selling, etc. where micro‑ 
payments need to be made [3, 4].
In these applications, the common feature is device‑to‑ 
device (D2D) communication which may not involve any 
human intervention. Therefore, transactions should be 
automated. While these automated payments may be 
linked to credit card accounts of device owners, this is not 
only inconvenient but also requires the involvement of 
third parties that will bring additional management over‑ 
head. In this context, cryptocurrencies have great poten-
tial to provide a smooth payment automation. Thus, a 
successful merge of IoT and cryptocurrency technologies 
such as Bitcoin [5] and Ethereum [6] looks promising.

However, despite their popularity, mainstream cryp‑ 
tocurrencies such as Bitcoin and Ethereum suffer from 
scalability issues in terms of transaction conϐirmation 
times and throughput [7]. This increases the transac‑ 
tion fee and makes their adoption infeasible for micro‑ 
payments. The Payment Channel Network (PCN) idea has 
emerged as a second layer solution to address this prob‑ 
lem by utilizing off‑chain transactions [8]. For instance, 
Lightning Network (LN) [9] is the PCN solution designed 
for Bitcoin which exceeded 20,000 nodes in three years. 
While LN is a successful solution, the current LN pro‑ 
tocol cannot be run on most IoT devices because of the 
computation, communication, and storage requirements 
[10]. As well known, IoT devices are mostly resource‑ 
constrained and most of them are not capable of running 
the LN protocol where a full Bitcoin node (e.g., as of to‑ 
day 349 GB of storage area is required) has to be run‑ 
ning alongside an LN node. Additionally, a robust Inter‑ 
net connection and relatively high computation power are 
required to receive and verify new blocks for the Bitcoin 
node. Even if we can empower some IoT devices with 
the needed resources, these IoT devices still need to be
always online to receive synchronization messages from 
both Bitcoin and LN, which is not realistic for IoT either.
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Therefore, there is a need for a lightweight solution that 
will enable resource‑constrained IoT devices to utilize LN 
for micro‑payments. To this end, in this paper, we pro‑ 
pose an efϐicient and secure protocol where an IoT device 
can connect to an untrusted LN gateway that already hosts 
the full LN and Bitcoin nodes and can: 1) open/close LN 
channels and 2) send payments on behalf of the IoT device 
when requested. Our approach is similar to a delegation 
approach which comes with almost negligible computa‑ 
tion and communication overheads for the IoT devices. 
We are proposing to incentivize the LN gateway to partic‑ 
ipate in this payment service by letting it charge IoT de‑ 
vices for each payment it processes.

In our proposed protocol, we introduce the concept of 
3‑of‑3 multisignature LN channels, which involves signa‑ 
tures of all three channel parties (i.e., the IoT device, the 
LN gateway, and a bridge LN node to which the LN gate‑ 
way opens a channel for the IoT device) to conduct any 
operation on the channel as opposed to using the LN’s 
original 2‑of‑2 multisignature channels. This modiϐica‑ 
tion to the channels is possible by changing the LN’s Bit‑ 
coin scripts which play a critical role in our protocol as it 
prevents the LN gateway from spending the IoT device’s 
funds. More speciϐically, the LN gateway cannot spend 
the IoT device’s funds in the channel without getting the 
IoT device’s cryptographic signature which consequently 
means that the IoT device’s funds are secure at all times. 
Since LN’s original protocol is modiϐied, this also necessi‑ 
tates revisiting the revoked state broadcast issue of LN. We 
offer revisions to protect the IoT device’s funds in revoked 
state broadcast attempts when 3‑of‑3 multisignature LN 
channels are used.

To assess the effectiveness and overhead of the proposed 
protocol, we implemented it within a setup where a Rasp‑ 
berry Pi sends LN payments to a real LN node through a 
wireless connection. We considered two real‑life cases in 
the experiments: a vehicle at a certain speed making a toll 
payment through a wireless connection and a customer 
paying for a coffee at a coffee shop using his/her smart‑ 
watch. We demonstrated that the proposed protocol en‑ 
ables the realization of timely payments with negligible 
computational and communication delays. We separately 
provide a security analysis of the proposed protocol.

The structure of the rest of the paper is as follows. In Sec‑ 
tion 2, we provide the related work. Section 3 describes 
the LN, its underlying mechanisms and its protocol spec‑ 
iϐications. System and threat model are explained in Sec‑ 
tion 4. We explain the proposed protocol in detail in Sec‑ 
tion 5. Security analysis against the assumed threats is 
provided in Section 6. We present our evaluation results 
for the proposed protocol in Section 7. Finally, the paper 
is concluded in Section 8.

2. RELATED WORK
The closest work to ours is from Hannon and Jin [11]. 
They propose to employ LN‑like payment channels to give 
IoT devices the ability to perform off‑chain transactions. 
Since an IoT device does not have access to the blockchain, 
they use a pool of two different third parties which are 
called the IoT payment gateway and watchdog to aid the 
IoT device in the process. Using game theory, they show 
that the protocol reaches an equilibrium given that the 
players follow the protocol. However, this approach has a 
major issue: They assume that the IoT device can actually 
open LN‑like payment channels to the IoT gateway. While 
it is not clear how it can be done, the authors also do not 
have a proof of concept implementation of the approach 
which is another puzzling aspect of the work.
Robert et al. [12] proposed IoTBnB, a digital IoT market‑ 
place, to let data trading between the data owners and the 
users. In their scheme, after the user selects which item to 
buy from the marketplace, it is redirected to an LN mod‑ 
ule that performs the payment. This LN module is host‑ 
ing the full Bitcoin and LN nodes. However, the authors 
are focused on integrating LN into an existing IoT ecosys‑ 
tem rather than enabling individual IoT devices to use LN 
that are not part of such an ecosystem. Additionally, in 
their system, the IoT device’s funds are held by wallets 
belonging to the ecosystem which raises security and pri‑ 
vacy concerns. In our work, we cover a broader aspect 
of IoT applications and IoT’s funds are not held by third 
parties.
A different work focusing on Ethereum micro‑payments 
rather than Bitcoin was proposed by Pouraghily and Wolf 
[13]. They employ a Ticket‑Based Veriϐication Protocol 
(TBVP) for a similar purpose, enabling IoT devices to per‑ 
form ϐinancial transactions in an IoT ecosystem. By us‑ 
ing two entities called contract manager and transaction 
veriϐier, attempts are made to reduce the performance 
requirements on the IoT devices. There are some is‑ 
sues with this approach: 1) It is mentioned that the IoT 
funds are deposited into an account jointly opened with 
a partner device. Since the details are not provided, it 
raises security and privacy concerns. 2) The scheme uti‑ 
lizes Ethereum smart contracts and TBVP was compared 
with 𝜇Raiden [14] which is an Ethereum payment chan‑ 
nel framework targeting low‑end devices. However, this 
comparison might not be reliable as 𝜇Raiden develop‑ 
ment was dormant for more than 2 years. In our work, 
we targeted Bitcoin and LN which are actively being de‑ 
veloped and currently dominating the market.
A recent work by Profentzas et al. [15] proposes TinyEVM, 
an Ethereum based off‑chain smart contract system to en‑ 
able IoT devices to perform micro‑payments. The authors 
tried to tackle the problem by modifying Ethereum vir‑ 
tual machine and running it on the IoT device. In our ap‑ 
proach, we only require the IoT device to generate sig‑ 
natures, which is not a resource‑intensive operation. An‑ 
other work, [16], focuses on data transactions for IoT us‑ 
ing  payment  channels. A  slightly different  work by
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authors of [17] explores using LN for delivering patch 
updates to the IoT devices. They employ LN in the 
process of claiming rewards upon successful delivery of 
the patch updates.
There have been commercialized implementation efforts 
to create lighter versions of LN for low‑resource devices. 
Neutrino [18] is one of them which is a Bitcoin light client 
speciϐically designed for LN. The idea is to use the block 
headers only as opposed to using the whole blockchain. 
Breez [19] is another example which a mobile client based 
on lnd [20] and Neutrino. While a portion of the IoT de‑ 
vices might be able to run these software, they still need 
to be online to synchronize block headers. Thus, we pro‑ 
pose a solution that does not require staying online all the 
time or synchronizing any messages after coming online. 
This work is an extension to our poster paper [21] with a 
lot of new content. 1) The poster version does not have 
the full details of the proposed protocol. In this paper, 
we explain the protocol in detail and show the modiϐica‑ 
tions to LN’s existing speciϐications. 2) The poster version 
does not have related work and background sections. In 
this paper, we give comprehensive background informa‑ 
tion on LN and provide the related work. 3) In this jour‑ 
nal version, we present the threat model and the security 
analysis that did not exist in the poster version. 4) The 
evaluation section in the poster version only has the WiFi 
experiments. In this paper, we present Bluetooth exper‑ 
iments in addition to the WiFi. Additionally, we present 
another use‑case scenario in the experiments and provide 
a cost analysis.

3. BACKGROUND
In this section, we provide comprehensive background 
information on LN, its components and speciϐications to 
help understand our approach.

3.1 Lightning network
LN was introduced by Poon and Dryja in 2015 in a tech‑ 
nical paper [9]. After 2 years of its introduction, it was 
implemented by Lightning Labs and started being used on 
Bitcoin mainnet [22]. The intuition behind developing LN 
which is a layer‑2 payment channel network is to solve 
Bitcoin’s scalability problem. Similar to Bitcoin, LN is a 
peer‑to‑peer distributed network but it is not standalone, 
rather it is operating on top of Bitcoin. The idea of cre‑ 
ating networks on top of blockchains is not new [8]. For 
Bitcoin, it is possible to create and deploy such networks 
like LN by utilizing its smart contract feature [23]. In this 
way, secure payment channels can be established which 
can be used by users for instant and almost free Bitcoin 
transactions. When enough of these payment channels 
are opened by the users, they form a network of payment 
channels. Then, this network can be utilized by new users 
to route their payments to speciϐic destinations. Such pay‑ 
ments where the existing channels on LN are utilized are 
called multi‑hop payments. This feature of LN eases the
onboarding process for new users to start using the net- 
work for sending/receiving payments.

While LN is mostly serving end users and merchants, 
there are other entities within it that serve different pur‑ 
poses. For example, an end user trying to connect to the 
LN using a mobile device will be connecting to a gateway 
node. Such gateway nodes directly serve the end users 
and earn fees by routing the payments. After connecting 
to the LN, the end user’s payments have to be conveniently 
routed to other participants of the network. Bridge nodes 
serve this purpose. They enable the connectivity between 
the existing gateway nodes and also earn routing fees. 
Even though they have different names, bridge nodes and 
gateway nodes are essentially all regular LN nodes distin‑ 
guished by their roles in the network. Fig. 1 summarizes 
the virtual topology of the LN. The network is highly scal‑ 
able and can support millions of transactions per second. 
After its creation, LN grew exponentially reaching 21,310 
nodes maintaining 48,915 channels at the time of writing 
this paper [24].

End User

Gateway
Node

Bridge
Node

Bridge
Node

Gateway
Node

Merchant

Multi-hop
Payment

Channels
to other
gateway

nodes

Bridge
Channels

Bridge
Channels

Channels
to other
gateway

nodes

Fig. 1 – An illustration of the topology of LN adapted from [25]. Pay‑ 
ments can be routed over existing channels.

3.2 Underlying LN mechanisms
In this section, we will brieϐly touch upon the key concepts 
of LN which are crucial to understanding the protocol de‑ 
scriptions. To explain these concepts, we use an example 
case where Alice opens an LN channel to Bob with the pur‑ 
pose of sending him LN payments.
Funding transaction: When Alice wants to open a channel 
to Bob, she needs to construct a proper funding transac‑ 
tion ϐirst. This on‑chain transaction determines the chan‑ 
nel capacity which is the amount of funds that will be com‑ 
mitted to the channel. Once Alice creates the transaction, 
she sends the outpoint1 to Bob. Receiving the outpoint, 
Bob can send a signature to Alice which will enable her to 
broadcast the funding transaction to the Bitcoin network. 
In Fig. 2, Alice opens a channel to Bob with a 5 Bitcoin ca‑ 
pacity. Once funds are committed to the channel, she can 
send off‑chain payments to Bob up to a total of 5 Bitcoins.

1Transaction outpoint is the combination of the transaction output and 
  the output index.
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Fig. 2 – A depiction of the on‑chain channel opening and closing transactions and off‑chain payments in LN.

Commitment Transaction: When Alice starts sending Bob 
off-chain payments, her and Bob’s balances on the chan-
nel will change. In Fig. 2, Alice sends 3 different pay‑ 
ments to Bob with amounts 1 Bitcoin, 2 Bitcoins, 1 Bitcoin 
respectively. Since these transactions are not on‑chain 
(i.e. not mined by miners thus not included in the blocks), 
there has to be a different mechanism to keep track of 
each parties’ balances in the channel. This is done by 
the commitment transactions. A commitment transaction 
is a type of Bitcoin transaction speciϐically designed for 
LN. A payment channel consists of states, changing with 
each payment. In each state, parties have different bal‑ 
ances which are recorded onto their commitment trans‑ 
actions. We illustrated Alice’s commitment transaction in 
Fig. 3 after she initiates a payment of 1 Bitcoin to Bob. 
The inputs to her commitment transaction are: 1) fund‑ 
ing transaction outpoint and a signature from Bob. She 
receives Bob’s signature for each new state which enables 
her to broadcast her commitment transaction if required. 
As for the outputs, there are 3 of them as shown in Fig. 
3. Output 1 is for Alice’s balance on the channel. If she
broadcasts her commitment transaction for any reason,
she can claim her funds from this output after waiting k
number of blocks. Output 2 is for Bob’s balance on the
channel which Bob can spend immediately. Finally, Out‑ 
put 3 is for the 1 Bitcoin payment Alice sent to Bob. We
will explain it next.

Commitment Tx (Held by Alice)

Funding Transaction Outpoint, Bob's Signature

Alice's balance on the channel. She can spend this output 
using her private key but has to wait k number of blocks
or 
Bob can spend this output immediately using Alice's
revocation private key if Alice cheated
Amount: 4 BTC 

Bob's balance on the channel and it is immediately
spendable by Bob
Amount: 0 BTC

Output 1

Output 2

Output 3

Output for the HTLC payment and spendable by Bob if he
knows the payment preimage R
or
Alice gets it back after block height w
Amount: 1 BTC

Input

Fig. 3 – An illustration of the commitment transaction stored at Alice.

HTLCs: Hash Time Locked Contracts (HTLCs) are a core
part of LN and they enable sending conditional payments. 
As the name suggests, an HTLC payment is hash and time 
locked. This means that the recipient of the payment has 
to redeem it within a certain period of time by revealing 
a secret otherwise the payment is returned to the sender. 
When Alice initiates a payment of 1 Bitcoin to Bob, she 
creates a new commitment transaction and adds an addi‑ 
tional output to it called the HTLC output (Output 3 in Fig. 
3). The steps taken in this process are as follows: Alice 
asks Bob to generate a secret called preimage. Bob takes 
a hash of the preimage and sends the hash to Alice. Al‑ 
ice creates an HTLC using this hash and sends the HTLC 
to Bob. Receiving the HTLC, Bob reveals the preimage to 
Alice to prove that he was the intended recipient of the 
payment. This ϐinalizes the payment. The important de‑ 
tail here is that, if Bob does not reveal the preimage on 
time, 1 Bitcoin will be returned to Alice.
Revoked State Broadcast: We brieϐly mentioned in the 
commitment transaction part that, the ϐirst output of 
Alice’s commitment transaction is conditional. If Al‑ 
ice broadcasts her commitment transaction, she can re‑ 
deem her funds from Output 1 only after waiting k num‑ 
ber of blocks, in other words, her funds are timelocked. 
This mechanism of LN is to prevent possible cheating at‑ 
tempts that might arise from broadcasting old commit‑ 
ment transactions. If Alice broadcasts a revoked (old) 
state, Bob can sweep Alice’s funds in the channel (Out‑ 
put 1) by using the revocation private key of the respective 
channel state while Alice is waiting to redeem the funds 
for the duration of the timelock. Publishing an old state 
is tempting for Alice since she initially had 5 Bitcoins in 
the channel which is more than what she has now (i.e. 4 
Bitcoins). However, this cheating attempt will result in Al‑ 
ice losing all her funds in the channel. Therefore, channel 
parties are disincentivized from cheating with this time‑ 
lock mechanism in the commitment transactions.

3.3 Basis of lightning technology
Basis of Lightning Technology (BOLT) documents spec‑ 
ify the LN’s layer‑2 protocol completely. Different imple‑ 
mentations of LN follow these speciϐications to be com‑ 
patible with each other. We propose changes to BOLT #2 
and BOLT #3 to implement our protocol. These two spec‑ 
iϐications are explained below.
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3.3.1 BOLT #2: Peer protocol for channel 
management

This protocol [26] explains how LN nodes handle chan‑
nel related operations thus called the peer protocol for
channel management. An LN channel has three phases
which are channel establishment, normal operation, and
channel closing. We propose modiϐications to this proto‑
col to incorporate the IoT device in channel operations.
High‑level explanations related to each channel phase are
given below.
Channel Establishment: To establish a channel, the fund‑
ing node ϐirst sends an open_channel message to the
fundee, who replies with an accept_channel message.
Then, the funder creates the funding and the commitment
transactions. It signs the fundee’s commitment trans‑
action and sends the signature to the fundee in a fund‑
ing_created message. The fundee also sends its signa‑
ture to the funder in a funding_signed message. Then,
the funder broadcasts the funding transaction to open the
channel which becomes usable after exchanging the fund‑
ing_lockedmessages.
Normal Operation: Now that the channel is opened, it
can be used to send/receive payments. Both nodes can
offer each other HTLCs with update_add_htlc messages.
The sender of the payment ϐirst updates the commitment
transaction of the receiver, signs it, and sends the sig‑
nature in a commitment_signed message. Receiving the
signature, the receiver applies the changes and sends a
revoke_and_ack message to the sender to revoke the old
state. Finally, the sender also applies the changes to its
own commitment transaction which completes the pay‑
ment.
Channel Close: Both nodes can close the channel when
they want. To initiate a mutual channel closing, one of
the nodes sends a shutdownmessage which is replied by
a shutdownmessage by the counterparty. This means no
new HTLCs are going to be accepted. Then, the nodes
start negotiating on a channel closing fee through clos‑
ing_signed messages until they both agree on the same
fee. Once negotiated, the mutually agreed channel clos‑
ing transaction is broadcast to the Bitcoin network and
the channel is closed. Nodes can also choose to close a
channel by broadcasting their latest commitment trans‑
action. However, this is not the preferred way to close a
channel in LN and is only recommended to be done when
the counterparty is not responding.

3.3.2 BOLT #3: Bitcoin transaction and script
formats

This speciϐication [27] explains the format of LN’s Bitcoin 
on‑chain transactions. Following this protocol is essential 
as it ensures that the generated signatures are valid. The 
transactions that are speciϐied in this protocol are: 1) the 
funding transaction, 2) the commitment transactions and 
3) the HTLC transactions. Before explaining them, we ϐirst
describe some terminology related to Bitcoin.

SegWit: Segregated Witness (SegWit) was a Bitcoin soft‑ 
fork that became active in 2017. It ϐixed the transaction 
malleability problem. Before SegWit, it was possible to 
change the transaction ID (txid) of a transaction after it 
was created. Eliminating malleability also enabled de‑ 
ploying LN onto Bitcoin.
P2WSH: Pay‑to‑Witness‑Script‑Hash (P2WSH) is a type 
of Bitcoin transaction that uses SegWit. Before SegWit 
upgrade, Bitcoin was using Pay‑to‑Script‑Hash (P2SH) 
transactions.
Witness: It is the part of a SegWit transaction that is not in‑ 
cluded when the transaction is hashed and signed. Thus, 
witness does not affect the txid.
Witness Script: This is the script that describes the condi‑ 
tions to spend a P2WSH output.
Bitcoin Opcodes: Operation codes (opcodes) specify the 
commands to be performed in computer languages. For 
Bitcoin, its scripting language has a number of opcodes 
that deϐine various functions. For instance, OP_CHECKSIG 
checks whether a signature is valid.
Now, we brieϐly explain LN’s Bitcoin transactions below 
as speciϐied by BOLT #3.
Funding Transaction Output: This is a P2WSH out‑ 
put with a witness script: 2 <pubkey1> <pubkey2> 2 
OP_CHECKMULTISIG. It sends the funds to a 2‑of‑2 mul‑ 
tisignature address which is generated from pubkey1 and 
pubkey2. pubkey is also referred to as funding_pubkey.
Commitment Transaction Outputs: A commitment trans‑ 
action currently can have up to 6 types of outputs. These 
outputs are:

1. to_local Output: This P2WSH output is for the funds
of the owner of the commitment transaction and it
is timelocked using OP_CHECKSEQUENCEVERIFY. It can
also be claimed immediately by the remote node if it
knows the revocation private key.

2. to_remote Output: This P2WPKH output is for the
funds of the remote node which is immediately spend‑ 
able by him/her.

3. to_local_anchor and to_remote_anchor Output:
This P2WSH output was recently added to prevent
cases where the commitment transaction cannot be
mined by miners due to insufϐicient fees. With this
non‑timelocked output which both nodes can spend,
the commitment transaction’s fee can be changed for
faster mining.

4. Offered HTLC Outputs: This is a P2WSH output for the
HTLCs that are offered to the remote node. It either
sends the funds to the HTLC‑timeout transaction after
the HTLC timeouts or to the remote node that can claim
the funds using the payment preimage or the revoca‑ 
tion key.

5. Received HTLC Outputs: This is a P2WSH output for
the HTLCs that are received from the remote node.
The remote node can claim the funds after the HTLC
timeouts or by using the revocation key or; the funds
are sent to an HTLC-success transaction which can be
claimed by the local node with the payment preimage.
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HTLC‑Timeout and HTLC‑Success Transactions: LN makes 
use of these two‑stage HTLCs to protect nodes from losing 
any funds2. Both HTLC transactions are almost identical 
and can be spent with a valid revocation key in case of a 
cheating attempt.
The information provided in this section is essential to 
understand the modiϐications we propose to BOLT #3 in 
Section 5.4.

4. SYSTEM & THREAT MODEL
In this section, we present our system model and state the 
threat assumptions.

4.1 System model
There are ϐive entities in our system which are IoT de‑ 
vice, IoT gateway, LN gateway, bridge LN node, and 
destination LN node as shown in Fig. 4. The IoT de‑ 
vice wants to send payments to the destination LN node 
for the goods/services. The IoT gateway acts as an access 
point connecting the IoT device to the Internet through 
a wireless communication standard such as WiFi, Blue‑ 
tooth, 5G, etc. depending on the application. The IoT gate‑ 
way provides connectivity when the IoT device is within 
its communication range. With this Internet connection, 
the IoT device communicates with the LN gateway which 
is running on the cloud. The LN gateway hosts the full 
Bitcoin and LN nodes to serve the IoT device and collects 
fees in return for its services. Upon a channel opening re‑ 
quest from the IoT device, the LN gateway opens a chan‑ 
nel to a bridge LN node that it selects from the existing 
LN nodes on the network. This bridge LN node is used 
to route the IoT device’s payments to the destination LN 
node. While the LN gateway is free to choose any node, it 
should choose a highly connected node with many open 
channels to prevent routing failures. Our proposed sys‑ 
tem requires changes to the LN protocol. Therefore, the 
LN gateway and bridge LN node have to run the modiϐied 
LN software.
We assume that both the IoT device and the LN gateway 
stay online during an LN operation such as sending a pay‑ 
ment. The IoT device can be ofϐline for the rest of the time.

4.2 Threat model
We make the following security related assumptions:

1. The  LN  gateway  can  post old (revoked) channel
states to the blockchain. It can gather information
about IoT devices and can try to steal/spend funds
in  the  channel. However,  it  follows the proposed
protocol  specifications  for  communicating  with
the IoT device.

2. The  IoT  device  and  the  LN  gateway  have  an
encrypted  and  authenticated  communication
channel  between  them  (i.e., SSL/TLS).

2An explanation on why two-stage HTLCs are needed in LN can be found
 at https://github.com/lnbook/lnbook/issues/187.
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Fig. 4 – Illustration of our assumed systemmodel.

We consider the following attacks to our proposed system:
Threat 1: Revoked State Broadcasts: The LN gateway 
and bridge LN node can broadcast revoked states to the 
blockchain to steal money from other parties.
Threat 2: Spending IoT Device’s Funds: The LN gate‑ 
way can spend the IoT device’s funds that are committed 
to the channel by sending them to other LN nodes without 
the consent of the IoT device.

5. PROPOSED PROTOCOL DETAILS
In this section, we explain the details of the proposed 
channel opening, payment sending, and channel closing 
protocols. As mentioned in Section 3, we propose changes 
to LN’s BOLT #2 and BOLT #3 and show these changes 
throughout the protocol description.

5.1 Channel opening process
As mentioned earlier, payment channels are created by 
the on‑chain funding transaction. In our case, the IoT de‑ 
vice does not have direct access to Bitcoin and LN thus 
cannot broadcast a funding transaction by itself to open a 
channel. For this reason, we propose that the IoT device 
securely initiates the channel opening process through 
the LN gateway and generates signatures whenever re‑ 
quired. This necessitates modifying the LN’s existing 
channel opening protocol. The main modiϐication is to re‑ 
quire a third signature which is going to be generated by 
the IoT device. Regular 2‑of‑2 multisignature LN channels 
are not suitable to accompany 3 signatures; therefore, we 
propose to change the 2‑of‑2 multisignature channels to 
3‑of‑3 multisignature channels. With this change, an LN 
channel can securely be opened by involving 3 parties. 
This is the main novelty in our approach.
The steps of the proposed channel opening protocol are 
depicted in Fig. 5. We explain the protocol step by step 
below:
IoT Channel Opening Request: The IoT device sends 
an OpenChannelRequest message to the LN gateway to re‑
quest a payment channel to be opened (#1 in Fig. 5). This 
message has the following ields: Type: OpenChannelRe- 
quest, Channel Capacity. Channel Capacity is speci ied by 
the IoT device and this amount of Bitcoin is taken from 
the IoT device’s Bitcoin wallet as will be explained in the 
next steps.
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{Type: FundingSigned, Signature}
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8. funding_created

9. funding_signed

10. Broadcast the funding
tx to the Bitcoin network

11. funding_locked

12. funding_locked

2. Connects to Bridge

(channel capacity)

Fig. 5 – Protocol steps for opening a channel. Messages in red show the 
default messages in BOLT #2.

Channel Opening Initiation: The LN gateway initiates 
the channel opening process upon receiving the request 
from the IoT device. For this, it connects to a bridge LN 
node which it selects from the existing LN nodes on the 
network. Preferably, the LN gateway chooses a node with 
many active channels to have good chances of getting the 
IoT device’s payments routed to the destination LN node. 
Upon establishing a connection, the LN gateway sends an 
open_channel message to the bridge LN node (#3 in Fig. 
5). This message includes a parameter called the fund‑ 
ing_pubkey which is a Bitcoin public key. Both channel 
parties provide their own funding_pubkey which are later 
used to construct the multisignature address of the chan‑ 
nel. Here, we propose to add the funding_pubkey of the 
IoT device in open_channel message as well. Once the 
bridge LN node receives this message, it responds with an 
accept_channel message (#4 in Fig. 5) to acknowledge the 
channel opening request from the LN gateway. This mes‑ 
sage includes the funding_pubkey of the bridge LN node.
Creating the Funding and Commitment Transactions: 
Exchanging these messages locks the channel parameters 
and the LN gateway can now start creating the funding 
transaction. Using the funding_pubkeys of all 3 parties, the 
LN gateway creates a 3‑of‑3 multisignature address which 
will be used to store the channel funds. Then, the LN gate‑ 
way creates a Bitcoin transaction from the IoT device’s
Bitcoin address to the 3-of-3 multisignature address it

generated. The on‑chain transaction fee for this trans‑ 
action is deducted from the IoT device’s Bitcoin address 
since it requested the channel opening. As a next step, the 
LN gateway creates the ϐirst versions of the commitment 
transactions for itself and the bridge LN node. Now, the 
LN gateway and the bridge LN node need to exchange sig‑ 
natures for the newly created commitment transactions. 
Speciϐically, the bridge LN node needs IoT device’s and LN 
gateway’s signatures. Similarly, the LN gateway needs the 
IoT device’s and bridge LN node’s signatures. The process 
starts with the LN gateway asking for a signature from the 
IoT device as explained next.
Getting Signature from the IoT Device: The LN gate‑ 
way now has to request a signature from the IoT device to 
be sent to the bridge LN node in the funding_created mes‑ 
sage. For this, the IoT device needs the channel param‑ 
eters that were agreed on earlier between the LN gate‑ 
way and the bridge LN node. Thus, the LN gateway sends 
a FundingSignatureRequest message (#6 in Fig. 5) to the 
IoT device having the following ϐields: Type: FundingSig‑ 
natureRequest, Channel Parameters. Having this informa‑ 
tion, the IoT device can generate the necessary signature 
and send it to the LN gateway in a FundingSigned message 
(#7.2 in Fig. 5) which has the following ϐields: Type: Fund‑ 
ingSigned, Signature.
Exchanging Signatures with the Bridge LN Node: Now 
that the LN gateway has the IoT device’s signature, it can 
generate its own signature as well and send these two sig‑ 
natures to the bridge LN node in the funding_created mes‑ 
sage (#8 in Fig. 5). This message also includes the funding 
transaction outpoint. Now, the bridge LN node is able to 
generate the signature for the LN gateway’s commitment 
transaction and sends it to the LN gateway with the fund‑ 
ing_signed message (#9 in Fig. 5). Note that, the LN gate‑ 
way does not have the IoT device’s signature for its own 
commitment transaction yet. In case the bridge LN node 
becomes unresponsive at this stage, the LN gateway can 
ask the IoT device for its signature to close the channel 
unilaterally.
Broadcasting the Funding Transaction: Now is the 
time for the LN gateway to broadcast the funding transac‑ 
tion to the Bitcoin network. After broadcasting the trans‑ 
action, the LN gateway and the bridge LN node wait for the 
transaction to reach enough depth on the blockchain (typ‑ 
ically 3). Once the required depth is reached, they send 
funding_locked messages (#11‑12 in Fig. 5) to each other 
to lock the channel and begin using it.

5.2 Sending a payment
As in the case of channel opening, the introduction of the 
IoT device requires modiϐications to LN’s payment send‑ 
ing protocol as well. We incorporate the IoT device in the 
process for signature generation. The details of the pay‑ 
ment sending protocol are depicted in Fig. 6 and elabo‑ 
rated below:
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6.1 Generates the signature
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5.1 Generates the signature

(amount, destination node ID)

Fig. 6 – Protocol steps for sending a payment. Messages in red show the 
default messages in BOLT #2.

IoT Payment Sending Request: The IoT device sends a 
SendPayment message to the LN gateway to request a pay‑ 
ment sending (#1 in Fig. 6). This message has the follow‑ 
ing ϐields: Type: SendPayment, Amount, Destination Node 
ID. Here, we assume that the IoT device receives the des‑ 
tination node ID in some form (i.e. QR code) from the ser‑ 
vice provider (i.e. toll company).
Payment Processing at the LN Gateway: Upon receiving 
the request from the IoT device, the LN gateway adds an 
HTLC output to the bridge LN node’s commitment trans‑ 
action. When preparing the HTLC, the LN gateway deducts 
a certain amount of fee from the real payment amount 
the IoT device wants to send to the destination LN node. 
Therefore, the remaining Bitcoin is sent with the HTLC. 
Then, to actually offer the HTLC, the LN gateway sends 
an update_add_htlc message to the bridge LN node (#3 
in Fig. 6). As explained in Section 3, this HTLC can be 
redeemed with the payment preimage. Destination node 
ID is embedded into the onion routing packet in the up‑ 
date_add_htlc message. And the amount is also sent in this 
message.
Getting Signature from the IoT Device: Now, the LN 
gateway can apply the changes to the bridge LN node’s 
commitment transaction and get it ready for signing. As 
in the case of channel opening, two signatures are needed; 
one from the LN gateway and one from the IoT device. 
Thus, we propose the LN gateway requests a signature 
from the IoT device for the new commitment transac‑ 
tion. For this purpose, the LN gateway sends a SignTxRe‑ 
quest message (#4 in Fig. 6) to the IoT device which has 
the following ϐields: Type: SignTxRequest, Commitment 
Transaction. The IoT device generates a signature for this 
commitment transaction and sends it to the LN gateway 
in a TxSigned message having the following ϐields: Type: 
TxSigned, Signature (#5.2 in Fig. 6).

Exchanging Signatures with the Bridge LN Node: Upon 
receiving the signature from the IoT device, the LN
gateway generates its own signature as well and sends 
these two signatures to the bridge LN node in a commit‑ 
ment_signed message (#6.2 in Fig. 6). The bridge LN node 
checks the correctness of the signatures and once it veri‑ 
ϐies that the signatures are valid, it replies to the LN gate‑ 
way with a revoke_and_ack message (#7 in Fig. 6). This 
message includes the commitment secret of the old com‑ 
mitment transaction effectively revoking the old channel 
state.
Payment Sending Finalization: Now, the LN gateway 
can also apply the changes to its own commitment trans‑ 
action. To notify the IoT device of the successful payment, 
the LN gateway sends a PaymentSuccess message (#9 in 
Fig. 6) to the IoT device which ϐinalizes the payment send‑ 
ing process.

5.3 Channel closing process
We brieϐly mentioned LN’s channel closing mechanism in 
Section 3.3.1. An LN channel can be closed: 1) unilaterally 
when one of the channel parties broadcasts its most re‑ 
cent commitment transaction or 2) mutually where chan‑ 
nel parties agree on the closing fee and create and broad‑ 
cast a closing transaction. In our case, all 3 parties of the 
channel namely; the IoT device, the LN gateway and the 
bridge LN node can close the channel. We explain each 
case separately below:

5.3.1 IoT device channel closure
To close the channel between the LN gateway and the 
bridge LN node which was opened due to a request from 
the IoT device, the IoT device follows the proposed pro‑ 
tocol explained below, which is also shown in Fig. 7.
IoT Channel Closing Request: The IoT device sends a 
ChannelClosingRequest message to the LN gateway.
Mutual Close: The LN gateway can close the channel uni‑ 
laterally or mutually. For the mutual close case, ϐirst, it 
sends a shutdown message to the bridge LN node to ini‑ 
tiate the closing. If there are no pending HTLCs in the 
channel, the bridge LN node replies with a shutdown mes‑ 
sage. Now, the LN gateway and the bridge LN node start 
negotiating on the channel closing fee. Basically, both 
parties offer each other a fee that they think is fair un‑ 
til they both agree on the same fee. Each offer is done 
through a closing_signed message which includes the of‑ 
fering party’s signature and the offered fee amount. When 
the LN gateway and the bridge LN node eventually agree 
on a fee, the resulting closing transaction will be broad‑ 
cast by the LN gateway. Since the LN gateway only has the 
bridge LN node’s signature for this closing transaction, it 
needs to also get the IoT device’s signature before it can 
broadcast it. Thus, we propose the LN gateway to send a 
ClosingTxRequest message to the IoT device which has the 
following ϐields: Type: ClosingTxRequest, Closing Transac‑ 
tion. Upon receiving the request, the IoT device generates 
a signature for the closing transaction and sends it to the
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Fig. 7 – Protocol steps for the IoT device channel closure when the LN 
gateway performs a mutual close with the bridge LN node. Messages in 
red show the default messages in BOLT #2.

LN gateway in a ClosingTxSigned message that has the fol‑ 
lowing ϐields: Type: ClosingTxSigned, Signature. With this 
signature, the LN gateway can now broadcast the closing 
transaction to the Bitcoin network and close the channel. 
The on‑chain fee of this transaction is paid by the IoT de‑ 
vice by deducting the fee from its balance on the channel. 
We illustrated the protocol steps for this mutual close case 
in Fig. 7.
Unilateral Close: For the unilateral close case, the LN 
gateway sends its most recent commitment transaction 
to the IoT device in a SignTxRequest message which has 
the following ϐields: Type: SignTxRequest, Commitment 
Transaction. Upon receiving the message, the IoT device 
generates a signature for this commitment transaction 
and sends it to the LN gateway in a TxSigned message that 
has the following ϐields: Type: TxSigned, Signature. Af‑ 
ter the LN gateway receives the signature, it can broad‑ 
cast the commitment transaction to the Bitcoin network 
to close the channel. Similarly, the on‑chain fee is paid by 
the IoT device.

5.3.2 LN gateway channel closure
The LN gateway can also close the channel it opened to 
the bridge LN node due to the IoT device’s request. The 
steps are very similar to the IoT channel closure case with 
minor differences. We explain it below:
LN Gateway Channel Closing Request: The LN gateway 
sends a ChannelClosingRequest message to the IoT device.
Closing the Channel: The LN gateway can close the chan‑ 
nel unilaterally or mutually and it needs the IoT device’s 
signature to be able to close the channel. Therefore, it 

follows the exact same steps given for the IoT channel clo‑ 
sure case above. The only difference is the on‑chain fee 
part. This time, channel closing is requested by the LN 
gateway; therefore, it pays the on‑chain fee. The same 
mechanism is used: the on‑chain fee is deducted from the 
LN gateway’s balance on the channel. There is a chance 
that the LN gateway might not have enough balance in 
the channel to cover the on‑chain fee. Thus, we propose 
that the LN gateway does not attempt to close the channel 
without collecting enough service fees on the channel.

5.3.3 Bridge LN node channel closure
Similar to the LN gateway channel closure case, the bridge 
LN node can close the channel unilaterally or mutually. In 
both scenarios, the LN gateway will learn about closure of 
the channel. We propose that the LN gateway notiϐies the 
IoT device about the channel closure by sending it a Chan‑ 
nelClosed message. This serves as a notiϐication to the IoT 
device so that it does not attempt to use the channel in the 
future.

5.4 Changes to LN’s BOLT #3
We explained in Section 3.3.2 the BOLT #3 speciϐication. 
Since the channels were made 3‑of‑3 multisignature with 
the introduction of the IoT device, it requires changes to 
the LN’s Bitcoin scripts. In this section, we show the pro‑ 
posed changes to the funding transaction output, the com‑ 
mitment transactions, and the HTLC transactions.
Changes to the Funding Transaction Output: Instead 
of sending the funds to a 2‑of‑2 multisignature address, 
we propose to send them to a 3‑of‑3 multisignature ad‑ 
dress. Thus, the new proposed witness script of the 
funding transaction output is: 3 <pubkey1> <pubkey2> 
<pubkey3> 3 OP_CHECKMULTISIG.
Changes to the Commitment Transaction Inputs: We 
propose to change the commitment transaction input wit‑ 
ness to: 0 <sig_for_pubkey1> <sig_for_pubkey2> 
<sig_for_pubkey3> as now 3 signatures are needed in‑ 
stead of 2.
Addition of to_IoT Output to the Commitment Trans‑ 
actions: The LN gateway is not funding the channel. In‑ 
stead, the channel is funded by the IoT device. Therefore, 
the IoT device needs its own output in commitment trans‑ 
actions. Thus, we propose adding a to_IoT output to the 
LN gateway’s and bridge LN node’s commitment transac‑ 
tions. This output pays to the IoT_pubkey that the IoT 
device can spend with the witness <IoT_sig>.
Changes to to_local Output of the Commitment 
Transactions: Since the channel is funded by the 
IoT device, the to_local output in the LN gateway’s 
commitment transaction only holds the LN gate‑ 
way’s service fees which are sent to the LN gateway’s 
<local_delayedpubkey>. The bridge LN node’s 
to_local output is not modiϐied.
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Changes to to_remote Output of the Commitment
Transactions: There are no changes to the to_remote 
outputs. The LN gateway’s to_remote output pays 
to the bridge LN node’s remotepubkey, the bridge LN 
node’s to_remote output pays to the LN gateway’s 
remotepubkey.
Changes to Offered HTLC Outputs of the Commitment 
Transactions: The witness script of this output nor‑ 
mally has OP_DROP 2 OP_SWAP <local_htlcpubkey> 2 
OP_CHECKMULTISIG which sends the funds to the lo‑ 
cal node with the HTLC‑timeout transaction. For the 
LN gateway’s offered HTLC outputs, the local node is 
the IoT device instead of the LN gateway itself, thus 
local_htlcpubkey is changed to IoT_htlcpubkey. Our 
protocol does not support offered HTLC outputs for the 
bridge LN node’s commitment transaction. This is be‑ 
cause our protocol only supports payments from the IoT 
device to destination LN nodes. This is a limitation which 
we plan to address in the future.
Changes to Received HTLC Outputs of the Commit‑ 
ment Transactions: The current design does not sup‑ 
port received HTLC outputs for the LN gateway’s commit‑ 
ment transaction as the IoT device cannot receive pay‑ 
ments on the channel. On the other hand, the bridge LN 
node’s commitment transaction supports received HTLC 
outputs and we do not propose any changes.
Changes to HTLC‑Timeout and HTLC‑Success Trans‑ 
actions: As explained above, we do not support HTLC‑ 
success transactions for the LN gateway’s commitment 
transaction as the IoT device cannot receive payment 
on the channel. Similarly, HTLC‑timeout transactions 
are not supported for the bridge LN node’s commit‑ 
ment transaction. For the HTLC‑timeout transactions 
in the LN gateway’s commitment transaction, we pro‑ 
pose having 3 signatures instead of 2. Thus, the new 
transaction input witness will be: 0 <remotehtlcsig> 
<localhtlcsig> <IoThtlcsig> <>. For the HTLC‑ 
success transactions in the bridge LN node’s com‑ 
mitment transaction, we again propose having 3 sig‑ 
natures instead of 2. The new transaction input 
witness will be: 0 <remotehtlcsig> <IoThtlcsig> 
<localhtlcsig> <payment_preimage>. Additionally, 
the local_delayedpubkey in the witness script for 
the output of the HTLC‑timeout transaction in the 
LN gateway’s commitment transaction is changed to 
IoT_delayedpubkey.

5.5 Handling revoked state broadcasts
We brieϐly mentioned in Section 3.2 that Alice and Bob can 
attempt to cheat by broadcasting revoked channel states 
to the blockchain. LN uses timelocks to address this is‑ 
sue. The idea is not to let the broadcasting party spend its 
funds immediately while letting the counterparty do so. 
Since we proposed changes to the LN protocol, it requires 
revisiting the revoked state cases. Speciϐically, the IoT de‑ 
vice does not store any commitment transactions nor re‑ 
vocation keys. It is only involved in signing operations.

Therefore, this situation should not result in any loss of
funds for the IoT device in possible cheating attempts by
other channel parties. We examine the possible revoked
state broadcast cases by the LN gateway and bridge LN
node separately below and show how both cases are han‑
dled properly.

5.5.1 Revoked state broadcast by the LN gate‑
way

The LN gateway can broadcast revoked commitment
transactions to the blockchain since they are already
signed by everyone. This attempt has 2 possible out‑
comes: 1) The bridge LN nodewas ofϐline for long enough
to not realize the LN gateway was cheating. Thus, it loses
some or all of its funds in the channel depending on the
broadcast old state. 2) The bridge LN node was online
during the LN gateway’s cheating attempt thus, sweeps
all the funds in the channel using the revocation private
key of the respective old state.
The ϐirst scenario is the famous being ofϔline issue for the
LN nodes. All existing LN nodes are vulnerable to this at‑
tack when they are ofϐline for extended periods of time
[28]. Therefore, it is not speciϐic to our protocol and ad‑
dressing it is beyond the scope of this paper3.
However, the second scenario jeopardizes the IoTdevice’s
funds if not addressed. To handle this case, we propose
twomodiϐications to theLNgateway’s commitment trans‑
action. The ϐirst modiϐication is for the to_IoT output at
which the IoT device’s funds are held. We propose that
even after a failed cheating attempt by the LN gateway,
the bridge LN node cannot spend the to_IoT output. In
other words, we propose to make this output spendable
only by the IoT device at all times. In this way, the IoT de‑
vice’s funds in the channel will be protected. The second
modiϐication is proposed for the fee output (to_local)
of the LN gateway. Normally, this output is spendable by
the LN gateway only. We propose to turn it into a con‑
ditional output such that, if the LN gateway gets caught
while cheating, the bridge LN node can spend this out‑
put using the revocation private key. In other words, the
LN gateway will lose the fees it collected on the channel
if it gets caught while cheating. This modiϐication disin‑
centivizes the LNgateway fromattempting to cheat there‑
fore addresses the revoked state broadcast issue. Conse‑
quently, with these 2modiϐications, the IoT device’s funds
are protected and the LN gateway is disincentivized from
broadcasting revoked states. We illustrate the LN gate‑
way’s modiϐied commitment transaction in Fig. 8.

5.5.2 Revoked state broadcast by the bridge LN
node

Similar to the LN gateway, the bridge LN node can also 
broadcast its revoked commitment transactions to the 
blockchain  in  an  attempt  to  cheat.  Depending  on  the
3Watchtowers [29] were proposed to protect LN nodes against this
threat.
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IoT's balance on the channel and it is immediately
spendable by IoT
Amount: 4 BTC 

Bridge's balance on the channel and it is immediately
spendable by bridge
Amount: 0 BTC

to_IoT

to_remote

Offered HTLC

- Output for the HTLC payment and spendable by the
bridge if it knows the payment preimage R
or
- IoT gets it back after block height w
Amount: 0.9 BTC

Input

to_local

- Gateway's fees on the channel. It can spend this output
using its private key but have to wait k number of blocks
or
- Bridge can spend this output immediately using its
revocation private key if the gateway cheated
Amount: 0.1 BTC

Fig. 8 – An illustration of the commitment transaction stored at the LN 
gateway with the IoT output and the fee output modiϐied (to_IoT and 
to_local, respectively). This commitment transaction is generated af‑ 
ter the following events: A channel with 5 BTC capacity is opened; the 
IoT device initiated a 1 BTC payment to a destination; the LN gateway 
charged the IoT device a service fee of 0.1 BTC.

published old state, it might beneϐit the bridge LN node. 
However, this attempt will be successful only if the LN 
gateway is ofϐline during the attempt. This brings us back 
to the being ofϔline issue. Basically, it is the LN gateway’s 
responsibility to stay online and protect itself against this 
attack. As this is a general LN issue, it is beyond the scope 
of this paper.

6. SECURITY ANALYSIS

In this section, we present how the attacks mentioned in 
Section 4.2 are mitigated in our approach.
Threat 1: Revoked State Broadcasts: For the attack 
where the LN gateway broadcasts a revoked state, our ap‑ 
proach proposed punishing the LN gateway. Basically, the 
LN gateway loses the service fees it collected on the chan‑ 
nel to bridge the LN node. With our punishment addi‑ 
tion, the LN gateway is disincentivized from broadcasting 
a revoked state. Additionally, we proposed a protection 
mechanism for the IoT device’s funds on the channel. In 
this way, even when the bridge LN node catches the LN 
gateway while cheating, the IoT device does not lose any 
funds. The other cases where the parties might lose funds 
because of being ofϐline are not handled as they are gen‑ 
eral LN issues that are not related to our protocol.
Threat 2: Spending IoT Device’s Funds: Using 3‑of‑ 
3 multisignature channels secure the IoT device’s funds 
in the channel since the LN gateway cannot spend them 
without getting the IoT device’s cryptographic signature 
ϐirst. As shown in Fig. 6, the LN gateway sends the newly 
generated bridge LN node’s version of the commitment 
transaction to the IoT device for signing in step 4. Without

performing this step, the LN gateway cannot get a signa‑ 
ture from the bridge LN node for its own version of the 
commitment transaction. Therefore, it is apparent that 
the LN gateway will not be able to complete a success‑ 
ful payment without getting a signature from the IoT de‑ 
vice. On the other hand, if we were to use LN’s original 
2‑of‑2 multisignature channels in our system, the LN gate‑ 
way could move the funds without needing a signature 
from the IoT device. Because, with a 2‑of‑2 multisigna‑ 
ture channel, the LN gateway could send its own signa‑ 
ture to the bridge LN node which would be enough for 
the bridge LN node to be able to spend its commitment 
transaction. Since the LN gateway cannot spend the IoT 
device’s funds in the channel at its own will, the IoT de‑ 
vice’s funds are always protected and can be only spent 
when the IoT device provides its signature. Consequently, 
the usage of 3‑of‑3 multisignature channels protects the 
IoT device’s funds from getting unwillingly spent by the 
LN gateway.

7. EVALUATION
In this section, we explain our experiment setup and 
present the performance results.

7.1 Experiment setup and metrics
To evaluate the proposed protocol, we created a setup 
where an IoT device connects to an LN gateway to send 
payments on the LN. To mimic the IoT device, we used a 
Raspberry Pi 3 Model B v1.2 and the LN gateway was set 
up on a desktop computer with an Intel(R Xeon(R CPU 
E5‑2630 v4 and 32 GB of RAM. This desktop computer 
was in a remote location different from that of Pi’s. For the 
full Bitcoin node installation, we used bitcoind [30] which 
is one of the implementations of the Bitcoin protocol. For 
the LN node, we used lnd v0.11.0‑beta.rc1 from Lightning 
Labs [20] which is a complete implementation of the LN 
protocol. Python was used to implement the protocol. 
We used IEEE 802.11n (WiFi and Bluetooth Low Energy 
(BLE 4.0 to exchange protocol messages between the 
Raspberry Pi and the LN gateway. In the WiFi scenario, we 
created a server & client TCP socket application in Python. 
With this, Raspberry Pi and the remote desktop computer 
communicated with each other. Raspberry Pi was con‑ 
nected to the Internet through a regular Internet modem 
which acted as the IoT gateway. For Bluetooth experi‑ 
ments, we ϐirst paired the Raspberry Pi and the Bluetooth 
adapter of the IoT gateway. We used a laptop computer 
as the IoT gateway which had a Bluetooth adapter. Us‑ 
ing Python’s bluetooth library, Raspberry Pi and the lap‑ 
top computer communicated with each other. The laptop 
computer was programmed to talk to the LN gateway over 
the same TCP socket application that was set up. In both 
cases, the LN gateway used gRPC API [31] of lnd to com‑ 
municate with the LN node that was running on it.
To assess the performance of our protocol, we used the 
following  metrics: 1)  Time   which   refers  to  the  total
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computational and communication delays of the 
proposed protocol; and 2) Cost which refers to the total 
monetary cost associated with sending payments using 
the LN gateway.
To compare our approach to a baseline, we considered the 
case where the LN gateway sends the payments to a des‑ 
tination by itself. In other words, no IoT device is present, 
and all LN tasks are solely performed by the LN gateway.

7.2 Computational and communication delays
We ϐirst assessed the computational and communication 
delays of our proposed protocol. The computational delay 
of running the protocol on a Raspberry Pi comes from the 
AES encryption of the protocol messages and HMAC cal‑ 
culations. We used Python’s pycrypto library to encrypt 
the protocol messages with AES‑256 encryption. The en‑ 
crypted data size for the messages was 24 bytes. For the 
HMAC calculations, we used hmac module in Python. The 
delays for these operations are shown in Table 1. As can 
be seen, they are negligible.

Table 1 – Computational delays on the IoT device
AES Encryption HMAC Calculation Total

15 ms < 1 ms 15 ms

We then measured the communication delays which are
used in other experiments to evaluate the timeliness of
the protocol. We deϐine the communication delay as the
delay of sending a protocol message from the Raspberry
Pi to the IoT gateway and receiving an acknowledgment
for that message from the IoT gateway or vice versa. This
delay is also called the round‑trip time of a protocol mes‑
sage. When WiFi was used for the connection, the mea‑
sured round‑trip delay of a message was approximately 9
ms. WhenBluetoothwas used, the samedelaywas 0.8 sec‑
onds. As expected, themessage exchangeswith Bluetooth
aremuch slower compared toWiFi which is related to the
bandwidth difference between the two technologies.

7.3 Toll payment use case evaluation of the
protocol

In this part, we consider an example casewhere real‑time
response is critical. We assume a toll application where
cars pass through a toll gate and pay the toll without stop‑
ping. For this, wireless technologies are used. The cars
that enter the communication range of the toll gate’swire‑
less system immediately initiates a payment to the toll
company’s LN node through the toll’s LN gateway which
is running on the cloud. Cars are notiϐied upon a success‑
ful payment. In order for this process to work, payment
sending has to be completed while the car is still in the
communication range of the toll gate’s wireless system.
As can be seen in Fig. 6, there are 4 protocol message ex‑
changes between the IoT device and the LN gateway in
our payment sending protocol. For this toll example, in
each protocol message exchange, there are 2 correspond‑
ing communication delays which are between the car and

the IoT gateway and between the IoT gateway and the LN
gateway running on the cloud. We know the communi‑
cation delays between the car and the IoT gateway from
the previous sectionwhichwere 9ms and 0.8 seconds for
WiFi and Bluetooth respectively. The delay of the com‑
munication between the IoT gateway and the LN gateway
running on the cloud on the other hand will be the delay
of a regular TCP communication between two computers.
We measured an average of 123 ms delay for this com‑
munication. The actual LN payment on the other hand
was sent in 2.1 seconds which is an average value calcu‑
lated from 30 separate payments sent at different times
throughout the day. There is also the 15 ms computa‑
tional delay at the car for each protocol message it gener‑
ates. Eventually, the total payment sending time for WiFi
was 2.658 seconds while BLE had 5.822 seconds.
We mentioned earlier that 802.11n and BLE were used
for themeasurements. The advertised range of 802.11n is
approximately 250 meters [32] and the advertised range
of BLE is around 220 meters [33]. If cars pass through
the toll gate with a speed of 50 miles per hour, there is
around 11 seconds with WiFi and 10 seconds with Blue‑
tooth available for them to complete the protocolmessage
exchanges with the LN gateway for a successful toll pay‑
ment. The results for varying vehicle speeds are shown
in Table 2. As can be seen, for both WiFi and Bluetooth
cases, our protocolmeets the deadlines even under a high
speed of 80 mph. Even in the case of Bluetooth where the
data rates are low, the deadline can bemet due to the long
communication ranges of Bluetooth 4.0. If different tech‑
nologies with limited ranges are used, cars’ speed should
be enforced accordingly.
Table 2 – Available time under different speeds tomake a successful toll
payment with WiFi and Bluetooth

WiFi Bluetooth
Vehicle Speed Available Time Satisϐied? Available Time Satisϐied?

50 mph 11.2 s Yes 9.8 s Yes
60 mph 9.3 s Yes 8.2 s Yes
80 mph 7 s Yes 6.2 s Yes

7.4 Coffee shop example
As another real‑life example, let us consider a case where 
customers pay for coffee at a coffee shop with their smart‑ 
watches using our protocol. This payment is less time‑ 
critical compared to the toll payments, since the cus‑ 
tomers can wait by the cashier until they get the payment 
conϐirmation from the coffee shop’s LN node. We already 
measured the total payment sending time for WiFi and 
Bluetooth cases which were 2.658 seconds and 5.822 sec‑ 
onds, respectively. Therefore, again in this example, the 
use of our protocol through the WiFi and Bluetooth wire‑ 
less technologies is feasible since the customers can wait 
for more than 5.822 seconds for payment conϐirmations. 
As an alternative, customers can also pay for the coffee us‑ 
ing an existing device in the coffee shop that is connected 
to the LN and ready to send payments using its existing LN 
channels. In this case, however, there is no IoT device in‑ 
volved; therefore, no wireless communication delays. 
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We call this option No IoT Case. Since there are no communi‑ 
cation delays in this scenario, payment sending only takes 
2.1 seconds. When compared to the case where the coffee 
is paid with a smartwatch, the difference in the payment 
sending time is the communication delays for the protocol 
message exchanges. The results of this coffee shop exam‑ 
ple are summarized in Table 3.

Table 3 – Total payment sending time comparison of all three cases for 
the coffee shop example
Our Approach ‑ WiFi Our Approach ‑ BLE No IoT Case

2.66 seconds 5.82 seconds 2.1 seconds

7.5 Cost analysis
We now investigate the total monthly payment sending 
cost of the IoT device. The only associated cost of the pay‑ 
ment sending comes from the fees the LN gateway charges 
when it sends payments for the IoT device. We assume 
that the fee that will be charged totally depends on the LN 
gateway and speciϐic use case of the service (i.e., paying 
for toll, paying for coffee, etc.). For the toll example, let us 
assume that a car passes through the toll 2 times a day. If 
the toll charges $1.5 per pass, the car pays $3 a day. The 
LN gateway also charges a %k fee on top of the toll. If we 
take k=10, then the car pays $3.3 in total, $0.3 of which 
goes to the LN gateway. The LN gateway’s fee includes the 
LN’s payment routing fees which are usually around a few 
satoshi per payment [34]. Then in one month, the car will 
pay $9 to the LN gateway for the fees. While it depends on 
the driver, we believe that the reϐlected cost is negligible 
considering the comfort of the fast toll payments.

8. CONCLUSION
In this paper, we proposed a secure and efϐicient proto‑ 
col for enabling IoT devices to use Bitcoin’s LN for send‑ 
ing payments. By modifying LN’s existing peer protocol 
and on‑chain Bitcoin transactions, a third peer (i.e. IoT 
device) was added to the LN channels. The purpose was 
to enable resource‑constrained IoT devices that normally 
cannot interact with LN to interact with it and perform 
micro‑payments with other users. The IoT device’s inter‑ 
actions with LN are achieved through a gateway node that 
has access to LN and thus can provide LN services to it in 
return for a fee. In order to prevent possible threats that 
might arise from broadcasting old states, LN’s commit‑ 
ment transactions were modiϐied. Our evaluation results 
showed that the proposed protocol enables LN payments 
for the IoT devices with negligible delays.
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Abstract – Over the years, with the migration of organizations towards the concepts of logistics 4.0, a paradigm shift was
necessary to guarantee logistics efϔiciency. The challenge is to dynamically cope in real time with vast number of shipments
and destinations, which need to be realigned both with a determined lead time and with a ϔinite of available resources. Al‑
though a number of standards have already been adopted for the management of transport and logistics operations, tak‑
ing advantage, for instance, of Decision Support Systems and Geographic Information Systems, new models are required for
achieving effective handling of the dynamic logistics environment that is shaped today. In this paper, an integrated logistics
framework addressing the previous challenges is presented, for the ϔirst time, as a result of the activities of the H2020 COG‑LO
project. This novel approach exploits Social Internet of Things (SIoT) and the digital twins technique to realize the concept
of the Cognitive Logistics Object (CLO). A CLO is deϔined as an entity that is augmented with cognitive capabilities, it is au‑
tonomous, and bears social‑like capabilities, which enable the formulation of ad hoc communities for negotiating optimal
solutions in logistics operations.

Keywords – Cognitive logistics, collaborative logistics, digital twins, Social Internet of Things

1. INTRODUCTION
The development of IoT and cyber‑physical systems [1] 
technologies lay the foundations for the evolution of lo‑ 
gistics 4.0, in which the way of organizing supply and 
production changed drastically. The digitization process 
pushes logistics operators and all interested parties to 
turn towards an approach that embraces all the techno‑ 
logical innovations that the market offers. The aim is to 
reach the economic objectives faster and to improve logis‑ 
tics services’ quality. The new emerging logistics scenario 
requires rapid information processing with a high level of 
security. The spread of big data, the expansion of the lo‑ 
gistics chain, the problem of route optimization, the local‑ 
ization of resources, and the maximization of the load fac‑ 
tor have become the main focus of research and develop‑ 
ment in the logistics sector. The challenges listed do not 
only require the introduction of new logistics concepts, 
but also need a signiϐicant effort to go beyond the common 
vision of the elements participating in the logistics chain. 
The COG‑LO project [2] addresses these challenges by im‑ 
plementing innovative tools that enable logistics 4.0 [3]. 
Logistics entities become both cognitive and collabora‑ 
tive. Their level of interoperability increases signiϐicantly 
thanks to the digitization of all the actors participating in 
the supply chain (cargo, vehicle, warehouse, parking slot, 
other transport modes, systems, etc.). This is achieved 
by exploiting an ad hoc dynamic social network based on 
the Social Internet of Things (SIoT) paradigm [4]. SIoT 
enables these actors to interact and negotiate potential 
alternative solutions to emerging logistics requirements, 
taking into account their current status, needs and 

identiϐied limitations. The proposed solution imple-
ments dynamic optimization strategies streamlining the 
burden of the decision‑making process, enhancing the 
robustness of artiϐicial intelligence systems, and thus 
allowing an increasingly pervasive approach of these 
techniques within the logistics 4.0 world.
The document is organized as follows: In Section 2, the 
necessary background information is provided. In  
Section 3, the COG‑LO framework is introduced. In 
Section 4, the system’s performance is evaluated. Finally, 
Section 5 concludes with some ϐinal remarks.

2. DIGITAL LOGISTICS INFRASTRUCTURE

In recent years, the issues of digital transformation of 
transport infrastructures have been of particular impor‑ 
tance in the context of Industry 4.0. Numerous real‑time 
planning algorithms have been developed by the logistics 
community over the last thirty years; these include Deci‑ 
sion Support Systems (DSS) [5] and Geographic Informa‑ 
tion Systems (GIS), i.e. a group of procedures that pro‑ 
vide input, data storage and retrieval, mapping and spa‑ 
tial analysis [6], and tools to support the organization’s 
decision‑making activities. In the past decades, several ef‑ 
forts have been made to integrate GIS with DSS, promot‑ 
ing the concept of collaborative GIS. The GS1 [7]  system 
of standards is currently the deϐinitive framework widely 
recognized in the ϐield of logistics. It ensures a high de‑ 
gree of interoperability between stakeholders and pro‑ 
vides a standard way to identify objects and locations.
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Despite the enormous bene its of the aforementioned sys-
tems, there are still many limitations. Most dynamic rout‑ 
ing algorithms are unable to analyze and distinguish the 
nature of external events affecting the supply chain, ren‑ 
dering therefore these systems unable to perform peri‑ 
odic re‑optimizations [8]. In consequence, new models 
are needed that move away from the concepts on which 
traditional (functional) logistics are based.

2.1 Digital twin – Cognitive Logistic Object
The concept of Digital Twins (DT) has been introduced by 
M. Grieves [9] as a digital representation of a physical en‑ 
tity, for which a speciϐic behaviour can be modelled. After
performing appropriate simulations and calculations on
this behaviour an action may be triggered on that entity.
In the basis of the DTs, various scenarios have been intro‑ 
duced at the manufacturing, logistics sector [10], health
and other sectors [11]. As the DT becomes a strong tech‑ 
nological trend [12], with companies tending to invest on
digital transformation, the transition to a DT modelling
approach in logistics can offer new collaborative models
and optimization procedures in the domain. The applica‑ 
tion of the DT paradigm in logistics has been introduced
by the concept of a Cognitive Logistics Object [13]. A Cog‑ 
nitive Logistics Object (CLO) is a virtualized object (simi‑ 
lar to a DT) or system that participates in the logistics pro‑ 
cess. It exhibits properties like autonomy, context aware‑ 
ness, responsiveness and learning ability. The CLO rep‑ 
resents different actors such as cargo, truck, trafϐic light,
supporting system, etc., with each one having different ca‑ 
pabilities. In particular, a CLO is an autonomous object,
reactive to changes in the environment and its context. It
is able to learn, collaborate, decide on next actions, create
social networks and solve local problems. Thanks to the
virtualization of objects, communication between hetero‑ 
geneous systems becomes possible, and each CLO action
takes into account various variables such as business pri‑ 
orities, environmental conditions, trafϐic conditions, load
information etc.. Furthermore, each virtualized entity im‑ 
plements the functionalities required for managing the
entity’s communications. A CLO exhibits social behaviour,
which means that the digital counterpart of the logistics
object implements a series of services offered by SIoT
to establish relationships with other CLOs, dynamically
exchange information and thus optimize logistics oper‑ 
ations. The virtualization‑based approach is quite com‑ 
mon in the IoT domain [14] as it promotes interoperabil‑ 
ity and extends an object’s physical and digital character‑ 
istics.

2.2 Social Internet of Things
The SIoT paradigm brings social network concepts to the 
IoT context. According to this paradigm, each object is 
characterized by a social behavior and therefore its digi‑ 
tal twin is capable of creating social relations on the basis 
of common elements and afϐinity. In the resulting social 
network, any object looks for desired services by using its

relationships, querying its friends and the friends of its
friends in a distributed manner. This procedure guaran‑
tees an efϐicient and scalable discovery of CLOs and ser‑
vices following the same principles that characterize the
social networks for humans. The following types of rela‑
tionships are indicative:

• Ownership Object Relationship (OOR): created be‑
tween objects that belong to the same owner.

• Co‑location Object Relationship (CLOR): created be‑
tween stationary devices located in the same place
(also called Co‑Geolocation CGLOR).

• Parental Object Relationship (POR): createdbetween
objects of the same model, producer and production
batch.

• Co‑Work Object Relationship (CWOR): created be‑
tween objects that meet each other at the owner’s
workplace (e.g., two trucks parked at a depot).

• Social Object Relationship (SOR): created as a conse‑
quence of frequent meetings between objects.

• Transactional Object Relationship (TOR): estab‑
lished between devices that interact with each other
frequently [15].

• Time Plan Object Relationship(TPOR): created be‑
tween CLOs that have coincident or overlapping
schedules.

The social graph generated by the SIoT in the COG‑LO 
context is an undirected graph of CLOs connected with 
the aforementioned relationships. It is similar to a social 
graph generated by friendships between humans with 
common characteristics. The navigability problem of a 
social network has been widely addressed by Milgram, 
and the small world phenomenon [16]   has been at the 
centre of social science research for decades. According to 
Milgram’s hypothesis, even if a social graph is very large 
and two nodes are very distant from each other, it is possi‑ 
ble, starting from one, to reach the other by surϐing the net 
in less than 6 hops, thanks to the existence of short paths 
between pairs of nodes. The SIoT is responsible for es‑ 
tablishing relationships on the basis of local information, 
therefore creating the necessary conditions for social nav‑ 
igation of the CLOs’ graph. To achieve this, advanced stor‑ 
age techniques are adopted to facilitate navigability and 
ensure that the connections between the nodes of a graph 
on a logical level are equally accessible on the data plane 
[17]. To meet this challenge, SIoT exploits the metadata 
of the social nodes to efϐiciently index every single data, 
connection or path in the graph. SIoT can support an ML‑ 
based optimizer capable of pruning the social graph in 
order to generate a smaller subgraph, which represents 
some elements of Milgram’s small world, where nodes 
have high correlation based on their local information. 
According to the principles explained above, each logis‑ 
tics object is associated with a CLO, which is the digital
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representation of the physical entity that implements the 
functionality required for managing the communications 
and for supporting the common control plane [17]. A CLO 
carries metadata associated with a given object, such as 
information on object’s nature, status and list of friends. 
Among the information characterizing the CLO, seman‑ 
tic descriptions facilitate the interactions between digi‑ 
tal twins, supporting the detection and management op‑ 
erations despite devices heterogeneity. A CLO, as a soft‑ 
ware entity, can be implemented in SIoT repositories and 
hosted in the cloud or on the edge of the network infras‑ 
tructure. SIoT is responsible for managing the life cycle 
of each digital twin, store and update their status infor‑ 
mation in real time and disseminating data from the dig‑ 
ital twin to the physical world through a new data com‑ 
munication delivery method and scheme called Sociocast 
[18]. In particular, Sociocast leverages the SIoT concept 
to support group communications among nodes in an ef‑ 
ϐicient and effective way on the control plane. With data 
driven logistics, dynamic optimization of basic logistics 
processes is at the forefront of the next generation of lo‑ 
gistics services. Finding optimal routes for vehicles is a 
problem that has been studied for many decades from 
a theoretical and practical point of view. What is typi‑ 
cally associated with the Vehicle Routing Problem (VRP) 
is a generalization of the Travelling Salesperson Problem, 
where multiple vehicles are available. This class of rout‑ 
ing problems is notoriously hard; it not only falls into 
the class of NP‑complete problems, but also it cannot be 
solved optimally in practice, even for moderate instance 
sizes. More importantly, processing VRP optimization 
on large graphs in real‑time demands employing addi‑ 
tional techniques, such as heuristics and/or graph prun‑ 
ing. Different clustering approaches have been used in 
pruning the input graph for VRP. For example, Ruhan et 
al. [19] uses k‑means clustering in combination with a re‑ 
balancing algorithm to obtain areas with balanced num‑ 
bers of customers. Bent et al. also study the beneϐits 
and limitations of vehicle and customer‑based decompo‑ 
sition schemes [20], demonstrating better performance 
with the latter. In COG‑LO, linear optimization was ap‑ 
plied as an exact optimization approach for solving VRP. 
The combination of an enriched social‑like behavior and 
instant‑by‑instant knowledge of an object’s state, allows 
SIoT to support requests from optimization systems by 
effectively pruning CLO graphs on the basis of social re‑ 
lationships. Therefore, it proves to be a critical part for 
real‑time optimization.

2.3 SIoT platform
Conceptually, the Social Internet of Things (SIoT) plat‑ 
form consists of various clusters of SIoT peers. Each SIoT 
peer is made up of different functional blocks and exposes 
its data and services via REST calls (Fig. 1).
The Cognitive Logistic Objects Repository (CLOR) is a 
data structure that contains all CLO information. Friend 
Tables (FTs) are the data structure where the CLO

Friends information is hosted. The SIoT hosts only one
Friend Table for each CLO. The FT content represents the
CLO friends and contains information about the friend‑
ships. The Relationship Manager (RM) module imple‑
ments the logic through which a relationship can be cre‑
ated, deleted or updated. It is responsible for providing
rules for implementing the social relationships among ID‑
labelledCLOs. Whenanewrelationship is created, theRM
writes directly in the Friend Table distributed database
of the involved CLOs. The Relationship Browser (RB)
module deals with navigating the social graph while im‑
plementing the search algorithms. In particular, the RB
deals with the analysis of the FTs to ϐind a target destina‑
tion/set of destinations to be reached among the friends
of a given entity. The Identity Service (IS) module is re‑
sponsible for managing the Identiϐiers lifecycle. IS man‑
ages the IDs of the created or removed CLOs. Subscrip‑
tion Service (SS) allows to the peer or cluster RM to sub‑
scribe to information about CLO changes (for example po‑
sition) and provides support for pushing the relevant up‑
dates. SS is exploited whenever the friendship tables of
the CLOR managed by two different RMs need to be up‑
dated. The Virtual Instance (VI) mdule represents the
virtual instance of CLO: when a CLO has to interact, make
decisions or perform computation, this component is in‑
stantiated. It is released when the CLO gets idle. It repre‑
sents the digital twin of the CLO, extends its capabilities
and carries out social behaviours.

Fig. 1 – SIoT peer

3. COG‑LO FRAMEWORK

The COG‑LO framework aims to provide a holistic solution 
for handling the high operational dynamicity of the logis‑ 
tics environment. It follows a layered architecture and 
provides interoperable solutions regarding data models, 
information exchange and security mechanisms. This 
way it enables transparent coordination and exchange of 
information between different objects and systems based
on heterogeneous access protocols in a secure manner.
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3.1 Architecture
The physical entities that collectively carry out the ac‑ 
tual logistics processes are denoted as the Infrastructure 
layer. These refer to a variety of concepts, including cargo 
(parcel, palette, container, etc.), transportation means 
(vehicles, trucks, trains, etc.), back‑end ICT systems and 
services, as well as infrastructure components, like hubs, 
parking places, ports and other. The entities of the infras‑ 
tructure are complemented by the datasources, including 
any source of data such as Enterprise Resource Planning, 
Warehouse Management System, Intelligent Transporta‑ 
tion Systems, Trafϐic Information Systems, along with op‑ 
erational and conϐiguration data that are essential for the 
operation of COG‑LO.

Fig. 2 – COG‑LO Architecture

In order to provide for effective interaction, an Inter‑ 
action Layer has been created. It includes a Message 
and Service Bus (MSB) which acts as mediation middle‑ 
ware between the components of the COG‑LO ecosystem. 
The MSB comprises a message‑oriented system provid‑ 
ing both asynchronous and point‑to‑point message ex‑ 
change between the system entities, circulation of events, 
and interaction between the CLOs. Furthermore, the MSB 
provides the integration of the infrastructure objects and 
data sources, by means of appropriate connectors. To this 
end, a fundamental duty of the MSB is the transforma‑ 
tion of the Platform Independent Model (PIM) of the un‑ 
derlying components operational behaviour to the COG‑ 
LO Platform‑Speciϐic Model (PSM). The MSB incorporates 
also the functionality for the orchestration of COG‑LO 
components and operations as regards the execution of 
workϐlows [21]. In addition, the MSB is the main COG‑LO 
system entity for the enforcement of mechanisms for data 
security, privacy and trust.

The Coordination Layer incorporates the appropriate
mechanisms both for the provisioning, management, 
monitoring and optimization of the Infrastructure Layer 
as well as for the effective coordination of resources and 
their actions towards business objectives. A key compo‑ 
nent of the Coordination Layer is thus the Social Internet 
of Things.
The Intelligence Layer provides the necessary logical in‑ 
ference mechanisms for knowledge extraction and for‑ 
malisation, learning and reasoning, as well as cognitive 
behaviour of the underlying entities. To achieve this, the 
COG‑LO intelligence Layer consists of multiple analytics 
technologies able to merge and aggregate data from dif‑ 
ferent logistics entities and CLOs, to identify patterns, and 
to propose operation improvements. Secondly, predic‑ 
tive analytics with event processing enables foreseeing 
the impact of state changes of one or more operations and 
determining the corresponding effects on multiple stake‑ 
holders. COG‑LO Intelligence Layer is coupled with op‑ 
timization algorithms and heuristics for enabling CLOs 
adaptation to operational changes from the external en‑ 
vironment in near‑real time. In particular, COG‑LO cou‑ 
ples analytics and optimization for considering the effect 
of optimization control measures to the performance of 
operations in an environment with continuous external 
variations.
Finally, the Application Layer consists of the Cognitive 
Advisor (CA) and the Tweeting CLOs. The CA provides the 
logistics operator with visual decision support for rout‑ 
ing optimisation. The CA interacts with the MSB to visu‑ 
alise the formalisation, reasoning and cognitive outputs 
of the Intelligence and Coordination Layers. The Tweet‑ 
ing CLO is the generic prototype consisting of the appro‑ 
priate APIs that receive the messages from the logistics 
objects and vehicles and transmit them to the CLOs in the 
same network and to the CA via the MSB. Fostering inter‑ 
operability, semantic data integration and operational ef‑ 
fectiveness, COG‑LO components rely on semantic ontolo‑ 
gies for grounding data being collected, processed and 
disseminated, as well as establishing a common under‑ 
standing between the collaborating entities.

3.2 Data model
The COG‑LO integrates data from various sources that 
correspond to stakeholders with different roles in the lo‑ 
gistics domain. Τhe provenance of data and the use cases 
supported by this data exhibit great variety in their na‑ 
ture and cover a broad range of logistics services. Thus, 
the main challenges faced were (i) the design of a broad 
homogenized data model, which serves all purposes re‑ 
quired, and at the same time (ii) the delimitation of the 
design to the context of the project.
The context of COG‑LO demonstrates a dual nature, 
namely the physical and the digital one. In the physical 
context, objects perform normal logistics actions, while 
in the virtual context they act as virtualized entities with 
intelligence capabilities. In the physical context, logistics 
objects  are  parcels,  containers,  trucks,  ships,  trains,
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employees with different duties in the logistics chain, 
postal ofϐices, warehouses, ports, train stations, etc. 
The main set of capabilities exhibited by these objects 
is relevant with handling parcels. Logistics objects are 
related to organizations for which they execute pick‑up 
and delivery plans. Properties of the logistics objects 
determine the planning procedure.
In the digital context, the situation is more dynamic. Sen‑ 
sors and smart devices attached to logistics objects, and 
which are assumed to be networked, transmit informa‑ 
tion about the underlying objects’ state. The information 
is transmitted via messages that can be sent from one vir‑ 
tual object to the other. The range, to which the messages 
can be transmitted by a virtual object, is deϐined by so‑ 
cial relationships, which are built and destroyed dynami‑ 
cally, and bear various “friendship” semantics among vir‑ 
tual logistics objects. As receptors of environmental in‑ 
formation from the network, virtual objects can assess the 
state of their environment and cognitively react. Through 
optimization and decision‑making capabilities, they can 
change their behaviour and suggest analogous actions to 
their social neighbours. Environmental changes may be 
populated by other virtual objects or by external com‑ 
ponents that contribute information to the network via 
appropriately formed messages encapsulating external 
events.
The design of the data model of COG‑LO followed a top‑ 
down approach. Based on the identiϐication of actors and 
their actions in the logistics setting of COG‑LO, the base 
concepts both in the physical and the digital context were 
deϐined. In the physical context, there are four basic data 
types deϐined. The parcel is the principal unit of interest 
of logistics services. The existence of a parcel in the lo‑ 
gistics chain starts with an order placed by a customer, 
and ends when the parcel is delivered to the recipient. 
Each parcel is attributed by a source location, a desti‑ 
nation location, package dimensions and transportation 
type (e.g. normal, express etc.). The second concept is 
the container. Containers are placeholders for parcels. 
They are used to compose parcels into larger cargo units, 
and they may be encapsulated one inside the other. Be‑ 
sides similar attributes with parcels, containers have also 
a capacity associated with them, and also they are related 
with their content, i.e. the parcels or other containers 
they may carry. Transportation means, is the concept that 
identiϐies ships, trains and various types of vehicles. Sea, 
rail and road are the transportation modes considered in 
COG‑LO, but air transportation could be represented simi‑ 
larly. Similarly to containers and parcels, there is a source 
and destination assigned to them at each point in time, 
when they are active in the logistics chain. Capacity is 
also associated with them and is measured in units cor‑ 
responding to the amount of containers or parcels they 
can accommodate. Finally, a station is every establish‑ 
ment where a transportation means may stop and per‑ 
form a cargo relevant action, that is load, unload, pack, un‑ 
pack, customs’ check etc. Such establishments are ware‑ 
houses, ports, train stations, postal hubs and ofϐices, end
customers, customs and postal boxes.

In the digital context, the concepts of the physical context 
are mapped to their digital twins. They are attributed 
with capabilities of four levels: 1. transmit information, 
2. receive information, 3. react to received information
and 4. exhibit cognitive behaviour. Based on these
capabilities, the digital concepts of VLO and CLO are
deϐined as follows:

VLO deϔinition
A Virtual Logistics Object is a virtual instance (VI) of a 
physical logistics object, which is composed by (i) the 
physical logistics object and (ii) the sensors and smart 
devices attached to it.

CLO deϔinition
A Cognitive Logistics Object is a VLO for which the follow‑ 
ing hold: (i) the corresponding physical logistics object 
can perform at least one cargo action, (ii) it demonstrates 
at least 3rd level capabilities.
The Cognitive Logistics Object (CLO) constitutes the 
bridge between the physical context and the digital 
context of the COG‑LO network. It is a virtual entity 
that corresponds to exactly one physical resource of the 
logistics network. For exemplifying the concept, let us 
assume a truck that transports parcels from one location 
to another. From the physical perspective, according to 
our previous analysis of capabilities’ levels, it is a passive 
object. Nevertheless, when the truck is equipped with 
sensors measuring its weight and capacity, a GPS device 
tracking continuously its location, and we consider it 
being driven by a human with a smartphone, the perspec‑ 
tive changes. This same object is now classiϐied at least 
at the 3rd level of capabilities. It can inform constantly 
the network about the state of its deliveries, it can give 
an overview of the environment to the driver, and it 
can also let the driver assess a situation and resolve it, 
by following recommendations sent, or even by taking 
decisions based on situational awareness provided.

Each CLO is assigned with a plan. A plan is a sequence of 
physical actions assigned to the physical counterparts of 
CLOs. A plan comprises an ordered set of plan steps. Each 
plan step is executed at a speciϐic location and consists 
of a series of cargo actions on parcels and containers: (i) 
loading/unloading, (ii) packing/unpacking (i.e., consoli‑ 
dation of parcels into containers) or (iii) customs check‑ 
ing. A plan step is associated with a cost estimation, which 
is what makes a plan get selected among a set of alterna‑ 
tive ones during the optimization. Each plan is part of a 
recommendation produced by the Cognitive Advisor. A 
recommendation is generated as a response to an envi‑ 
ronmental change of COG‑LO.
The COG‑LO ontological model was deϐined, following the 
standard approach [22]. The development of the COG‑LO 
ontology was performed using the Web Onotology Lan‑ 
guage (OWL) and the ontology is expressed in RDF/XML 
syntax. The data model of COG‑LO is in detail presented
by the COG-LO ontological framework [23].
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3.2.1 Data storage, integration and exchanges
The main sources of information of the COG‑LO frame‑ 
work are the databases of the pilot partners. They pro‑ 
vide the core data set, based on which all processes of the 
system are executed. Each data model design, as well as 
the storage scheme of each source, is different and out of 
the scope of the project. The information integration is 
achieved through data connectors that are implemented 
as part of the Message and Service Bus of COG‑LO. They 
are attached to the data sources and they assume the re‑ 
sponsibility of transforming source data into the COG‑LO 
data model.
The core system where the physical data model of COG‑LO 
is deployed is the SIoT infrastructure. The social graph 
instantiates all virtual instances of the logistics objects, 
which are retrieved from the pilots’ data sources, manip‑ 
ulates them and produces new data, i.e., their social rela‑ 
tionships. The properties of the virtual objects as well as 
their interconnections in the social graph are available in 
real time to the Cognitive Advisor and the CLOs of the net‑ 
work. Various messages are exchanged (i) among CLOs,
(ii) between CLOs and the Cognitive Advisor and (iii) be‑ 
tween external event sources (e.g., Trafϐic Management
System) and the Message and Service Bus. The structure
of the messages follows the COG‑LO data model.
The implementation of the SIoT data storage relies on the
Apache Ignite platform [24]. It is a memory‑centric dis‑ 
tributed database, caching and processing platform for
transactional, analytical and streaming workloads deliv‑ 
ering in‑memory speeds at petabyte scale. The inher‑ 
ent architectural design of Apache Ignite, which employs
a distributed approach for both data storage and data
caching, made it a natural solution for the implementa‑ 
tion of the SIoT platform, where several social Cognitive
Logistics Objects are required to be stored and updated
in distributed fashion and simultaneously.
The SIoT data infrastructure is organized in a cluster of
SIoT peers. One SIoT peer manages the data related to
the VIs of the CLOs it is responsible for. Cluster nodes
discover each other automatically enabling cluster scal‑ 
ing when necessary. The nodes are divided into two main
categories: server and client. Server nodes are storage
and computational units of the cluster that hold both data
and indexes and process incoming requests along with
computations. The platform is based on a durable mem‑ 
ory architecture that allows storing and processing data
and indexes both in‑memory and on‑disk, ensuring per‑ 
formance as well as durability.

3.3 Interoperability
The vastness of virtualized devices but above all the het‑ 
erogeneity of their physical counterparts, requires so‑ 
phisticated techniques to guarantee a high degree of in‑ 
teroperability in terms of communication and interaction.

The Message and Service Bus (MSB) plays a key role in
this direction. It acts as the mediation middleware be‑
tween the various components comprising the COG‑LO
ecosystem, and is assigned with the interaction, coordi‑
nation and orchestration of COG‑LO components and op‑
erations. In that respect, the MSB supports message ex‑
change between system entities, circulation of events, in‑
teraction between CLOs. To this end, it facilitates cooper‑
ation within communities of CLOs and creation of ad hoc
channels between CLOs by enabling the dynamic estab‑
lishment of message topics.
Another fundamental challenge that the MSB tackles
is the transformation of platform independent speciϐi‑
cations of the underlying components operational be‑
haviour to the COG‑LO platform‑speciϐic model. The MSB
provides for the integration of infrastructure entities and
data sources, by means of data connectors.
In addition, theMSB is themain COG‑LO system entity en‑
forcing mechanisms for data security, privacy and trust,
andenabling secureorchestrationof COG‑LOcomponents
as regards the execution of the necessary data ϐlows, so
that the reference operational scenarios are eventually
fulϐilled.
The Message and Service Bus provides a set of interfaces
for the integration with COG‑LO services, components,
applications, as well as with external data sources and in‑
frastructure entities:

• Entitymanagement: this interface is used for adding,
updating or deleting entities participating in the
COG‑LO system. It also provides a lookupmethod for
getting details of COG‑LO entities.

• Messaging: this interface is used by COG‑LO services
and applications for data communication. It also al‑
lows accessing information provided by various data
sources, either internal or external to the COG‑LO
system.

• Data connector: this interface provides a uniϐied so‑
lution for accessing information stored in heteroge‑
neous systems, under a common transactional inter‑
face. It enables data interactions with the rest of the
platform based on the COG‑LO common semantic in‑
formation model.

Data sources connected to the COG‑LO platform (e.g., a
trafϐicmanagement system or public train timetables ser‑
vice) are initially registered to the MSB and data ex‑
changes are handled by the corresponing data connec‑
tors. The latter consist of a set of data ϐlows,whichpublish
data to or ingest data from the platform, effectively hiding
the implementation details of each data source.

3.3.1 Data ϔlowmanagement and orchestration
Aspart of theMessage andServiceBus, thedata ϐlowman‑
agement and orchestration solution enables end users to
conϐigure the way COG‑LO components interoperate, in
order to react to logistics events. It offers a user‑friendly
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way to connect COG‑LO applications, platforms (e.g., SIoT,
smart road infrastructure) and various data sources etc.,
on the grounds of the abstraction, adaptation and com‑
munication features of the MSB. The central point of the
solution is its ability to continuously process streams of
events and to orchestrate upon event receipt the opera‑
tions that should be carried out, by which entities and in
which order.
The data ϐlow management and orchestration solution of
the COG‑LO system is based on the Apache NiFi integra‑
tion platform [25]. Apache NiFi offers a visual command
and control centre for designing, testing, deploying and
monitoring data ϐlows.
In order to integrate heterogeneous data sources, the fol‑
lowing data ϐlows types have been speciϐied:

• Pre‑Flow: transforms COG‑LO domain requests to
data source speciϐic requests.

• Post‑Flow: transforms the responses received by the
data sources from the data source‑speciϐic model to
the COG‑LO domain model.

• Handler‑ϐlow: handles domain requests as they are
received from the MSB and communicates with the
underlying data source e.g. a database.

• Producer‑ϐlow: generates domain events after com‑
municating with the underlying data source.

Outside of the context of a data connector the following
data ϐlow types are deϐined:

• Enforce‑ϐlow: processes domain data in a way that
access control policies are applied to the data.

• Orchestration‑ϐlow: processes domain events and
coordinates the chain of operations that need to be
performed in order to fulϐil given operational needs.

In order for the MSB to respond to an incoming request, 
for example in a point‑to‑point communication scenario, 
the MSB basically builds chains of data ϐlow calls.
The COG‑LO data ϐlow management and orchestration so‑ 
lution employs data ϐlows to model the interactions be‑ 
tween COG‑LO components, enabling end users to create 
custom data ϐlows for handling incoming events e.g. traf‑ 
ϐic, emergency, general logistics events. This enables ϐlex‑ 
ible integration of information systems and supports the 
realization of the COG‑LO vision: facilitating the creation 
of ad hoc logistics collaboration by combining digital pro‑ 
cesses with physical procedures taking place at the level 
of actual cargo and means of transportation.
In order to support pilot operations and drive business 
scenarios a set of orchestrations have been deployed on 
the COG‑LO platform. Their purpose is not limited to or‑ 
der management, but also to provide support for acci‑ 
dental events (e.g. vehicle breakdown) driving dynamic 
rescheduling of daily deliveries. The orchestrations lever‑ 
age  the  Social  Internet  of  Things  for  this  task  to

intelligently select candidate objects, then contact the 
Cognitive Advisor to receive updated plans for the 
vehicles involved and ϐinally initiate the negotiation 
orchestration.

3.4 Security, privacy and trust
The MSB as the core communication module of the sys‑ 
tem, enables access to both internal and external services 
and information through a uniϐied interface. In this con‑ 
text, the mechanisms for security, privacy and trust cover 
all respective technologies, notably access and usage con‑ 
trol, cryptography and trust infrastructure. Speciϐically, 
COG‑LO provides a solution for identity management of‑ 
fering standard‑based means for authenticating COG‑LO 
actors; a policy‑based access and usage control frame‑ 
work for regulating the circulation and usage of informa‑ 
tion. It additionally provides an architecture with a stan‑ 
dard set of components, such as Policy Administration 
Point (PAP), Policy Decision Point (PDP), Policy Informa‑ 
tion Point (PIP) and Policy Enforcement Point (PEP) for 
evaluating access control policies.
The COG‑LO platform adopts a token‑based authentica‑ 
tion solution offered by RedHat’s KeyCloak identity and 
access management component [26], and is used for both 
user authentication as well as component (service) au‑ 
thentication.
For what concerns the access control, COG‑LO adopts the 
Attribute‑based Access Control (ABAC) paradigm and is 
established upon the XACML 3.0 language and reference 
architecture. In particular, the starting point for incorpo‑ 
rating ABAC authorisation functionality within the MSB 
has been extensible Access Control Markup Language 
(XACML) that has been extensively used in academia and 
industry.
In line with the XACML reference architecture, the MSB, 
as the PEP, provides the mechanisms for enforcing the 
speciϐied access and usage control policies when it comes 
to regulating message exchange between COG‑LO compo‑ 
nents, services or CLOs. The MSB interacts with the PDP 
by providing attributes obtained by the original request, 
with the latter transformed in the XACML format that the 
PDP can process.
In the context of COG‑LO, AuthZForce [29] has been se‑ 
lected as the policy decision engine as it implements the 
OASIS XACML 3.0 core speciϐication, and provides an API 
to get authorisation decisions, based on authorisation 
policies, and authorisation requests from PEPs. 
Cryptography traditionally represents the bottom line of 
data protection. Therefore, COG‑LO puts in place a rich 
functional toolkit able to support all necessary crypto‑ 
graphic functionalities to foster data conϐidentiality. To 
this end, the COG‑LO crypto‑engine leverages a plethora 
of cryptographic primitives, both symmetric and asym‑ 
metric. Furthermore, COG‑LO adopts the advanced tech‑ 
nology of Attribute‑Based Encryption (ABE), targeting 
the cryptographic enforcement of data disclosure policies 
by leveraging the attributes assigned to entities, being 
people or systems.
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Concerning aspects such as secure channel establish-
ment, COG‑LO identiϐied a series of shortcomings to the 
cornerstone technologies that facilitate secure informa‑ 
tion exchange over the Internet, namely the Public Key 
Infrastructure (PKI) and associated X.509 certiϐicate stan‑ 
dard [30]. Speciϐically, as it has been recently shown, 
PKIs are exposed to risks due to errors or breaches in‑ 
volving Certiϐication Authorities (CAs), resulting in unau‑ 
thorised certiϐicates being issued and compromising thus 
the security of the corresponding end users. In light of 
the above, COG‑LO adopts a novel blockchain‑based solu‑ 
tion enabled by the Hyperledger [27] family of technolo‑ 
gies, namely the Hyperledger Indy and the Hyperledger 
Aries frameworks in order to establish secure cross‑ 
organisational communication. The aforementioned so‑ 
lution, being based on the blockchain technology, inher‑ 
its inevitably its advantages. The solid basis of the pub‑ 
lic append‑only log (past logs cannot be changed unless 
the blockchain is subverted by a dishonest network ma‑ 
jority), eliminate the single‑point‑of‑failure issue and en‑ 
ables rapid reaction to identity revocations since DIDs can 
be validated on the distributed ledger.

4. PERFORMANCE ANALYSIS
The fundamental aspect that is used to evaluate the per‑ 
formance of the COG‑LO framework is the time consump‑ 
tion of the algorithms implemented within the Social In‑ 
ternet of Things (SIoT) and the optimizer.
More speciϐically, the scalability of these components is 
addressed by observing how the computational time for 
object digitalization varies as the number of objects in‑ 
creases, how the social graph surϐing time varies when 
a friend must be discovered as the size of social graph 
varies, and ϐinally by the complexity of the optimization 
algorithms in large environments, where the problem of 
a large amount of data and variables to be analyzed must 
be faced.
The Social Internet of Things (SIoT) architecture consists 
of various SIoT clusters. Each cluster is implemented 
using Apache Ignite to support a memory‑centric dis‑ 
tributed database, caching and processing platform [17]. 
Each SIoT peer can automatically discover each other in 
order to create a cluster or to browse another peer’s so‑ 
cial graph. In the ϐirst performance study of the SIoT, the 
response time for the creation of a SIoT social graph was 
observed, in relation to the size of the graph (number of 
CLOs). The initialization process entails the instantiation 
of the digital twins of logistics objects, along with their 
relevant data structures [28]. Fig. 3 demonstrates how 
this process scales in time increasing the number of CLOs 
forming the social graph.
The SIoT graph receives update requests every time the 
state of CLOs changes. These updates require recalcu‑ 
lating the relationships between the CLOs. In this ex‑ 
periment, the time required for a CLO state update and 
the creation of social relationships between a CLO and 
N friends CLOs is observed. Fig. 4 depicts the results 
and demonstrates the time necessary to modify the data

structures of both the CLO that wants to establish a friend‑ 
ship and the data structures of all involved friends (since 
the social relations are bidirectional).
As usual in traditional distributed deployments of sys‑ 
tems like the SIoT platform used in this project, different 
servers are used to share the load of trafϐic and compu‑ 
tation. Each server can be conϐigured to work following 
a full replication or a partial replication scheme, or even 
as a totally independent system with non‑replicated data. 
Using the ϐirst approach all the data is replicated or copied 
to all the participating nodes in the cluster. Otherwise, us‑ 
ing the second approach, the entire data is split equally 
into partitions and is stored in the participating nodes, 
thereby creating a distributed storage of data. The to‑ 
tal storage space depends on the total memory available 
across the peer. As shown in Fig. 5, the replicated mode 
allows the speed‑up of the discovery process, since the in‑ 
formation is immediately available in the peer from which 
the search is being performed. While this approach has 
beneϐits in terms of time, it also requires an increased use 
of resources.
The optimization performed by the CA is based on the 
graph representation of the CLOs network. Upon the oc‑ 
currence of a disruption event (e.g., an ad hoc order, a 
trafϐic event etc.), the graph gets pruned by SIoT to in‑ 
clude only CLOs in the vicinity of the event. The size of 
the graph, i.e., the number of vehicles included in the op‑ 
timization impacts greatly the response time.
The performance of the optimization algorithms is pre‑ 
sented in Table 1. It clearly shows the importance of graph 
pruning to achieve real‑time responsiveness to disruption 
events. Table 1 shows the performance time for optimiza‑ 
tion processing on pruned graphs. An optimization algo‑ 
rithm uses exact methods, with linear solver, where us‑ 
ing a large number of CLOs exponentially increases pro‑ 
cessing time. For optimization processing, the total in‑ 
frastructure graph is clustered into regional representa‑ 
tion with graph sizes of 300‑500 CLOs (postal ofϐices, ve‑ 
hicles, parcels). The processing time in Table 1 clearly 
shows that without pruning the graph and omitting the 
number of CLOs included in event handling, the system 
would not be able to create real‑time responses.

Table 1 – VRP optimization response time, based on the number of CLOs 
included

vehicles/post ofϐices 20 CLOs 25 CLOs 30 CLOs 40 CLOs

2 CLOs 4.9s 12.4 s 28.7s 95.1s
3 CLOs 9.9s 26.3s 43.4s 168.3s
4 CLOs 18.1s 38.2s 78.5s 258.2s
5 CLOs 27.5s 52.6s 127.2s 378.4s
6 CLOs 40.7s 117.4s 228.4s 592.2s
7 CLOs 52.8s 172.1s 415.6s 865.4s
8 CLOs 74.3s 230.6s 720.1s 1923.3s
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Fig. 3 – Required time for digital twin creation and SIoT graph initializa‑
tion varying the number of CLOs

Fig. 4 – Time consumption for SIoT graph updates on creating new 
friendships between a CLO and varying number of friends

5. CONCLUSION
In this article, the innovative concept of the Cognitive 
Logistics Object, introduced within the COG‑LO project, 
is presented. CLOs represent all the entities involved 
in logistics processes. They are made autonomous and 
dynamically reactive to the surrounding environment 
thanks to their cognitive capabilities. CLOs are able to col‑ 
laborate and implement functionalities stemming from 
social networks thanks to virtualization techniques and 
the properties of the Social Internet of Things (SIoT) 
framework that has been exploited. The efϐicient archi‑ 
tecture that implements the COG‑LO framework has ex‑ 
perimentally been tested, demonstrating that the pro‑ 
posed solution allows for optimization operations in re‑ 
sponsive time outperforming in‑place logistics proce‑ 
dures.
The results achieved through the application of SIoT and 
the relevant virtualization techniques are encouraging. 
The signiϐicant beneϐits in terms of interoperability, moti‑ 
vates for exploring the topic on a large scale. The adoption of 
the SIoT and the CLO concept proves to effectively mit‑ igate 
the optimization problem complexity, which allows the use 
of classical optimization techniques for real‑time events 
processing. The exploitation of SIoT and CLO used
in the COG-LO project offers an effective approach in mana-
ging new emerging problems in logistics infrastructure.

Fig. 5 – SIoT lookup time varying the number of CLO friends searched 
for replicated vs partitioned memory mode
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Abstract – The conϔiguration and management of devices and applications in Internet of Things (IoT) platforms may be 
very complicated for a user, which may limit the usage of relevant functionalities and which does not allow its full potential 
to be exploited. To address this issue, in this paper we present a new chatbot which is intended to assist the user in interacting 
with an IoT platform and allow them to use and exploit its full potential. The requirements for a user‑centric design of the 
chatbot are ϔirst analyzed, then a proper solution is designed which exploits a serverless approach and makes extensive use of 
Artiϔicial Intelligence (AI) tools. The developed chatbot is integrated with Telegram to message between the user and the Lysis 
IoT platform. The performance of the developed chatbot is analyzed to assess its effectiveness when accessing the platform, 
set the main devices’ parameters and request data of interest.

Keywords – Chatbot, IoT platform, Lysis IoT, user experience

1. INTRODUCTION
In recent years, the development and deployment of chat‑ 
bots to be used in several scenarios have risen signiϐi‑ 
cantly, and many businesses have opted to use these in 
their services. In many sectors, such as e‑commerce, in‑ 
surance, banking, healthcare, ϐinance, legal, and others, 
chatbots are currently used to support the execution of 
a variety of business activities. Gartner Summits [1] pre‑ 
dicts that over 70 % of customer interactions will involve 
emerging technologies such as Machine Learning (ML) 
applications, chatbots and mobile messaging by 2022. 
The objective of a chatbot is to emulate the conversa‑ 
tional capabilities of humans so that when a person in‑ 
teracts with a chatbot they behave as if they were inter‑ 
acting with a peer. This is possible because the chatbot 
goes through a series of steps to process human data and 
then determine an appropriate response or action based 
on the user’s query. There are already various examples 
of Artiϐicial Intelligence (AI)‑based chatbots, for example: 
Cleverbot, Cortana or Tay. First of all, Tay [2], Microsoft’s 
ϐirst public experiment involving the test of a bot on Twit‑ 
ter, was so successful that it began to behave like its fol‑ 
lowers. Over time, however, after just 16 hours of activity 
it was necessary to turn it off because they she had be‑ 
gun to exhibit xenophobic, feminist and racist behavior. 
It was a similar ending for the conversation between two 
AI entities developed in the Facebook labs, trying to make 
them talk to each other, after some time they began to 
speak a language that was known only to them. While the 
epilogue was not what was expected, these experiments 
showed how much the technology around smart chatbots 
had evolved. Chatbots are a hot topic among tech be‑ 
hemoths like Facebook and Microsoft, as well as smaller 
messaging platforms like Telegram and Slack, which have
made their frameworks available to developers to ensure 
smooth development.

A chatbot can be used for a variety of purposes, and the In‑ 
ternet of Things (IoT) can easily be added to this list. One 
of the reasons why the IoT is struggling to take off is the 
difϐiculty of less experienced users installing or conϐigur‑ 
ing their devices, as well as solving small, common prob‑ 
lems. This forces users to rely on qualiϐied staff to ϐix sim‑ 
ple problems on a regular basis, which makes the user ex‑ 
perience frustrating. In this scenario, a chatbot can have a 
vital role in improving the user experience, as when prop‑ 
erly programmed and inserted within the reference IoT 
platform, it would give the user the necessary support 
when dealing with complicated actions thus fulϐilling the 
lack of skills. Obviously, it would not only provide some 
help in performing speciϐic actions but it would also pro‑ 
vide information that will be speciϐically requested by the 
user, such as, for example, about the status of their car, 
home, work and so on, signiϐicantly reducing the barriers 
between the user and connected objects. All in natural 
language (human language) rather than relying on navi‑ 
gation through a graphical interface in a mobile applica‑ 
tion or website. Unfortunately, progress is currently be‑ 
ing made at a snail’s pace. The truly conversational chat‑ 
bot, which will be able to autonomously interpret user in‑ 
puts, is still a long way off, but several research efforts 
are moving towards the uniϐication of an ecosystem that 
is currently very fragmented. The IoT space is at an in‑ 
ϐlection point, with conversational user interfaces at the 
forefront. This process is becoming more achievable day‑ 
to-day with services that help companies to easily inte‑ 
grate natural language understanding into their products. 
The scope for conversational user interfaces is enormous, 
and it continues to expand. With a variety of technology
available for the implementation of such systems, the 
next step is to figure out where machine learning 
strategies make more sense than other technologies and 
whether they can potentially save us time and enable 
people to focus on more valuable tasks.
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This work will focus on the interfaces between users and 
IoT‑enhanced environments. Indeed, the chatbot will 
provide users with a user‑friendly interface to assist them 
in creating their proϐile and managing their services and 
objects. The virtualization of the user is also introduced to 
suggest relevant services that are expected to be the most 
suitable and interesting for each user based on their pro‑ 
ϐile and thanks to context‑awareness mechanisms. The 
use of chatbots in the IoT already has a history, but the 
main limitation comes from the fact that these are vertical 
and domain‑speciϐic solutions. The solution we propose, 
thanks also to the intermediation of user/device virtual‑ 
izations, allows the reuse of the same chatbot interface on 
different IoT applications.
Accordingly, the contributions of the paper are as follows:

• We analyze the key requirements for the develop‑
ment of a chatbot for the IoT scenario and provide
a description of the architectural components of the
chatbot‑enabled user virtualization;

• We discuss the integration of the chatbot system in
a fully distributed virtualization‑based IoT architec‑
ture;

• We provide the details of the implementation that
have been carried out to develop a prototype;

• We present some experimental results for the eval‑
uation of the capability of the proposed solution to
identify correctly the user intention interacting in
the IoT environment.

The paper is structured as follows. Section 2 discusses 
the major related works in this area. Section 3 presents 
the key requirements in designing a chatbot system in a 
virtualization‑based IoT platform. The system archite‑ 
cure is presented in Section 4, while in Section 5 we illus‑ 
trate a use case to better understand the reference sce‑ 
nario. The implementation and the experimental results 
are shown in Section 6 and Section 7 respectively. Finally, 
Section 8 concludes the paper.

2. STATE OF ART
The ϐirst entertainment chatbot was developed in 1966, 
it was called ELIZA [3] and was a parody of a psychother‑ 
apist who answered the patient’s questions with other 
questions, obtained by rephrasing the patient’s questions. 
In 1995, Richard S. Wallace built A.L.I.C.E. [4] a chatbot 
made entirely with open source software that uses the 
AIML language, child of the XML language from which it 
inherits extensibility, which thus allows the chatbot to 
hold a conversation. With the growing interest in artiϐi‑ 
cial intelligence and with the idea of simplifying the inter‑
action between man and machine, more and more com- 
panies, have developed or directed part of their research 
on chatbots. 

In industry and in particular in the IoT ϐield, chatbots 
are entering in workϐlows in a capillary way. This is 
because thanks to their characteristics they allow to 
stem the difϐiculties of conϐiguring and troubleshooting 
devices encountered by operators and users.
The ϐirst problem that arises when new solutions have to 
be introduced into existing systems is to understand the 
impact in terms of complexity. To understand the com‑ 
plexity in [5] the authors analyzed the possibility of cre‑ 
ating a general architecture that would allow the integra‑ 
tion between chatbot and IoT systems in a simple way. 
The study found that what chatbots and IoT have in com‑ 
mon is that they adopt their services through relatively 
simple, often RESTful, web APIs. In this scenario, adopt‑ 
ing a service‑oriented development approach to devel‑ 
opment, integration is feasible thanks to RESTful HTTP 
standards and protocols. In this case the ISO/OSI appli‑ 
cation level is the only level concerned, without having to 
go down to the underlying levels. It is therefore clear that 
with design precautions, the integration between chatbot 
and IoT platforms is extremely simple.
In the literature there are several examples of systems 
that use chatbots to interact with IoT devices.
In [6] the authors implement a chatbot integrated with an 
agricultural plant monitoring system. In their implemen‑ 
tation they use fuzzy logic and Natural Language Process‑ 
ing (NLP) to interpret user inputs. The user asks the plant 
a question and it answers. An orchid was used for the ex‑ 
periments. The success rate of the interaction between 
question and answer was 71%.
An interesting proposal is presented in [7], an IoT system 
with AI chatbots for plant monitoring capable of monitor‑ 
ing various parameters useful for knowing the health of 
houseplants. Alongside the IoT system, we implement a 
chatbot to inform the owner about the current conditions 
of the plant and its current needs. The data is also stored 
and through the bot the user is able to analyze the graph 
and determine the level of wellbeing of the plant and any 
problems.
In [8] an integrated Chatbot‑IoT system is implemented 
to make the monitoring and improvement of water qual‑ 
ity quick and efϐicient. For monitoring, a network of IoT 
sensors was created, supported by a cloud platform. In‑ 
side, a chatbot has been integrated that uses text mining 
techniques to interpret user inputs. The result showed 
excellent performance with high precision and recall for 
each class.
In [9] and in [10] two IoT platforms for home monitor‑ 
ing and remote control are presented. They have a built‑ 
in chatbot that can understand text or voice commands 
using NLP. Using different APIs and protocols, the au‑ 
thors have obtained user‑friendly systems for controlling 
home devices. They also demonstrated how an architec‑ 
ture structured on multiple services is effective and easy 
to implement.
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The authors in [11] focus on integrating chatbots and IoT
to address a critical problem such as air quality aware‑ 
ness. In this case, the chatbot not only provides users with 
information on air quality, temperature and humidity, but 
also provides services such as subscriptions to preferred 
air quality monitoring points. Furthermore, advanced 
functions have been implemented that can be managed 
entirely via chat such as: alarm services, threshold set‑ 
tings, geoquery and advice based on pollutant levels. 
In [12], a healthcare prognosis chatbot based on AI‑IoT 
and with adaptive learning capabilities is proposed. The 
aim of the system is to provide medical diagnoses in real 
time and to support patients in the absence of healthcare 
professionals. The interactive system provides tools to 
collect data, answer general medical questions, provide 
assistance and provide alerts to remind patients that they 
need to take their medication. The system in question has 
shown an accuracy of 90% of the answers. Similar to the 
previous one, in [13] is presented a chatbot designed to 
increase the capacity of health services so as to reduce the 
management costs for medical consultancy services. Un‑ 
like the [12] proposal, this chatbot is paired with an IoT 
device for detecting vital signs. This combination can help 
people know their health status.
With COVID‑19 social stress has grown exponentially, the 
proposed work in [14] uses a chatbot to defeat the stress of 
individuals during the period of isolation. This chatbot 
allows persons to interface with remote clinical special‑ 
ists. In this case, artiϐicial intelligence and NPL techniques 
combined with a clinical chatbot. This will understand if it 
is enough to continue the conversation with the bot or if the 
user needs to interact with a human professional. From 
what has been analyzed, it can be seen that integration with 
IoT systems is very useful for enabling inexperienced users 
to use advanced features in a simple way. Our proposal is to 
insert a support chatbot within a Social IoT (SIoT) platform. 
In this way, all the applications that will be hosted within it 
will be easily usable and conϐigurable even by the less 
experienced.

3. BACKGROUND
Currently, there are multiple architectural solutions for 
IoT (vertical, horizontal, centralized or distributed solu‑ 
tions, etc.) with involvement at various levels of the user 
in interacting with devices that surround them. The de‑ 
sign of an intuitive interface requires key requirements 
that best ϐit the chosen architectural solution. The follow‑ 
ing subsections show the technological needs in the de‑ 
sign of a chatbot and the chosen reference IoT architec‑ 
ture.

3.1 Key requirements in designing a chatbot
system

In human‑interaction‑based applications the processing 
time and the latency in general are key requirements. 
Similarly, in a chatbot application, users expect imme‑ 
diate responses in comparison to other web and mobile

applications. The processing time should not increase 
directly or exponentially with the number of users, but 
rather should be constant and perform at its best al‑ 
most regardless of the workload. To get high scalabil‑ 
ity, we can rely on serverless cloud services such as Ama‑ 
zon AWS, Google Cloud Platform, IBM OpenWhisk or Mi‑ 
crosoft Azure. On these platforms, we are able to develop 
lightweight event‑based architectures so as an event can 
have more than one handler and is also able to start the 
execution of short isolated parts of codes written in order 
to perform speciϐic atomic tasks. Additionally, each event 
handler can create one or more event after processing the 
event data. Function as a Service (FaaS) is a cloud service 
model based on serverless architecture that allows devel‑ 
opers to build a ϐlexible system that ϐits well to pulling en‑ 
tire functions up and down for each request. In chat ap‑ 
plications, the speed with which applications are instanti‑ 
ated is crucial to reduce latency times. In an FaaS solution, 
the platform manages the loads at the level of individual 
requests, optimizing in terms of performance and costs. 
However, it is not possible to implement a chatbot system 
entirely in FaaS, as there are other features that require 
other service models to ensure, for example, data persis‑ 
tence, back end to an IoT platform or front end for user 
interface rendering. And it is not recommended to use 
exclusively a container‑based service model (Containers 
as a Service (CaaS)) even if currently Kubernetes, at the 
level of scaling, is approaching FaaS solutions thanks to 
intelligent trafϐic management based on analysis models 
that imply FaaS features. Based on the application con‑ 
text, however, we can think of a hybrid use of containers 
and FaaS, which is the solution we adopted in our system.

The use of a pay‑per‑use model reduces operating costs 
compared to a traditional system that requires the alloca‑ 
tion of the resources of one or more processing instances. 
In fact, the FaaS model allows you to activate the neces‑ 
sary functions on request and to release them immedi‑ 
ately after the execution of the tasks. So we can see that, 
given the speed with which requests must be processed 
and given the conditions of trafϐic non‑uniformity that 
make it impossible to estimate the users who will actu‑ 
ally request the service, the most convenient solution for 
the implementation of the chatbot is the serverless one. 
In addition to scalability, it is also necessary to pay atten‑ 
tion to the latency at start‑up, that is the time that a FaaS 
function takes to respond to requests. Typically in all the 
platforms mentioned they take from a few milliseconds to 
a few minutes, this time is variable and depends on vari‑ 
ous factors, such as programming languages, for example.

Another key requirement is the management of the state, 
a serverless system by its nature is stateless, to overcome 
this problem we will rely on an instance of a database that 
will take care of saving both the state and further inputs 
that will be used to manage the requests.
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3.2 Reference IoT architecture
Recently, several studies have looked at the problems of
managing and effectively using large numbers of hetero‑
geneous devices, and have found a solution in the use of
social networking principles and technologies. In [15],
the deϐinition of the Social IoT (SIoT) has been formalized,
and it is intended to be a social network in which each
node is an entity capable of forming social relationships
with other things on its own, according to the rules set
by the owner. The proposed model is based on the Lysis
cloud SIoT architecture [16], which incorporates virtual
objects as digital counterparts to physical objects to en‑
hance their capabilities in a transparent manner to users.
Lysis architecture foresees a four level structure of inde‑
pendent modules. Its lowest layer is populated by Real
WorldObjects (RWO), i.e. physical IoTdevices able to per‑
form basic tasks. On top of this, the virtualization layer,
directly interfaceswith the realworld and is populated by
Social Virtual Objects (SVO),which are VOswith socializa‑
tion capabilities. The aggregation layer is responsible for
composing several SVOs into entities with extended capa‑
bilities, called Micro‑Engines (MEs). Finally, at the appli‑
cation layer, user‑oriented macro‑services are provided
(APP).
Socialization algorithms implemented in the ϐirst two lev‑
els allow for the creation of social relations as foreseen in
the SIoT paradigm. The resulting social graph is exploited
to ϐind the required resources.

3.3 User virtualization in IoT
The widespread presence of connected objects through‑
out daily life has allowed the Internet of Things (IoT) to
spread. The IoT vision forms a collaborative ecosystem
for a multitude of heterogeneous objects with different
connectivity and computing capabilities to achieve the
common purpose of providing user services.
At the current time, the IoT platforms seem to present
several pending issues that prevent a full spread of IoT
applications. Indeed, services aremostly conϐiguredman‑
ually by users, according to preferences that could be
shared among similar or cross‑domain services (e.g., pref‑
erences about ambient temperature at home and at work
to manage HVAC systems). Secondly, the users that ac‑
cess an IoT platform need to autonomously look for the
required services among a plethora of them. The risk is
in a decrease in the quality and reliability perceived by
users, who therefore risk being discouraged from using
IoT applications. Our system has the objective of exploit‑
ing the concept of Virtual User (VU)[17] to improve the
user experience and, at the same time, enhance the efϐi‑
ciency and usability of the IoT platforms and services.
The VU is the virtualization of a user, and it is represented
by an agent that enables the following major beneϐits:
providing users with a user‑friendly interface that en‑
ables automatic or assisted setup of their proϐile, objects
and services; proposing the services that are expected to

be the most suitable and interesting for each user, based 
on their proϐile and context: and enabling objects to be as 
much plug & play as possible.
The speciϐic focus of this work will be on the interfaces be‑ 
tween the users and IoT enriched environments. Indeed, 
a user‑friendly interface will be provided by means of the 
chatbot to users to assist them to create their proϐile and 
manage their services and objects. Based on their pro‑ 
ϐile and thanks to context‑awareness mechanisms, the VU 
will be able to suggest relevant services that are expected 
to be the most suitable and interesting for each user, and 
settings will be automatically conϐigured.

4. PROPOSED ARCHITECTURE
The proposed solution is aimed at designing and exper‑ 
imenting a chatbot system that simplies the interaction 
of the users with the VU in an IoT platform by means of 
text messaging. As previously explained in Section 3, the 
VU is the virtualization of the user and takes decisions on 
their behalf for known activities; as such, it interacts with 
all the modules of the Lysis IoT architecture [17]. The VU 
was not introduced speciϐically for the Lysis platform. In 
fact, it follows the more general concept of virtualization 
in the IoT and of virtual objects. The concept of VU arises 
from the need to provide a virtualization element that 
constantly deals with the context of the user it represents, 
their interaction interfaces and their IoT services. In this 
scenario, the VU is a standalone element in a distributed 
virtualization system. The Lysis platform, which we use 
as a development environment, is precisely a distributed 
system of elements that allows for the creation of a social 
network among virtual objects in order to facilitate their 
interaction. The VU could be used in a centralized system, 
possibly vertical; however, in this case it would not bring 
all the advantages that characterize the implementation 
in a distributed system. Furthermore, any IoT platform 
that is a candidate for the integration of the VU and its in‑ 
terfaces, such as the chatbot, should provide open APIs 
that allow for full integration.
Fig.1 shows the components of the overall architecture 
according to the Lysis model. The VU communicates with 
all levels to provide user preference information to build 
tailored IoT services. The chatbot system is a back‑end 
service for proxies the communication between the users 
the the VU.
Fig. 2 shows the architecture of the proposed solution 
that has been designed to address the requirements that 
have been previously discussed.
The upper layer implements the functionalities to re‑ 
ceive and transmit requests and data. The requests are 
generated by either web apps or (proprietary / non‑ 
proprietary) messaging services which are used by the 
user for sending and receiving messages. Each request 
contains the intent, i.e., the action that the user would like 
to take, which is written in natural language. The intents 
are then received by the chatbot API gateway to be sent 
to  an  AI‑based service that interprets  the intents to
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Fig. 1 – ChatBot‑enabled VU in the Lysis architecture

Fig. 2 – The propose chatbot architecture

understand what events are associated with these. In par‑ 
ticular, in the developed solution, we have adopted the 
Dialogϐlow service. The resulting event is then commu‑ 
nicated to the gateway (through the edge layer), which 
takes care of sending it to the interface that then stores it 
in an event queue waiting for the dispatcher to direct it to 
the needed function. Indeed, there is a different function 
for each event or group of events that is activated when a 
given event is received. At this moment, a search is then 
carried out to understand if there is already an active in‑ 
stance for this function; if not, a new instance of this func‑ 
tion is activated, the event status is temporarily saved and 
then ϐinally the function instance is destroyed once it is 
no longer needed. The functions to be implemented do 
not have to be all accessible via a gateway route; in fact, 
it will be sufϐicient to make them accessible via a speciϐic 
topic. In this way it is easier to manage the planned events 
also considering the interaction between the same func‑ 
tions. The gateway is an HTTP server in which routes and

endpoints have been deϐined, where each route is asso‑
ciated with a FaaS function. When the gateway receives a
request, it identiϐies the corresponding routing conϐigura‑
tion by calling the relevant FaaS function. Fig. 3 shows the
gateway workϐlow. When the user at a given time needs
to request information, theywill forward amessage to the
gateway. Herein, let us assume that the user is already au‑
thenticated; at the timeof sending the request, a POST call
is made to the URL / API / createHook. This URL takes
care of creating the WebHook to use for communicating
(conversing)with the cloud functions. TheWebHook con‑
sists of two basic parts: a token and an event. The token is
generatedduring the creation of theWebHook and is used
to authenticate the communication, lasting for a prede‑
ϐined amount of time; if this cannot be authenticated the
call is stopped. The event, on the other hand, becomes the
topic. Whenever the endpoint receives signed data from
the chat service correctly, the gateway has to respond im‑
mediately with an HTTP status code; if everything went
smoothly, it generates a code 200 (OK), 201 (created) or
202 (accepted). However, if the data is not signed cor‑
rectly or even the signature is missing, it responds with
a 403 code (forbidden) and does not provide the broker
with the needed data. To protect transactions between
servers, it is convenient to use SSL / TLS.
This described architecture is integrated in the Lysis IoT
platform so that the outcome of the functions is taken by
the VU to perform the resulting tasks. The following are
the different needed functions: Message Handler; Action
Service; Save Conversation; Send Message; Failure Han‑
dler; and Save Logs. These are brieϐly presented in the
following.

Fig. 3 – Process ϐlow for the whole system

4.1 Message Handler
If the gateway gives the green light, it stores the input in 
an event queue and then processes it as soon as possible. 
The various topics provided allow for calling the related 
functions. In the case of a request generated by the user, 
then the topic will be msg_ received which calls the Mes‑ 
sage Handler function; this is the only function that can be 
called directly from the gateway interfaces. This function 
processes the request and creates the output to be pro‑ 
vided to the user. The construction of the output takes
place in various stages and on the basis of the user’s request.
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As a representative case, let us consider the user that 
wants to enable remote surveillance of her home (at the 
moment this functionality is off). The user sends the fol‑ 
lowing text “Set video On”; in order to understand what to 
do with this command, the message must be broken down 
and analyzed. From here, therefore, the function has to 
understand the entity, the user intent and the context us‑ 
ing an NLU (Natural Language Understanding) algorithm. 
Obviously, in order for the analysis to be relevant to what 
is requested in the messages, the system must be able to 
store and analyze the status otherwise, if this was not the 
case, the responses and actions taken would not be rel‑ 
evant to the general context of the conversation. On the 
basis of the results obtained then, if an intervention or a 
reading is required in a given device, you will have to be 
able to invoke, through an appropriate topic, a function 
that will implement or request what the user needs and 
then return it to the Message Handler. Once all the data 
has been obtained, it is possible to create the reply and 
make it available for sending.

4.2 Action Service
When the Massage Handler function needs data that is on 
the platform, it must be able to retrieve it. The simplest 
way is to rely on a second function with this objective. 
The Action Service function takes care of retrieving the 
requested data. Once the Message Handler has processed 
the request and on the basis of the NLU algorithm has un‑ 
derstood the actions to be taken, it activates the Action 
Service which fetches to the platform requesting data or 
making settings. In the event of an error, the identiϐica‑ 
tion code will be returned.

4.3 Save Conversation
This function is invoked when the save event occurs. 
This can be invoked by the Message Handler, Send Han‑ 
dler, and Failure Handler functions. In the ϐirst case, as 
soon as the message is received, this (in addition to be‑ 
ing taken over by the Message Handler function) also 
passes through the function in question which will cre‑ 
ate a record containing the request and the status of the 
conversation. The second case is similar to the ϐirst but 
now it takes care of saving the response produced by the 
Message Handler function; however, if the sending fails, 
the save event cannot be invoked and send_failure will be 
invoked in its place. The last case is equal to the second 
except for the fact that now failing or not, a record is still 
created which will be the message produced in the case 
of success or an error message in the case of failure. Each 
time you save the conversation, the status is also saved.

4.4     Send Message
The sending function is the one that takes care of 
forwarding the response to the user through the chosen 
messaging service. It could be for example a telegram 
rather than a proprietary application created ad hoc. 

Whatever the application chosen, this function ϐirst of 
all sets up the WebHook and then, if the setting is 
successful, sends the response produced to the user; if 
the setting fails, it contacts the Failure Handler function 
to manage the mistakes. A best practice is to use separate 
functions and topics for receiving, error handling and 
sending. This way there won’t be problems in 
contacting the correct endpoints; accordingly, 
operations such as save and retry won’t be taken over 
by this function.

4.5 Failure Handler
If the topic becomes send_failure, it means that there was a 
problem sending data to the user. To manage these types 
of problems there is the need to rely on a special function. 
When the Send Message function fails the ϐirst attempt, 
it contacts the Failure Handler function passing the mes‑ 
sage and the error code returned by the attempted send. 
The function is encoded in order to retry the sending for 
a certain number of times after which the user will be no‑ 
tiϐied that there is a problem in satisfying their request. 
If, on the other hand, the sending is completed within the 
established number of attempts, the message is delivered 
in a totally transparent way to the user.

4.6 Save Logs
This is used to archive all messages related to the system 
in general; in this way it is possible to monitor the ϐlow 
and see if there are any problems or if some parts need 
some actions to be performed. This is a feature that can 
be implemented by relying on the logging of activities of 
the cloud platform. In addition, some platforms such as 
AWS or Google Cloud Platform allow for saving in the log 
ϐile, in addition to the default entries, new ϐields at the 
user’s discretion. In so doing, by integrating the system 
logs with those of the requests to the bot, it is possible to 
have complete and detailed logs.

5. SCENARIO
The IoT Lysis platform currently does not provide any 
help for the user either with regard to the deployment of 
SVO or with regard to the resolution of any problems such 
as failures, unresponsive devices and so on. To simplify 
the user‑platform‑SVO interaction, the intention is to in‑ 
sert a bot within the platform that guides the user in car‑ 
rying out those activities that are currently cumbersome 
or even impossible to perform remotely:

• SVO deployment
• Problem resolution
• Inquire of devices
• Setting
• Task automation
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To create the bot, the Google Cloud platform was cho‑
sen, in which all the back end and the various functions
are hosted, alongside the DialogFlow service provided by
Google that offers a retrieval‑model‑based technique for
matching responses with the aid of machine algorithms
learning, where the latter can be enabled at the user’s dis‑
cretion. This function, if enabled, allows us to have some
ϐlexibility in the interpretation of the user’s requests as
the answers are given based on the best score obtained
from a classiϐication prior to the choice of the answer. In
this way, therefore, it is possible to manage any spelling
or form problems that might cause errors in recognizing
the correct intent for the request made.
The proposed solution allows for a dynamic composition
of the services that can be provided, given the ability of
the bot to query any SVO owned by the user present on
the platform. When the user queries the chatbot, they
will be offered various choices and based on the SVOs that
are selected, a service is composed with only the choices
made by the user. For example, in the car, in addition to
the SVOs relating to the car, you may also need SVOs re‑
lating to other environments, for the purpose of contin‑
uous monitoring, the service offered by the bot therefore
includes the data from these SVOs. In addition, youwould
also have the possibility to save them and re‑propose
them at a later time as favorite services. Fig. 4 shows the
sequence diagram which illustrates the simple steps that
take place when a request is sent to the bot.

Fig. 4 – Use case diagram

When the user accesses the chatbot interface, they are
presented with the various options. Once the desired op‑
tion is selected, the bot will send a message to the bot
gateway, who will take care of handling the request, la‑
beling it and sorting it to an Event Handler (EH).
The Message Handler will recognize that a message has
arrived and delivers it to a cloud function that takes care
of the part of creating the response message. Then, it has
to collect the data in addition to the textual answers by
querying the platform that contains the SVOs necessary
for the composition of the answer. At this moment, we
may have two different scenarios that we analyze below:

• The data request fails
• The data request is achieved

We can see in Fig. 5 theworkϐlow of requests in a possible
user interface. All these interventions are immediate, the
most expensive response in terms of timing is the one in
which the data is requested, in this case the video stream.
But in principle, the time between a send‑reply is given by
the user interaction time with the device plus the delay
introduced by the bot to reply, which is a maximum of a
few seconds.

Fig. 5 – Representative ϐlow of messages exchanged between the user
and the bot

We have implemented the chatbot system that allows for
interacting with the platform and for setting and sending
requests to the devices. The queries to the bot are made
in natural language and are taken over and processed by
the DialogFlow platform, with has been integrated in our
system. Themessaging systemselectedhas been theTele‑
grammessaging client which is used by the user.
The development of the bot was divided into two parts:
design and development of all the components necessary
for the NLU functionalities; development of the gateway
and the functions necessary to handle the events and as‑
sociated data in the chatbot platform. An agent has been
created within the DialogFlow platform. Agents are NLU
modules that deal with transforming user requests, ex‑
pressed in natural language, intousabledata, i.e., data that
canbe associated to actions tobe activated. To ensure that
the requests are interpreted correctly, all the possible in‑
tents and entities have been loaded into the agent. Intents
are JSON ϐiles andhavebeendesigned andbuilt in order to
map the user’s requests with the actions to be performed
in the best possible way. In order to have the best match
between request and intent, new entities (all synonyms
for a given word are associated to an intent) have been
developed, in addition to thosemade available by theplat‑
form,whichwere able to best characterize the IoT context
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of useweneeded. Therefore, various attributes have been
created within each entity, with their synonyms, in order
to be able to extract the values of the input parameters
without these being necessarily identical to those we had
foreseen in the phase of creating the intents. In this way,
every time an intent is activated, the platformwill return a
JSON ϐile with the information on: Intents; Action; Event;
Response; Contexts; Parameters; Score.
At each request, these parameters are updated based on
the intent that is activated at that time so that, at the next
call, the new intent to be activated is also chosen based on
the previous parameters. In thisway, it is possible to com‑
pletely contextualize the conversation. In fact, the con‑
texts section contains all the active contexts in that call
ordered according to their lifetime. With this mechanism
it was therefore possible to implement a management of
the state of the bot allowing for the exchange of variables
between subsequent requests.

6. IMPLEMENTATION

Fig. 6 – Flow diagram of the bot

As we can see in the diagram in Fig. 6, it is possible to en‑ 
ter one of the intents based on what is asked. Let’s refer to 
our use case previously described related to the surveil‑ 
lance. As we said, the user has to ask the bot for send‑ 
ing the video stream from the video camera device; if it is 
turned off, it will ϐirst be asked to turn on and then send 
the data. When the user needs to use the bot, they have to 
log in and then send the message “show me what happens 
at home”. This activates the “svo_facts” intent through the 
“svo_facts” event and setting “svo _followup context” with 
a certain lifetime set as the current context. The bot then 
responds by giving the list of objects that are indexed in 
their home. By selecting the video surveillance, the user 
remains within the “svo_followup context” and then ac‑ 
tivates the loop indicated with “yes” in the diagram; by 
reactivating the svo_facts intent, the context is updated 
again and the bot responds by displaying the state of the 
object. On the basis of this, then it allows for the choice 
whether to activate it or not. Once concluded, if the user 
decides to perform different actions to the question “do

you want to do other operations?” answering “no”, they 
activate the reset of the contexts and the “exit_facts” in‑ 
tent, initializing the bot for new requests.

7. EXPERIMENTAL RESULTS
The experiments have been conducted to assess how ef‑ 
fective the chatbot was in understanding the user re‑ 
quests and perform action accordingly. In the following 
section we describe the performed tests with reference 
to the access to the platform and perform device setting 
and request data of interest. The performance of query 
matching results has been also analysed.

7.1 Access to the platform
Fig. 7 shows the interaction with the chatbot with the in‑ 
tent of accessing the Lysis platform. The ϐigure shows the 
ϐlow of questions and answers between the bot and the 
user. Remembering that it is necessary to authenticate, 
to be able to use both the chatbot services and to have 
access to the resources made available by the platform, 
the ϐirst question asked was on how it was possible to au‑ 
thenticate. The bot’s response was a message with the 
instructions on how to log in and, once logged in, it sug‑ 
gested to the user that it was necessary to enter some ad‑ 
ditional information to complete the conϐiguration. The 
user then asked how to enter the owner key and the SVO 
root, to which the bot answered by providing a descrip‑ 
tion of where to ϐind them and information on how to en‑ 
ter this information. This was possible thanks to the fact 
that when you ask for information either on the key or on 
the root SVO, the respective context is activated allowing 
you to keep track of what was previously requested. Af‑ 
ter completing the conϐiguration and logging in again, you 
can see that the welcome message is simply given, a sign 
that the conϐiguration was successful.

7.2 Setting the devices and data retrieval
We also tested the ability to request data from the plat‑ 
form and apply the desired settings to the available de‑ 
vices, all with the most natural language possible. Fig. 8 
shows how it was simple to request the list of devices and 
their current status. If you want to switch a device on or 
off, simply specify which of these actions should be ap‑ 
plied and the setting will be performed. The request for 
data was also handled in a similar way; in the sentence it 
is just needed to specify which data is needed and from 
which environment to obtain the requested data.

7.3 Elaboration time and latency evaluation
The time spent processing the information sent to the 
chatbot was very low. This happens thanks to the use of 
an ML engine that is fully running in external services and 
for the efϐicient implementation of the sample questions 
on the platform. This allows for a low latency between 
a request  and  the response and  this  makes the user
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Fig. 7 – Bot tests: access to the platform

experience a smooth interaction. For instance, using a vir‑ 
tual machine instance with 1vCPU and 512 Mb of RAM, 
the latency values of the system to process and provide 
a response for a single request are between 100 ms and 
200 ms, to which the delay introduced by the network 
should be added. This brings to an overall round trip time 
of less than a second. Furthermore, thanks to the ductil‑ 
ity of the serverless system, by appropriately conϐiguring 
the load balancing rules, when all the service instances 
are occupied a new instance can be started to automati‑ 
cally lighten the load of others.

7.4 Analysis of the questions matching scores

We have also analyzed the relevance of the questions sub‑ 
mitted to the bot with the patterns inserted in the intents, 
created on the Dialogϐlow platform. The score calculated 
by DialogFlow was used for this purpose. This evalu‑ 
ates the level of conϐidence of the question submitted to 
the bot with the example ones present in the platform. 
This conϐidence level is calculated based on the state of 
the conversation and exploiting the Term Reinforcement 
techniques. These techniques allow for a greater weight 
to certain words through their repetition or the use of 
synonyms. Score values range from 0.0 (completely un‑ 
certain) to 1.0 (completely certain). In the proposed im‑ 
plementation, once a question is evaluated, there are two 
possible outcomes: a) if the question achieves a conϐi‑ 
dence match score greater than or equal to the classiϐi‑ 
cation threshold setting, the higher conϐidence intent is 
triggered; b) if no intent meets the threshold, no match is 
returned. In this case the threshold was set to 0.7. The 
score plotted in Fig. 9 and Fig. 10 indicates the quality of 
the match between the ideal question (the one contained 
in the intent) with the real question (the one generated 
by the user). Obviously, the sentences inserted within 
the intent are constructed, with the help of the entities, 
in such a way so as to be as general as possible, so they 
are not strictly meaningful sentences but rather they are 
composed only of the words actually necessary to give a

meaning to the sentence so as to be able to guarantee the 
best match even with requests that are not well formu‑ 
lated, albeit with a lower score than the optimal one.

In Fig. 9 we can see the scores of the ϐlow of requests that 
have been submitted to the bot during the conϐiguration 
phase in two distinct cases. The ϐirst case, called “Best”, 
was produced by submitting to the bot the sentences for‑ 
mulated as similar as possible to how they were inserted 
into the intents, trying to make them as close as possi‑ 
ble to natural language. The second case, called “Worst”, 
on the other hand was formulated using the synonym of 
the keywords and looking for a grammatical form quite 
different from the one used in the previous case. Simi‑ 
larly, in Fig. 10, the same analysis was performed for the 
second test, where device setting and data request were 
performed. Sentences 4 and 7 in 9, sentences 4 and 10 
in 10 are cases in which the match between sentences is 
not accurate. This phenomenon is governed both by the 
number of synonyms that have been associated with the 
entities, and by the level of similarity between the various 
intents implemented and their length. For example, if you 
have two intents that trigger two different events but are 
very similar in natural language, the classiϐier will be less 
accurate about which one to choose. In Table 1 we also 
show the average values which demonstrate that there is 
not a big difference between the “Best” and “Worst” cases; 
indeed, in both cases it was possible to conϐigure the bot, 
request data and set the devices smoothly without any is‑ 
sue about possible request misunderstanding. Obviously, 
the better the intents are constructed, the easier it will be 
to get accurate matches by submitting questions that are 
apparently different but express the same concept.

Table 1 – Comparison between the average values of the scores obtained 
for the two considered scenarios

𝑆𝐵𝑒𝑠𝑡 𝑆𝑊𝑜𝑟𝑠𝑡
Platform access 0.956 0.844
Device conϐiguration 0.925 0.819
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Fig. 8 – Bot tests: request of data and setting of the device
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Fig. 9 – Scores that have been obtained bymatching the querieswith the
intent during the platform accessing activities
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Fig. 10 – Scores that have been obtained by matching the queries with 
the intent during the setting of the devices and data retrieval

8. CONCLUSIONS
This study has investigated the possibility of integrating 
a virtual assistant, developed in the form of a chatbot, 
within an IoT platform to help and guide the user to eas‑ 
ily carry out the various operations that would otherwise 
be cumbersome and sometimes complicated. This need, 
as we know, derives from the fact that the conϐigurations 
and requests for data, for an inexperienced user, are not 
immediate but may require various steps to be completed 
and may be frustrating.
A bot has been then developed which, thanks to a natu‑ 
ral language understanding engine, is able to process the 
user’s requests formulated in a natural language. The bot 
essentially works as a mediator between the real world 
and the virtual world. In the experiments that have been 
carried out it has been possible to see how simple it is to

conϐigure the bot and use it to interact naturally with the 
IoT platform. We speciϐically focused on platform access, 
device setting and data request. It has to be said that for 
these experiments the operations carried out were sim‑ 
ple but still encouraging for future developments. One of 
the most interesting actions is certainly the ability to de‑ 
ploy applications quickly and easily as well as being able 
to use the bot as a guide for troubleshooting, knowing in 
real time if the various devices are faulty or malfunction‑ 
ing, so as to restart them automatically.
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Abstract – This paper presents a novel blockchain-based spectrum tokenization method used to 
crowdsource wireless network deployment projects. Crowdsourcing is a method of financing certain projects 
and ideas through the funds collected by individuals or businesses in an open marketplace. The method 
presented in this paper finances the wireless network deployment projects belonging to service providers or 
governments. The method tokenizes proposed novel wireless resource units, and sells these units to investors. 
A new Value Unit Per User (VUPU) resource unit is introduced with a new pricing scheme depending on a 
load of a base station. A novel Proof of Data Load (PoDLO) consensus algorithm is proposed which is used 
to verify data and traffic load of a base station. Device Diversity Factor (DDF) and Subscriber Unique 
Permanent Identifier (SUPI) Factor (SUF) are proposed new ways to determine the value of a base station 
and a network cluster.  
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1. INTRODUCTION

As a telecommunication industry, we are at the 
verge of deploying 5G wireless networks. With 
increased Spectral Efficiency (SE) gains promised 
by new wireless standards, 5G/NR standard also 
promises delivering higher SE compared to 4G/LTE. 
Higher SE enables the transmission of more data to 
subscribers, increasing revenue for service 
providers. During network design, service 
providers calculate how much capacity is needed at 
certain markets, and coverging the whole market 
with superior data speeds is the key to success. With 
mmWave spectrum and with above 6 GHz spectrum 
bands, reaching to far distances is very challenging, 
if not impossible. Therefore, wireless operators 
started to question the investment in 5G technology. 
Unlimited data plans, decreasing outdoor data 
usage, and increased competition will force 
wireless service providers to postpone their 
infrastructure investments for future wireless 
network technologies. In the near future, we will see 
a plateau on wireless data speeds, and innovation 
because of decreasing network investment.  

The other side of the coin is that retail investors or 
individuals look for more tangible assets to invest. 
Therefore, a method of investing wireless 
communication systems’ infrastructure can be 
appealing to the general public. However, wireless 
network resources should be defined and divided 
into investable pieces. Tokenization is an important 
first step of converting a wireless network 

infrastructure into investable pieces. The open 
research question is how to tokenize wireless 
resources so that it provides capital for network 
investment, and it also provides income to its 
investors with a minimum risk.  

The main purpose of this paper is to share research 
findings on blockchain-based crowdsourcing 
platforms. For that purpose, an automated network 
tokenization method with blockchain is proposed. 
Section 2 defines novel wireless network resources 
and a tokenization method, Section 3 defines 
blockchain and smart contracts used in small-cell 
blockchain, Section 4 presents newly introduced the 
Proof of Data Load (PoDLO) consensus algorithm 
and defines a block creation rate formula, and 
Section 5 concludes the paper with important next 
steps. 

2. WIRELESS NETWORK RESOURCES

2.1 Network architecture 

Fig. 1 shows 5G network architecture and network 
interfaces [1]. A base station is connected to a 5G 
core network via an N2 interface, and this interface 
carries all control information from the base station 
to core network. N3 and N6 interfaces are used to 
carry user information. When a base station is 
deployed at a particular location, a backhaul 
connection is needed to connect to the core 
network [1]. 
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Fig. 1 – 5G network architecture and network interfaces 

A backhaul connection can be any type of wireline or 
wireless connection.  

2.2 Wireless network resource utilization 

2.2.1 Data tonnage resources  

Spectrum is the most important resource in a 
wireless network. In this paper, spectrum refers to 
licensed spectrum. And licensed spectrum is more 
valuable than unlicensed spectrum. Spectrum is 
divided into a number of physical resource blocks in 
4G/LTE and 5N/NR standards [1],[3-6]. However, 
depending on the Modulation and Coding Scheme 
(MCS) selected, the amount of bits that can be 
carried by one Physical Resource Block (PRB) can 
change significantly. A resource block is defined as 
12 consecutive OFDM symbols in frequency in both 
4G and 5G standards. One OFDM symbol occupies 
15 kHz in frequency in 4G/LTE and this is the same 
for 5G/NR with 15 kHz subcarrier spacing. 5G/NR 
supports multiple OFDM subcarrier spacings. In 
5G/NR, 15, 30, 60, 120 kHz Subcarrier Spacings 
(SCS) are supported. Thus, one resource block 
occupies 12 x 15 kHz = 180 kHz of spectrum, and 
10 resource block occupies 1.8 MHz of spectrum in a 
frequency domain.  

𝑁𝑃𝑅𝐵,𝑈 = 𝑁𝑃𝑅𝐵,𝑈
1  .

 (𝑆𝐴 .  𝑆𝑆𝑂)

(12 .15) .  𝑆𝐶𝐹  .  (𝑁𝑆𝑈)
                         (1) 

where 𝑁𝑃𝑅𝐵,𝑈  represents number of PRBs per 

subscriber, 𝑁𝑃𝑅𝐵,𝑈
1  is the number of PRBs of 

subscriber U in 1 msec., SA means total spectrum 
amount, SSO stands for symbol spacing overhead, 
𝑆𝐶𝐹  is the subcarrier factor for 5G and 𝑁𝑆𝑈  is the 
number of simultaneous users. 𝑆𝐶𝐹 takes values of 1, 
2, 4, or 8 for 15, 30, 60, 120 kHz SCSs respectively. 

𝑇𝑈 =  𝑁𝑃𝑅𝐵,𝑈 . 𝑁𝑂𝐹𝐷𝑀  . 𝑁𝑏𝑖𝑡𝑠 . 𝑀𝑈                     (2) 

where 𝑇𝑈  means tonnage per subscriber in 
megabytes (MBs), 𝑁𝑃𝑅𝐵,𝑈  is the number of PRBs/ 
subscriber, 𝑁𝑂𝐹𝐷𝑀 is the number of OFDM symbols 
per PRB, 𝑁𝑏𝑖𝑡𝑠  is the number of bits per ODFM 
symbol, 𝑀𝑈 is the number of connected minutes per 
user. SSO = 0.9, Number of RBs/1msec. = 2, Number 
of Simultaneous Users = 4, Number of Connected 
Minutes/User in an hour, which is assumed to be 
3 minutes/hour, or 180 seconds/hr. In commercial 
wireless networks, the simultaneous number of 
subscriber per Transmission Time Interval (TTI) 
changes between 2 and 4 for 4G and between 4 and 
8 for 5G. In this article, we assume there are 4 
simultaneous subscribers per TTI. And the number 
of available PRBs is divided by 4 at each TTI.  

189 MBs is the unit resource of data tonnage in a 
wireless network, which is called Value Unit Per 
User (VUPU). The number of VUPUs will increase 
when a wireless service provider deploys a network 
with high-capacity base stations. A wireless 
provider owning 40 MHz of spectrum, and hundreds 
of base stations at a particular region will afford 
more VUPUs than a wireless provider owning 
20 MHz of spectrum and a smaller number of base 
stations. VUPUs will be sold to investors, and this 
will be the first tokenized unit. The concept of 
mining using base stations is described in [13]. A 
base station keeps the record of successfully 
created/delivered VUPU to each user terminal. And 
this information is recorded as part of a block in a 
blockchain held by the base station. Each user is 
assumed to consume 150 units of VUPU, and these 
units are tradable. The higher the number of 
subscribers, the more VUPUs, and the more 
investment that wireless service provider will have. 
This will leave more capital for investment, and will 
motivate service providers to deploy more base 
stations. Current unlimited data plans cost, on 
average, 80$ per 20 GBs of data delivered to a 
subscriber. This equals 80$/20 GB = 4$/1 GB = 
0.4$/100 MB, and this is called Revenue per User 
(RPU).   

𝐵𝐸𝑇 =  𝑚𝑎𝑥 { (∑ (𝑅𝑃𝑈𝑖  .  𝑁)𝑇=180(𝑘+1)
𝑖=180𝑘 ) −

𝐶𝑜𝐷 − 𝐶𝑜𝑃, 0}                                                                 (3) 

where BET is the Break Even Time of a base station 
from a financial perspective, T is the time that base 
station is live and in an operational state, k = 0,1,2, 
M. N is the average number of connected users per 
base station during time duration of 
{180k, 180(k+1)}, CoD refers to Cost of Base Station 
Deployment, CoP refers to Cost of Operation, and 
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RPU is revenue per connected user, which is 
calculated at every 15 minutes of connection time. 
If we assume that one base station capacity is 
600 connected users, then total revenue per base 
station will be 600 Connected Users x 60$. And this 
calculation assumes that users will stay connected 
for 24 hours per day and 30 days per month.  

 

Fig. 2 – Average revenue at each 15 minutes 

Fig. 2 shows one sample distribution at busy hours 
of a day. Fig. 3 shows the revenue of a base station 
for every 15-minute interval in a day, and one day 
consists of 96 15-minute intervals. Fig. 5 shows the 
average revenue per day of a base station. 

Fig. 6 shows the average revenue per day for 
randomly selected three base stations in a network 
cluster. When a base station is in operational state 
for a long time, it will be financially faster to break-
even and to reach positive revenue. 

 

Fig. 3 – Average revenue at each 15 minutes 

 
Fig. 4 – Total revenue of base station 

 
Fig. 5 – Average revenue per day 

VUPU investment will start when BET  0, and the 
following formula is used to determine the price of 
one VUPU: 

𝑃(𝑇)VUPU =
∑ (∑ (𝑅𝑃𝑈𝑖,𝑛 .  𝑁𝑛)

𝑇=180(𝑘+1)
𝑖=180𝑘 )+max {𝑇𝐼,0} 𝐵

𝑛=1

𝑆
                (4) 

where 𝑃(𝑇)VUPU is the price of VUPU at time T, and 
k value ranges from 0 to 959. S is the number of 
shares issued by the wireless service provider, B is 
the number of base stations in a certain cluster, or 
in a certain geographical region. 

Fig. 6 – Average revenue per day of different base stations 
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TI represents the total investment in the same 
network cluster or in the same geographical region. 
Since the VUPU price is time dependent, price is 
updated with the following formula: 

 𝑃(𝑇)VUPU =  (1 −
1

𝐶
) 𝑃(𝑇 − 𝑚)VUPU +

                                           (
1

𝐶
) 𝑃(𝑇)VUPU                        (5) 

where C is the constant used to update the price. 
With lower C values, a recent calculated price has 
more impact on the average price, and vice versa. 
With a newly deployed network cluster, big C values 
are selected in order to converge to a certain price. 

2.2.2 Mobile device diversity factor 

A base station serves different types of terminals 
depending on the time and location. A more diverse 
set of terminals increases the value of the base 
station, and augments the value of theVUPU. The 
following formula is used to summarize the impact 
of terminal diversity: 

  𝐷𝐷𝐹𝑛 = 1 + ∑ (
1

𝑇𝑇
)𝑍

𝑇𝑇=2                   (6) 

where 𝐷𝐷𝐹𝑛  is the device diversity factor of base 
station n, TT is number of different traffic types 
served by the base station in a 24-hr window. For 
example, if the base station serves only one traffic 
type, 𝐷𝐷𝐹𝑛  = 1; and if the base station serves one 
different traffic type in addition to mobile traffic, 
then 𝐷𝐷𝐹𝑛 = 1 + 0.5 = 1.5. Fig. 7 shows DDF values 
corresponding to different traffic types.  

 

Fig. 7 – Increasing DDF with increading subscriber types 

The formula is updated as follows: 

𝑃(𝑇)VUPU =

∑ (𝐷𝐷𝐹𝑛 .  (∑ (𝑅𝑃𝑈𝑖,𝑛 .𝑁𝑛)
𝑇=180(𝑘+1)
𝑖=180𝑘 ))+max {𝑇𝐼,0} 𝐵

𝑛=1

𝑆
 .     (7) 

2.2.3 Subscriber Unique Permanent Identifier 
(SUPI) Factor (SUF) 

𝑆𝑈𝐹𝑛  means the number of different SUPIs (5G), 
IMSIs (4G) that are recorded by base station n. It is 
defined as follows: 

𝑆𝑈𝐹𝑛 = 𝐶 + log(𝑁𝑆𝑈𝑃𝐼).                 (8) 

If 𝑆𝑈𝐹𝑛= 1, this means the same users connect to the 
same base station n. For modeling the SUPI factor, 
any logaritmic function can be used. The reason for 
using the logarithmic function is that the increasing 
number of diversity in the network will have lower 
impact on the value since the base station will be 
overloaded after some point leading the total 
service quality degradation for all terminals 
connected to the base station. In a commercial 
network, user capacity per base station ranges 
between 600 and 1200 connected users for 5G base 
stations. And, with SUF = 1, there are 600 different 
SUPIs recorded by the base station. If SUF = 2, this 
means there are 1200 unique SUPIs recorded by the 
base station. With SUF, the new formula for the 
price of VUPU will be 

𝑃(𝑇)VUPU

=
∑ (𝐷𝐷𝐹𝑛 . 𝑆𝑈𝐹𝑛 . (∑ (𝑅𝑃𝑈𝑖,𝑛 . 𝑁𝑛)

𝑇=180(𝑘+1)
𝑖=180𝑘 )) 𝐵

𝑛=1

𝑆
(

1
𝐷𝐷𝐹.𝑆𝑈𝐹

)
 

+ 
max {𝑇𝐼,0}

𝑆
(

1
𝐷𝐷𝐹.𝑆𝑈𝐹

)
 .             (9) 

The DDF value curve can have any shape depending 
on the number of hand-offs. Fig. 8 shows the DDF of 
a base station serving both mobile and nomadic 
users. Since subscribers/users are mobile, 
subscribers/users will hand off from one base 
station to another base station during the day. 
When users are stationary or nomadic, depending 
on the location of the user, Wifi might be available. 
Thus, users will use Wifi connection especially on 
these occasions. This shows that the real value of a 
cellular communication system is to provide high 
data speeds during mobility or in other words, to 
provide mobile data to mobile users.  
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Fig. 8 – DDF of a base station based on mobility 

Fig. 9 shows real wireless network deployment. 
Base station 1 and base station 2 are co-located, and 
they provide coverage using different operational 
spectrum. This model is called the ‘overlay’ 
coverage method, where one base station uses a 
lower frequency band to provide greater coverage 
than a co-located base station using a mid or high 
frequency band. The higher the mobility in the 
network, the higher the value that network delivers 
to its subscribers. Hence, the DDF factor is included 
in the pricing model since the network will be more 
valuable if there are a high number of mobile users 
or highly mobile users in the network. 

 

Fig. 9 – Distribution of subscribers In a real network cluster 

3. BLOCKCHAIN 

3.1 What is blockchain? 

Blockchain is a distributed ledger technology that 
records transactions securely in an untrusted 
system [2], [13]. Blockchain records each 
transaction as a part of an existing block or as a new 
block. The first block in a blockchain is called the 
genesis block, and this is where blockchain starts. 
Each block generates encrypted input to the next 
block, and this creates extremely secure chains of 
blocks, where one unauthorized change in a block 
will make all blocks invalid [2], [12-13]. 

Each block in a blockchain is generated by a group 
of computing nodes called miners [2]. Miners 
collaboratively generate each block by following 
strict rules of generating a block, and by using 
strong cryptographic hash algorithms such as 
SHA-256 [10], [13]. Each VUPU created is recorded 
in a blockchain and any transaction performed on 
VUPU is also recorded in a blockchain. A transaction 
can be a sell transaction, a buy transaction, or an 
exchange transaction. Since VUPUs are recorded in 
blockchain, it is impossible to change any 
transaction details. 

3.2 Small-cell blockchain 

In a small-cell blockchain, each event in the network 
is recorded as a part of an existing block or part of a 
new block [2], [12]. An event in the network is 
defined as any action occurring in the network. 
For instance, a newly changed small-cell parameter 
is an event, or the amount of data transmitted to a 
user in the downlink is also an event. The higher the 
number of small-cells, the higher the number 
of events happening in the network; however, 
block generation will be also faster since a high 
number of small-cells will mine a block in small-cell 
blockchain [2].  

4. BASE STATION TOKENS 

The formula for the price of VUPU is 

𝑃(𝑇)VUPU 

=
∑ (𝐷𝐷𝐹𝑛 . 𝑆𝑈𝐹𝑛 . (∑ (𝑅𝑃𝑈𝑖,𝑛 . 𝑁𝑛)

𝑇=180(𝑘+1)
𝑖=180𝑘 )) 𝐵

𝑛=1

𝑆
(

1
𝐷𝐷𝐹 .  𝑆𝑈𝐹

)
 

+ 
max {𝑇𝐼,0}

𝑆
(

1
𝐷𝐷𝐹 .  𝑆𝑈𝐹

)
 .              (10) 
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The first set of shares of a cluster will be 
1000 shares, and issue time will depend on network 
performance. Naturally, shares will be issued when 
they are the most valuable, and also shares will be 
sold by investors when they are the most valuable. 
Fig. 10 shows the impact of DDF on the number of 
distributed shares of a cluster. When DDF increases, 
the value of the network cluster will increase and 
the price of the issued share will also increase. If the 
wireless network serves a diverse set of traffic at 
the beginning of network operation, then the share 
price will increase faster and will stabilize later 
(DDF = 2, 3). An additional set of traffic served by 
the network will also increase the price, however 
with a decreasing step-size (DDF = 4). In this article, 
the demand of investors on the price of shares is not 
investigated, and it will be studied in the next article. 
Each network cluster has a cluster head. When 
VUPUs are issued for a network cluster, VUPUs are 
recoded in small-cell blockchain as part of an 
existing block or as a new block. Blocks are 
generated by each miner base station in a network 
cluster, and each network cluster has a different 
number of miners. A consensus algorithm is used to 
verify the load of each base station in the network. 
Proof of work is used in bitcoin network [2], and 
Proof of stake is used in an Ethereum network [12]. 

The Proof of Data Load (PoDLO) consensus 
algorithm is a newly introduced consensus 
algorithm and is used to verify the load of a base 
station so that the correct VUPUs are calculated. 
A cluster head sends load information to each base 
station in the cluster, and there might be a direct 
connection between base stations. If there is no 
direct connection between two base stations, 
messages are relayed through base station(s) in the 
middle.    

There is a total of 6 messages exchanged between 
base stations for a network shown in Fig. 11. Fig. 12 
shows that there are 2 . N +N . (N-1) = N . (N+1) 
messages exchange between nodes, where N is the 
total number of base stations except the cluster 
head. This is a logical network architecture with one 
cluster head controlling two base stations. Since 
each VUPU transaction is recorded in a block, the 
block creation rate is very crucial. And the block is 
created when the network cluster has received 
votes from each base station. 

 

 

Fig. 10 – Impact of DDF on the issued VUPU shares 

 

Fig. 11 – Cluster head, base stations, and messaging 

Vote means ‘load verification’ messages that each 
base station sends to the network cluster. There is 
one cluster head running the consensus algorithm, 
and each base station belonging to the cluster sends 
its load verification votes to the network cluster head. 
Load verification means the verifying of a load of a 
base station in the network by another base station 
so that accurate load information can be collected 
for better price calculation of network resources. 
When a base station verifies a load of another base 
station, the verifier base station sends a ‘Yes’ vote to 
the cluster head, and otherwise the verifier base 
station sends a ‘No’ vote to the cluster head. If the 
number of ‘Yes’ votes is larger than ‘No’ votes, then 
a new block is created that is used to record all 
VUPUs related network transactions.  

𝐵𝐶𝑅 = (𝐶 . 𝑀. 𝐷𝑇𝐿) + (𝐵𝑃𝑆(
1

𝑇𝐷𝐹
))      (11) 

where BCR is the block creation rate, C is the 
constant, M is the number of nodes except the 
cluster head, DTL is data transmission latency, and 
BPS is the base station’s processing speed. BPS can 
be represented with a logarithmic function since 
processing speed goes down with an increasing 
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number of processes. Each base station consists of 
central processing unit(s), and memory units the 
power consumption of which increases with the 
increasing amount of load. Increasing power 
consumption also increases the heat on the device, 
which in turn decreases the processing capability of 
the device. 

 
Fig. 12 – Network cluster message exchange model  

One proposed model for BPS is 

 𝐵𝑃𝑆 = (
1

𝑎
) . (𝑉(log10(

𝑉

𝑀
))) + C            (12) 

where ‘a’ is the number of processors of base station 
hardware, or number of cores in a single processor. 
‘V’ is the number of processes, threads processed by 
hardware of the base station and ‘C’ is the number 
of processors or processor cores assigned to the 
mining process.  

Fig. 13 shows data processing latency, that is 
(1-DPS), of a base station with one processor (a = 1), 
two processors (a = 2), and four processors (a = 4). 
M is the constant related to the CPU model, speed, 
and impact of heat on CPU performance. M is a 
direct function of CPU processing power/speed, and 
the load on a CPU. With increasing CPU load and the 
data processing speed, M will also increase.  

 

Fig. 13 – Base station processing latency 

M value is usually given by the manufacturer of the 
CPU and it is unique to CPU model, type, and family. 
When a certain percentage of a base station’s 
resources is assigned to the mining process, BCR 
will increase since miner base stations will only use 
these resources to create a block in small-cell 
blockchain. LTDS depends on the type of the link 
changing between (1msec., 10 msec.). With an 
increasing number of nodes, BCR also increases. 
The VUPU transaction rate will decrease which is 
not acceptable since a fast VUPU transaction record 
rate should be very fast so that buy and sell orders 
can be executed in almost real time. On the contrary, 
bigger N values will lead to a higher VUPU value. 
With one cluster head in a network cluster with 
100 base stations each with a single processor, with 
TDF = 2.5, the BCR is calculated as follows: 

𝐵𝐶𝑅 = (2 𝑥 100 𝑥 10 𝑚𝑠𝑒𝑐) + (𝐷𝑃𝑆
(

1
2.5

)
) =  

2 sec + 40 𝑚𝑠𝑒𝑐 = 2.04 𝑠𝑒𝑐.      (13) 

By changing the cluster size, base station type, 
transmission link type between base stations, BCR 
can be changed, adjusted and be made location and 
time dependent. 

5. CONCLUSION 

This paper presented a novel blockchain-based 
tokenization method for wireless network 
resources. A tokenization method tokenizes 
network reources, and determines the price of each 
unit of these resources. Tokenized network 
resources can be transacted by network investors, 
and collected funds can be used by service 
providers to finance new 5G and 6G network 
deployment. 

This crowdfunding method enables network 
investment by individuals and companies. VUPU, 
DDF and SUF terms are newly introduced in this 
paper. The price of VUPUs can be calculated 
differently depending on how fast the investment 
fund should be sourced. A new formula to calculate 
the price of VUPU is disclosed. With increasing DDF 
and SUF values, the VUPU price also increases. 
VUPUs can be bought and sold at any time, and each 
VUPU transaction is recorded in a blockchain.  
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