
AI-BASED NETWORK TOPOLOGY OPTIMIZATION SYSTEM 

Han Zengfu, Kong Jiankun, Wang Zhiguo, Zhang Yiwei, Liu Ke, Pan Liang, Li Sicong, Wu Desheng  

China Mobile Shandong Branch, 20569, Jingshi road, Jinan, Shandong  

NOTE:  Corresponding author: Han Zengfu, hanzengfu@sd.chinamobile.com 

Abstract – Existing network topology planning does not fully consider the increasing network traffic and 
problem of uneven link capacity utilization, resulting in lower resource utilization and unnecessary 
investments in network construction. The AI-based network topology optimization system introduced in this 
paper builds a Long Short-Term Memory (LSTM) model for time series traffic forecasting, which uses 
NetworkX, a Python library, for graph analysis, dynamically optimizes the network topology by edge 
deletion or addition based on traffic over nodes, and ensures network load balancing when node traffic 
increases, mainly introducing the LSTM forecasting model building process, parameter optimization 
strategy, and network topology optimization in some detail. As it effectively enhances resource utilization, 
this system is vital to the optimization of complex network topology. The end of this paper looks forward to 
the future development of artificial intelligence, and suggests the possibility of how to cooperate with 
operator networks and how to establish cross-border ecological development. 
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1. INTRODUCTION

With the development of 5G technology, operators 
need to rebuild or expand their transport networks, 
as their existing network topology planning does 
not fully consider the increasing network traffic and 
problem of uneven link capacity utilization [1]. The 
utilization of more than 40% of the transmission 
links of the existing networks is low [2,3], which 
increases operators' network construction costs. 
Therefore, how to optimize the network structure 
to make it adapt to future network changes and how 
to improve resource utilization to save construction 
costs have greatly challenged today's operators [7].  

For complex networks, topology analysis requires 

exponential computing [4,5], making manual 
network topology optimization very difficult. With 
the development of Artificial Intelligence (AI) 
technology, Machine Learning (ML) algorithms 
offer a helping hand to resolve complex issues [6,7]. 
A new ecosystem which needs to be established to 
advance such technical developments as applying 
AI and big data technologies to networks is new to 
the industry, and the "AI-ML in 5G Challenge" 
organized by ITU paves the way for such study. This 
paper introduces an AI-based network topology 
optimization system that makes in-depth analysis of 
network topology and proposes a solution to 
maintain high resource utilization when network 
traffic keeps growing [2]. It is especially crucial for 
the optimization of complex network topology. 

Fig. 1 – Complicated network topology analysis 
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2. LSTM MODEL FOR TRAFFIC
FORECASTING

Network traffic forecasting is made based on 
network elements and affected by various factors 
such as the location of network elements, weather, 
and traffic on different base stations. Forecasting is 
mainly implemented via Gompertz models or time 
series forecasting models like LSTM and Prophet 
models [8,9,10]. The traffic forecast made based on 
traditional Extended Gompertz Models (EGMs) 
cannot reflect traffic differences between working 
days and holidays. However, the traffic predicted 
based on time series forecasting models with deep 
learning is more accurate, as history data can be 
learned and used during the traffic forecast [11]. 

2.1 Traffic forecasting model with deep 
learning 

The short-term traffic forecast predicts the data of 
the next few days. As daily traffic features strong 
periodicity, traffic curves of the days in weeks with 
similar attributes are almost the same. In view of 
that, this paper proposes an LSTM model [10,11], a 
recurrent neural network architecture that gives 
full play to the correlation of traffic at different 
times, for traffic forecasting. The model is trained 
with time-stamped traffic (for example, traffic of 
working days or holidays), and outputs more 
accurate predicted data through iteration 
technologies [12]. 

2.2 Establishment of the LSTM model 

In the study, the LSTM model was built with 
TensorFlow2.0 and traffic per hour was taken as a 
sample. The traffic samples of the last 20 days were 
processed first, and the traffic over each network 
element was listed by time series after processing 
[13,14]. The following four steps describe how the 
LSTM model was built and traffic forecasting was 
conducted. 

1) Make data sets: The traffic samples of the first
15 days were used for training and testing, and
those of the remaining 5 days were used for
result verification. The training data set
included 75% traffic samples of the first 15
days, and the testing data set contained the
other 25%. The initial default time sliding
window was 24.

2) Establish the LSTM model: Add two LSTM
layers to the LSTM model for traffic forecasting.

3) Train the model: Input training data and test
data into the LSTM model, and set epochs and
batch_size to 50 and 32 respectively.

4) Conduct traffic forecasting: Forecast the traffic
of the next hour through iteration technologies
based on the time sliding window. Enhance the
forecasting efficiency via multiprocessing
technologies and concurrent processes.

2.3 Optimization of the LSTM model 

At the beginning of the study, the traffic forecasted 
with the default parameters of the model was quite 
different from the data (traffic of the last five days) 
which remained for result verification. After 
repeated comparison and analysis, the most proper 
epochs, batch_size, and slide_window were 
determined. The following shows the way that we 
used in the study to determine those parameters. 

First, set the batch_size and slide_window to fixed 
values, and the epochs to 50, 100, 200 and 400 
respectively. Then, evaluate the impact of each 
epoch’s value on the errors in traffic forecasting in 
terms of the Root Mean Square Error (RMSE) and 
running time. The results indicate that 
"epochs=200" is the optimal choice. 

After the model was trained for 50, 100, 200, and 
400 times respectively, the RMSE generated 
accordingly, predicted traffic volume, and the time 
that training costs were recorded in the following 
table.  

Table 1 – Optimization of the model's epochs 

Times RMSE 
Predicted 

Traffic 
Volume (GB) 

Running 
Time(s) 

50 16.246 251.3 55 

100 3.714 279.9 85 

200 1.9 292.4 148 

400 2.3 293 305 

As Table 1 shows, when the model was trained for 
200 times, it generated the smallest RMSE and cost 
the shortest time. However, when the training was 
conducted for 50, 100, and 400 times, both the 
RMSEs that were generated accordingly, and the 
running time of each training failed to meet the 
requirements. Therefore, the model was finally 
trained for 200 times to ensure both high efficiency 
and accuracy. 
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When epochs were set to 200 and slide_window to 
a fixed value, the result of repeated comparison of 
the errors caused by configuring different 
batch_size showed that batch_size=64 is the best 
choice.  

When epochs=200 and batch_size=64, 
"slide_window=48" causes the minimum error in 
traffic forecast. 

Fig. 2 shows the errors in traffic forecast when the 
model is configured with different parameter values. 

Fig. 2 – Model set with different parameter value

In view of accuracy of the forecast and running 
efficiency, the parameter values of the traffic 
forecasting model were selected through multiple 
rounds of testing. The final values used in the 
system ensure that the average error in traffic 
forecast is under 3%, as shown in Fig. 3 below. 

Fig. 3 – Comparison between predicted data and the data for 
result verification 

After optimization, we input the same sample into 
the new LSTM model (which was named Our-LSTM) 
and other five well-known models respectively, 
namely ARIMA, LightGBM, Prophet, LSTM, and 
DeepAR, and made some comparisons. For specific 
information, refer to Table 2. 

Table 2 - Comparisons of traffic forecasting models 

Model 
Absolute 

Accuracy (%) 
Relative 
Accuracy 

ARIMA 18.36 2.6721 

LightGBM 20.31 1.8742 

Our-LSTM 3.01 0.6552 

Prophet 8.88 2.3516 

LSTM 15.02 1.7471 

DeepAR 16.3 1.6913 

As Table 2 shows, both the absolute and relative 
accuracy achieved through Our-LSTM are better 
than those achieved based on the initial LSTM, 
proving that the hyper-parameters of Our-LSTM 
after optimization are more suitable for the 
network. When compared with other time series 
forecasting models listed in the above table, Our-
LSTM with the highest absolute accuracy and 
relative accuracy is superior to them in short-term 
time series forecasting. 
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3. NETWORK TOPOLOGY ANALYSIS FOR
OPTIMIZATION

Topology optimization is quite complicated. 
Existing network topology planning can hardly 
satisfy future traffic increase or solve the problem 
of uneven load balancing, as it is made based on the 
current network load. Our research is to resolve this 
problem through dynamic network topology 
optimization. Specifically, the topology 
optimization system introduced in this paper 
enables network load balancing and makes the 
topology satisfy future traffic growth. 

NetworkX, a Python library for studying graphs and 
networks, is an effective tool for analyzing network 
topology, building network models, designing new 
network algorithms, and plotting network graphs. 
In this system, NetworkX is used to plot the network 
graph [15]. 

3.1 Network topology reshaping 

3.1.1 Define nodes and links 

As per different functions, significance, and capacity, 
the nodes in the network topology to be optimized 
can be classified into three types, namely, nodes G, 
H, J [16,17,18]. There are also three types of links, 
namely, main links, sub-links, and hanging links. 

Link: A link in the network topology can be made of 
one main link, zero or multiple sub-links, and zero 
or multiple hanging links. The total number of 
nodes on each link does not exceed 30. 

Main link: Each main link has the following features: 
1) Its end nodes are node G/H. 2) Its intermediate
nodes are node H or J. 3) The capacity of each
intermediate node is the same. 4) The total number
of nodes on one main link equals to or is less than
15.

Sub-link: Each sub-link complies with the following 
requirements: 1) Its end nodes are node G/H/J on 
main links (When the types of the start node and 
end node are different, they can only be node G/H), 
and intermediate nodes should be node J. 2) The 
capacity of a node J is smaller than or equal to that 
of either end node of the sub-link. 

Hanging link: The link connects with a node G, or H, 
or J on one main link or sub-link through one edge 
only. The capacity of each node on a hanging link is 
smaller than or equal to that of the node where it 
connects, as shown in Fig. 4 below. 

Fig. 4 – Structure of network topology 

3.1.2 Introduction of neighbor links and 
neighbor nodes for faster topology analysis 

Neighbor nodes and neighbor links in the network 
graph created with NetworkX can be defined [19]. 
As for neighbor nodes, one node on a specified link 
is adjacent not only to the appropriate node on the 
same link, but also to the nodes within a certain 
distance. Neighbor links refer to the links where 
two neighbor nodes (on different links) locate. The 
network topology in full status indicates that all 
neighbor nodes in this topology are connected. Such 
topology includes both existing links and all 
potential neighbor links. Network topology in 
optimized status refers to the network graph that 
we achieve by removing appropriate edges. 
Topology in full status and in optimized status can 
be mutually transformed. 

Neighbor nodes and neighbor links become the only 
two factors that one needs to figure out when any 
node or link is to be analyzed, making iteration 
more simplified and topology analysis more 
efficient, as shown in Fig. 5 below. 

Fig. 5 – Full and optimized status 

3.2 Innovative "Node-Removing Method" for 
highly efficient topology recovery 

The network topology solution proposed in this 
paper is implemented based on edge reshaping. 
Specifically, links in the network topology need to 
be sorted out and saved in a link library. 
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First, find the main links whose end nodes are G or 
H via the DFS algorithm [20,21], and save all such 
main links in the link library. For cross-connected 
main links, select the one that is comparatively 
longer than the others in accordance with 
constraint rules on cross-connected links. 

Regarding the sub-links and hanging links, the 
innovative "Node-Removing Method" is applied to 
sort them out when all main links have been 
identified. Specifically speaking, after main links in 
the network topology are removed, the related sub-
links and hanging links will be disconnected 
accordingly. In this way, all the links in this network 
topology can be sorted out by category, and all the 
links of the topology will be recorded in the library 
by category. 

1) Select one main link from the link library, and
then remove it by using NetworkX.

2) Execute the connected_components() method
to identify all connected sub-graphs [15].

3) Review all these sub-graphs and remove the
sub-graphs that are not related to the current
main link in accordance with the existing node
connections.

4) Associate the sub-links and hanging links in the
sub-graphs that have been removed in step 3
with the correct main link, and update the
collection of neighbors’ links in the link library.

5) Continue to remove other main links in the
same way until all the sub-links and hanging
links in the graph are associated with
appropriate main links, as shown in Fig. 6
below.

Fig. 6 – Node removing method 

3.3 Evaluation of network topology 

The following formula describes how the effect of 
network topology optimization is evaluated based 

on the network service rules, rules for assessing 
node levels [22,23], and the requirements for link 
load balancing.   

max object_ratioavg – (Eavg+Emin+Emax) – α · sub_ratio 
-β · hang_ratio (1) 

Explain: 

object_ratioavg: Daily average of the ratio of links 
whose bandwidth utilization is optimized to the 
target range per hour  

Eavg: Daily average of the E-value per hour that 
indicates network load balancing  

Emin: Minimum E-value per hour of each day  

Emax: Maximum E-value per hour of each day 

sub_ratio: Proportion of nodes on sub-links to those 
on the entire link (daily average of values per hour) 

hang_ratio: Proportion of nodes on hanging links to 
those on the entire links (daily average of values per 
hour) 

α,β: Constant coefficients that are set to 0.02 and 
0.05 respectively. 

Edge addition: Distance between two nodes that are 
to be connected by adding an edge for topology 
optimization should be within 500 meters.  

Number of nodes on each link: Maximally 30 nodes 
on each link. 

Target range of link bandwidth utilization: 

[
3

5
 𝜇 ,    

7

5
 𝜇]

Formula used to calculate E-value: 

𝑓𝑝 =
∑ 𝑓𝑥𝑖

𝑛𝑜𝑑𝑒𝑠 𝑛𝑢𝑚𝑏𝑒𝑟
𝑖

A
(2) 

"E" is the variance of the link bandwidth utilization 
(fp) of all links in the network topology.   

"μ" is the average of bandwidth utilization of all the 
links in the network topology. In the formula, fx is 
the traffic on the nodes (excluding the start and end 
nodes) on the link, and A stands for the maximum 
node capacity that one node (excluding the start 
and end nodes) on the link can possess.  

3.4 Build and complete network topology 
optimization and find the optimal 
solution through iteration 

Network topology optimization for load balancing can 
be implemented in three different ways [24,25,26,27], 
including link combination, partial link optimization, 
and the optimization by node transfer. 
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Identify links with heavy or low load based on their 
link utilization, check the link library to search for 
their neighbor links that carry low load or whose 
link utilization is within the target range, confirm 
whether any link combination can be conducted in 
accordance with the rules for link optimization, and 
combine the links that comply with the rules. 

In the case where links cannot be optimized in the 
above way, partial link optimization can be 
implemented. 1) Identify the links adjacent to the 
sub-links or hanging links of the links with heavy 
load; 2) Opt for one appropriate neighbor link and 
connect those sub-links or hanging links with the 
neighbor link in accordance with the related rules. 

 

The optimization by node transfer is applicable to 
all the links (including those whose link bandwidth 

utilization is within the target range). Specifically, 
the links are optimized through the transfer of some 
nodes with heavy load on these links to other links. 
It reduces the variance in the utilization of all links. 

During network topology optimization, the 
iteration of network topology is carried out every 
hour, which is 24 times a day.  

Regarding the topology optimization system, the 
network topology iteration carries out every hour 
after the first topology recovery. Therefore, each 
day, 25 scores on link ‘status calculated’ based on 
the evaluation formula can be achieved. During the 
topology iteration, the previous day's network 
topology with the highest score is used to start the 
next round of network topology optimization. 
Finally, the result of the optimization showed that 
the proportion of links with balanced load increased 
by 86%, as shown in Fig. 7 below.

 

Fig. 7 – Network topology optimization process 

3.5 Unique network topology restructuring 
for better topological structure 

Network topology restructuring is to optimize the 
links that carry heavy or low load for a long time 
when basic network topology optimization is 
completed [28,29]. 

First, identify links with a heavy or low load for a 
long time. Second, split the link with heavy load into 
two links through either of the following two ways. 
One is to connect the link with two neighbor nodes 
(node G or H) respectively by adding two new edges. 
The other is to connect it with another main link 
that carries low load. By doing so, the iteration of 
the new topology carried out afterwards based on 
the new structure improves the utilization of all 
links [30]. 

The network topology restructuring aims to 
optimize network topology in a more complete way. 
In other words, it changes the status of the links that 
carry unbalanced load for a long time. In the study, 
we extended the distance between two neighbor 
nodes to 1000 meters and witnessed a 169% 
increase in the proportion of the links with a 
balanced load through the network topology 
restructuring [31,32], as shown in Fig. 8 below. 
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Fig. 8 – Proportion of links with balanced load in different 
optimization stages 

The above-mentioned solution introduces a 
complete network topology optimization system for 
effective resolution of network topology problems, 
as shown in Fig. 9 below. 

Fig. 9 – A complete network topology optimization system 

4. CONCLUSION

Traffic forecasting and network load balancing are 
always under the spotlight of operators. During the 
study, all tests prove that the forecast accuracy and 

efficiency of the optimized LSTM are higher than 
those of ARIMA, LightGBM, Prophet, and DeepAR. 
Therefore, it can provide better support for 
operators' resource investment. The network 
topology optimization model proposed in this paper 
is optimized based on the actual size of the network 
that we worked on in the study. In view of different 
locations, periods of time, network sizes, and 
network characteristics, the model needs to be 
optimized in accordance with different topology 
reshaping rules tailored based on the nodes and 
routing of the network to be optimized. This model 
is vital to network topology optimization, as it can 
enhance the resource utilization by over 30%.  

In this paper, a brand-new AI-based network 
topology optimization system is proposed. By 
analyzing future network traffic development 
trends via a traffic forecast model and refining 

network structures through a network topology 
optimization model, this system enhances the 
utilization of network resources and reduces 
operators' investments. The advent of the 5G era 
brings the world booming network traffic and more 
complicated network structures, and AI-based 
network topology optimization is superior to other 
methods for its outstanding capability and 
practicability in dealing with complex networks. It 
ensures sustainable network development and 
guarantees the return on investment ratio for 
operators. The AI-based network topology 
optimization system introduced in this paper is 
proposed based on ITU AI standards, and features: 

1) Creativity: It addresses difficulties and
promotes the development of intelligent
networks by applying cutting-edge AI
technologies to operator networks.

2) Enhanced traffic forecast algorithm: It enables
more accurate traffic forecasting.

3) A complete network topology analysis and
optimization structure: The concepts of
neighbor, node removing method, and three-
step network topology optimization that are
introduced for the first to the industry
effectively accelerate the network topology
analysis. Moreover, the network restructuring
fixes the defects of existing network topologies,
paving the way for future network topology
optimization.

The challenge organized by ITU has offered a great 
opportunity for building a cross-field ecosystem, 
and operators and ITU should continue to make 
joint efforts (e.g. encourage crowd-funding AI 
algorithms) to resolve common problems. For 
example, building a middleware platform to open 
data and solve problems together, organizing more 
competitions and building the ecosystem for 
developers for closer collaboration. 
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