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Foreword 

The ITU Journal embodies the inclusive character of 

ITU.  

It seeks global representation in its published papers and 

teams of reviewers and editors, and it welcomes an 

interdisciplinary approach to the broad scope of topics 

addressed by ITU.  

ITU is the United Nations specialized agency for 

information and communication technologies (ICTs). 

Our global membership includes 193 Member States 

and over 900 companies, universities, and international 

and regional organizations.  

In contributing to the Journal and the work of ITU, 

leading minds in science and engineering are providing 

insight into the latest developments in ICT and prospects for future innovation. 

ITU works in service of the public interest, aiming to ensure that all people share in the benefits of the 

ICT advances changing our world. This mission is very much aligned with the mission of the global 

academic community.  

I express my gratitude to all contributors to this second issue of the ITU Journal and I would especially 

like to thank our Editor-in-Chief, Ian F. Akyildiz, for the great dedication and conviction that define his 

leadership. 

 

 

Houlin Zhao 

Secretary-General 

International Telecommunication Union 
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Foreword 

We are entering new frontiers in information and 

communication technology (ICT) as digital 

transformation reshapes our societies and economies. As 

future technologies are conceived and the state of the art 

evolves, the ITU Journal will lead an open conversation 

at the forefront of this innovation.  

Our Journal, free of charge for both readers and authors, 

is the latest initiative to contribute to the growing 

strength of ITU’s relationship with academia.  

Researchers participate alongside policymakers and 

industry-leading engineers in ITU expert groups 

responsible for radiocommunication, standardization 

and development. Contributions from research 

communities bring greater strength to the work of ITU, 

and participation in ITU helps these communities to increase the impact of their research. 

I thank all contributors to this second issue of the ITU Journal and I welcome you to the ITU community. 

I also express my gratitude to our Editor-in-Chief, Ian F. Akyildiz, for the vision and passion with which 

he is creating unique value to readers and authors worldwide.  

ITU Academia membership, ITU Kaleidoscope conferences and the ITU Journal are key avenues for 

the academic profession to engage in ITU’s work. I encourage you to join us in our work to help all 

innovators achieve their ambitions in digital transformation. 

 

 
Chaesub Lee 

Director 

ITU Telecommunication Standardization Bureau 
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Editor-in-Chief’s Message 

I am pleased to welcome you on behalf of the International 

Telecommunication Union to the second issue of the ITU Journal on 

Future and Evolving Technologies (ITU J-FET). This journal is the 

peer-reviewed publication of the Union, available at no cost for both 

authors and readers. Releasing this complete issue soon after the 

announcement of our inaugural publication at the end of 2020 

confirms that the ITU J-FET is indeed free, fast, for all.   

With the commitment of an expert, international editorial board and 

of the researchers who contributed to this issue, eight papers have 

been published, providing analyses into emerging technologies and 

forward-looking solutions around networks and communication 

systems. 

I trust that our readers will enjoy the research included in this 

publication and be encouraged to contribute to the academic 

discussions ongoing here. 

To begin this issue, the paper “Dynamic power control for time-critical networking with heterogeneous 

traffic” focuses on future wireless networks and presents a stochastic network optimization problem, 

developing an algorithm to solve this in real-time. Considering further algorithms and developments 

towards protocol standards, “Reconfiguration algorithms for high precision communications in time 

sensitive networks: Time-aware shaper configuration with IEEE 802.1Qcc” investigates the impact of 

IEEE 802.1Qcc management protocol to configure Time Aware Shaper reconfigurations in response to 

dynamic network conditions.  

With the increasing discussions related to cryptocurrencies today and the rise in the number of users on 

payment channel networks, privacy concerns are being brought to the fore. “An evaluation of 

cryptocurrency payment channel networks and their privacy implications” examines these issues and 

evaluates the various payment networks according to privacy metrics.  

Software Defined Networks are likely to revolutionize network deployment and contribute to economic 

growth. The published paper, “Controller placement optimization software defined wide area networks 

(SDWAN)” provides a tested approach for network operators integrating SDN or developing new SDN 

deployment plans for optimal controller placement. With a similar lens towards the future and economic 

growth, “Economic efficiency of spectrum allocation” makes the case for a digital spectrum 

management system to encourage a more sustainable model of development in a time where the demand 

for spectrum is continuously increasing. 

Aiming to balance the efficiency trade-offs between low implementation complexity and high error 

correction in OFDM communication systems, a performance analysis of new Hamming Coding design 

is provided in “Performance of a parallel Hamming Coding in short-frame OFDM sensor’s network”.  

Deployment of wireless sensor networks is often limited by the Radio Access Technologies (RATs) 

used and now, authors present a new RODENT (Routing Over Different Existing Network 

Technologies protocol). This technology is explained as being more energy efficient, with increased 

coverage and multiple data requirements support, according to the research in “RODENT: A flexible 

TOPSIS based routing protocol for multi-technology devices in wireless sensor networks”.  

The eighth paper “A multi-link communication connectivity game under hostile interference” adopts the 

principles of game theory to show how decision making can be improved for determining 

communication stabilization including in MLCC systems. 

https://edas.info/N27714
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Beyond this issue, a series of five special issues will be published later this year, covering areas of 

research pertinent to the work of ITU. I look forward to announcing these publications and continuing 

to encourage researchers to submit to the ITU J-FET, as we accept submissions throughout the year.   

I would like to thank the authors and expert editors that have contributed to this issue of the ITU J-FET. 

I wish to express my gratitude to the ITU Secretary-General, Houlin Zhao, for his continued support 

and for entrusting me with the responsibility to lead this Journal as Editor-in-Chief. I would also like to 

thank the Director of the ITU Telecommunication Standardization Bureau, Chaesub Lee, for his support, 

and the ITU Journal Team. 

 

 
Dr. Ian F. Akyildiz 

CEO 

Truva Inc., 

Alpharetta, GA 30022, USA 

Ian.akyildiz@itu.int 
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Abstract – Future wireless networks will be characterized by heterogeneous trafϔic requirements. Examples can be low‑
latency or minimum‑througput requirements. Therefore, the network has to adjust to different needs. Usually, users with
low‑latency requirements have to deliver their demand within a speciϔic time frame, i.e., before a deadline, and they coexist
with throughput oriented users. In addition, mobile devices have a limited‑power budget and therefore, a power‑efϔicient
scheduling scheme is required by the network. In this work, we cast a stochastic network optimization problem for minimiz‑
ing the packet drop rate while guaranteeing a minimum throughput and taking into account the limited‑power capabilities
of the users. We apply tools from Lyapunov optimization theory in order to provide an algorithm, named Dynamic Power
Control (DPC) algorithm, that solves the formulated problem in real time. It is proved that the DPC algorithm gives a solu‑
tion arbitrarily close to the optimal one. Simulation results show that our algorithm outperforms the baseline Largest‑Debt‑
First (LDF) algorithm for short deadlines and multiple users.

Keywords – Deadline‑constrained trafϐic, dynamic algorithms, heterogeneous trafϐic, Lyapunov optimization, power‑
efϐicient algorithms, scheduling.

1. INTRODUCTION
5G and beyond networks are poised to support a mixed
set of applications that require different types of services.
There are two main categories of applications. The ϐirst
category includes applications that require bandwidth‑
hungry services and the second includes delay‑sensitive
applications. The second category differentiates the cur‑
rent networks from future networks. These applications
require low‑latency services and increase the need for
time‑critical networking. In time‑critical networking, ap‑
plications are required to deliver their demands within a
speciϐic time duration [1]. In other words, each packet
or a batch of packets has a deadline within which data
must be transmitted, otherwise, it is dropped and re‑
moved from the system [2]. This is connectedwith the no‑
tion of timely throughput. Timely throughput measures
the long‑term time average number of successful deliv‑
eries before the deadline expiration [3, 4]. Each time‑
critical application belongs to a different category. For
example, motion control, smart grid control, and process
monitoring belong to the industrial control category. Fur‑
thermore, the growing popularity of real‑time media ap‑
plications increases the need for designing networks that
can offer services with low latency. Such applications are
media production, interactive Virtual Reality (VR), cloud
computing, etc, that are under the umbrella of the Tactile
Internet [5].
With the pervasiveness of mobile communications, such
applications need to performoverwireless devices. In or‑
der to achieve reliable communication, the devices have
to adapt their power transmission according to chan‑

nel conditions. However, many devices may have a lim‑
ited power budget. Therefore, energy‑efϐicient commu‑
nications have become a very important issue. In this
work, we propose a scheduling algorithm that handles
a heterogeneous set of users with heterogeneous traf‑
ϐic. In particular, we consider a network with deadline‑
constrained users and users with minimum‑throughput
requirements, with a limited‑power budget. We provide
an algorithm that solves the scheduling problem in real
time. We prove that the obtained solution is arbitrarily
close to the optimal.

1.1 Related works
Delay‑constrained network optimization and perfor‑
mance analysis have been extensively investigated [6]. A
variety of approaches have been applied to different sce‑
narios. There is a line of work that considers the control
of the maximum number of retransmissions before the
deadline expiration. In [7], the authors consider a user
transmitting packets over awireless channel to a receiver.
An optimal scheduling scheme is proposed that provides
the optimal number of retransmissions for a packet. In
[8], the authors consider users with packets with dead‑
lines in a random‑access network. They show how the
number of maximum retransmissions affects the packet
drop rate. In [9], the authors consider a single transmit‑
ter that transmits symbols to a receiver. Each symbol
has a deadline and a corresponding distortion function.
The authors consider the distortion‑minimization prob‑
lem while fulϐilling deadline constraints. In [10], the au‑
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thors consider a systemwith an Age‑of‑Information (AoI)
oriented user and a deadline‑constrained user. The au‑
thors provide the distribution of the AoI and the packet
drop rate and they examine the interplay between them.
Furthermore, energy and power efϐicient scheduling
schemes for delay‑constrained trafϐic have attracted a lot
of attention over the last the few years [11–16]. In [11],
the authors consider the minimization of drop rate for
users with a limited power‑budget. They propose an
approximated algorithm that performs in real time. In
[12], the authors propose an algorithm that minimizes
the time average power consumption while guaranteeing
minimum throughput and reducing the queueing delay.
They also consider a hybridmultiple access systemwhere
the scheduler decides if the transmitter serves a user by
orthogonal multiple access or non‑orthogonal multiple
access. In [13], [14], the authors utilize Markov decision
theory to provide an optimal energy‑efϐicient algorithm
for delay‑constrained users.
Lyapunov optimization theory has been widely applied
for developing dynamic algorithms that schedule users
with packets with deadlines. In [17–20], the authors con‑
sider the rate maximization under power and delay con‑
straints. In [17], the authors consider the power alloca‑
tion for users with hard‑deadline constraints. In [18], the
authors consider the rate maximization of non‑real‑time
users while satisfying the packet drop rate for users with
packets with deadlines. In [19,20], consider packets with
deadlines for scheduling real‑time trafϐic in wireless en‑
vironments. A novel approach for minimizing the packet
drop rate while guaranteeing stability is provided in [21].
The authors combine tools from Lyapunov optimization
theory andMarkov decision processes in order to develop
an optimal algorithm for minimizing the drop rate under
stability constraints. However, the algorithm is able to
solve small network scenarios because of the curse of di‑
mensionality problem.
Besides delay‑constrained trafϐic management,
throughput‑optimal algorithms have been developed
over the years. Following the seminal work in [22],
many researchers developed different solutions for
the throughput‑maximization problem by proposing
a variety of approaches [23–25]. In [23], the authors
consider the throughput‑maximization while guaran‑
teeing certain interservice times for all the links. They
propose the time‑since‑last‑service metric. They com‑
bine the last with the queue length of each user and
they propose a max‑weight policy based on Lyapunov
optimization. In [24], [25], the authors consider the
throughput‑maximization in networks with dynamic
ϐlows. More speciϐically, in [24], the authors consider a
hybrid system with both persistent and dynamic ϐlows.
They provide a queue‑maximum‑weight based algorithm
that guarantees throughput‑optimality while reducing
the latency. In [25], the authors consider a network
with dynamic ϐlows of random size and they arrive in
random size at the base station. The service times for
each ϐlow varies randomly because of the wireless chan‑

nel. The authors provide a delay‑MaxWeight scheduler
that has proven its throughput is optimal. Research on
scheduling heterogeneous trafϐic with Ultra‑Reliable Low
Latency (URLLC) users and enhanced Mobile Brodband
(eMBB) has attracted a lot of attention by the com‑
munity [26]‑ [33]. In [26], [27], the authors show the
beneϐits of ϐlexible Transmission Time Interval (TTI) for
scheduling users with different types of requirements.
In [28], the authors propose an algorithm that jointly
schedules URLLC and eMBB trafϐic. They consider a
slotted time system in which the slots are divided into
mini slots. They consider the frequency and mini‑slots
allocation over one slot. In [29], the authors consider the
resource allocation for URLLC users. They study resource
allocation for different scenarios: i) OFDMA system,
ii) system that includes retransmissions. In [30], [31],
the authors propose a low‑complexity algorithm for
scheduling URLLC users. The authors in [32] consider
the throughput maximization and HARQ optimization for
URLLC users. Furthermore, reliable transmission is an
important issue of URLLC communications. In [33], the
authors consider a network in which multiple unreliable
transmissions are combined to achieve reliable latency.
The authors model the problem as a constrained Markov
decision problem, and they provide the optimal policy
that is based on dynamic programming.

1.2 Contributions
In this work, we consider two sets of users with hetero‑
geneous trafϐic and a limited‑power budget. The ϐirst
set includes users with packets with deadlines and the
second set includes users with minimum‑throughput re‑
quirements. We provide a dynamic algorithm that sched‑
ules the users in real time and minimizes the drop rate
while guaranteeing minimum throughput and limited‑
power consumption. The contributions of this work are
the following.

• We formulate an optimization problem for minimiz‑
ing the drop rate with minimum‑throughput con‑
straints and time average power consumption con‑
straints.

• We provide a novel objective function forminimizing
the drop rate. The objective function does not take
into account only if a packet is going to expire or not,
but also the remaining time of a packet before its ex‑
piration.

• We apply tools from the Lyapunov optimization the‑
ory to satisfy the time average constraints: through‑
put and power consumption.

• The proposed algorithm is proved to provide a solu‑
tion arbitrarily close to the optimal.

• Simulation results show that our algorithm outper‑
forms the baseline algorithm proposed in [3] for
short deadlines and multiple users.

ITU Journal on Future and Evolving Technologies, Volume 2 (2021), Issue 1

2 © International Telecommunication Union, 2021



N
N � {1, . . . , N}

t ∈ Z t

Actuation/Control

VR/AR

Tactile Internet

R ⊆ N
U ⊆ N

u ∈ U

U ∪ R = N U ∩ R = ∅

r mr ∈ Z+ ∀r ∈ R
dr(t) t

r
Qr(t) r t

πr

r α(t) � {αr(t)}r∈R
αr(t) ∈ {0, 1}

r t

λr

r E{αr(t)} = λr

r ∈ R

(t) �

{Si(t)}i∈N i
t

i
S � { , } Si(t) ∈ S ∀i ∈ N

(t)
p(t) � [p1(t), . . . , pN (t)]

t{
0, P ( ), P ( )

}
P P

Pi(t)
Si(t)

P

pi(t) ∈
{{

0, P
}

Si(t) ={
0, P

}
Si(t) =

∀i ∈ N

μi(t)
i t

μi(t) �
{
1 pi(t) > 0

0
∀i ∈ N

t
(t)

p(t)

P(t) �
{
p(t) :

N∑
i=1

{μi(t)=1} ≤ 1

}

{·}
r ∈ R

1
r Dr(t)

r t
r ∈ R

Qr(t+ 1) = [Qr(t)− μr(t), 0] + αr(t)−Dr(t) ∀i ∈ R

r ∈ R
i ∈ N

u ∈ U
Dr �

t→∞Dr(t) ∀r ∈ R
pi �

t→∞ pi(t) ∀i ∈ N
μu =

t→∞ μ̄u(t) ∀u ∈ U

Dr(τ) = 1
t

t−1∑
τ=0

Dr(t) pi(t) =

1
t

t−1∑
τ=0

pi(τ) μ̄u(t) = 1
t

t−1∑
τ=0

μu(τ)

ITU Journal on Future and Evolving Technologies, Volume 2 (2021), Issue 1

© International Telecommunication Union, 2021 3



Table 1 – Notation Table.

N Set of the total users in the system Pi(t) Set of selectable power levels of
user i

R Set of the deadline‑constrained users Zu(t) Length of throughput‑dept queue
of user u

U Set of the minimum‑throughput requirements users fr(t) Cost function for user r
t tth slot µr(t) Power allocation indicator of user

i
Qr(t) Number of packets in queue r P(t) Set of power constraints for p(t)
πr Packet arrival probability of user i Dr(t) Packet drop indicator of user r

αr(t) Packet arrival indicator of user r Dr Packet drop rate of user r
mr Deadline of packet of user r pr Average power consumption of

user r
dr(t) Number of slots left before the deadline of user r Xr(t) Length of virtual queue of user i
S(t) Channel states L(·) Quadratic Lyapunov function
p(t) Power allocation vector ∆(L(·)) Lyapunov drift
γi Allowed average power consumption for user i α(t) Packet arrival indicator vector

rate represents the average number of dropped packets
per time slot. The average power consumption repre‑
sents the average of transmit power over all time slots.
The throughput represents the average served packets
per time slot for each user u ∈ U .
These metrics are connected and we will show in the fol‑
lowing sections how the average power consumption af‑
fects the packet drop rate and the throughput.

3. PROBLEM FORMULATION
Ourgoal is to achieve theminimumdrop rate fordeadline‑
constrained users while providing a minimum through‑
put for each user u ∈ U and keeping the average power
consumption for every user below a threshold. To this
end, we provide the following stochastic optimization
problem

min
p(t)

∑
r∈R

Dr (8)a

s. t. pi ≤ γi, ∀i ∈ N , (8)b
µ̄u ≥ δu, u ∈ U , (8)c
p(t) ∈ P(t), (8)d

where γi ∈
[
0, P (High)] indicates the allowed average

power consumption for each user i. Also, δu denotes the
minimum throughput requirement for each user u ∈ U .
The constraint in (8)b ensures that average power con‑
sumption of each user i remains below γi power units.
The formulation above represents our intended goal
which is the minimization of the packet drop rate. How‑
ever, the objective function in (8)a makes the solution
approach non‑trivial. The decision variable, p(t) (power
allocation), is optimized slot‑by‑slot for minimization of
the objective function that is deϐined over an inϐinite time
horizon. We have to cope with one critical point: we do

not have prior knowledge about the future states of the
channel and packet arrivals in the system. Therefore, we
are not able to predict the values of the objective function
in the future slots in order to decide on the power allo‑
cation that minimizes the cost. We aim to design a func‑
tion whose future values are affected by the current deci‑
sion and the remaining expiration time of the packets. To
this end, we introduce a function incorporating the rela‑
tive difference between the packet deadline mr and the
number of remaining future slots (dr(t)−1) before its ex‑
piration as described below

fr(t) ,
mr − (dr(t)− 1)

mr
1{µr(t)=0}, ∀r ∈ R. (9)

The function in (9) takes its extreme value, fr(t) = 0,
when a packet of user r ∈ R is served, or fr(t) = 1when
a packet of user r ∈ R is dropped. Therefore, that func‑
tion takes the same valueswith those of (5) in the extreme
cases. In addition, the function in (9) assigns the cost ac‑
cording to the remaining time of a packet to expire in the
intermediate states, i.e., when a packet is waiting in the
queue. The cost increases when there is less time left for
serving the packet with respect to the deϐined deadline.
The time average of fr(t) is

fr , lim
t→∞

fr(t), ∀r ∈ R, (10)

where fr(t) , 1
t

t−1∑
τ=0

fr(τ) and

f =
∑
r∈R

fr(t). (11)
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Finally, we formulate a minimization problem by using
(10) as shown below

min
p(t)

∑
r∈R

fr (12)a

s. t. pi ≤ γi, ∀i ∈ N , (12)b
µ̄u ≥ δu, u ∈ U , (12)c
p(t) ∈ P(t). (12)d

4. PROPOSED APPROXIMATE SOLUTION
The problem in (12) includes time average constraints.
In order to satisfy these constraints, we aim to develop a
policy that uses techniques different from standard opti‑
mizationmethods based on static and deterministicmod‑
els. Our approach is based on Lyapunov optimization the‑
ory [34].
In particular, we apply the technique developed in [35]
and further discussed in [34] and [36] in order to develop
a policy that ensures that the constraints in (12)b and
(12)c are satisϐied.
Each inequality constraint in (12)b and (12)c is mapped
to a virtual queue. We show below that the power con‑
straint and minimum throughput constraints problems
are transformed into queue stability problems.
Before describing the motivation behind the mapping
of average constraints in (12)b and (12)c to virtual
queues, let us recall one basic theorem that comes from
the general theory of stability of stochastic processes
[37]. Consider a system with K queues. The number
of unϐinished jobs of queue i is denoted by qk(t), and
q(t) = {qk(t)}Kk=1. The Lyapunov function and the Lya‑
punov drift are denoted by L(q(t)) and ∆(L(q(t))) ,
E {L(q(t+ 1))− L(q(t))|q(t)} respectively [37]. Below
we provide the deϐinition of the Lyapunov function [37].
Deϔinition 1 (Lyapunov function): A function L : RK → R
is said to be a Lyapunov function if it has the following
properties

• L(x) ≥ 0, ∀x ∈ RK ,

• It is non‑decreasing in any of its arguments,

• L(x)→ +∞, as ||x|| → +∞.

Theorem1 (Lyapunov Drift). If there exist positive values
B, ϵ such that for all time slots twe have∆(L(q(t)) ≤ B−

ϵ
K∑

k=1

qk(t), then the system q(t) is strongly stable.

The intuition behindTheorem1 is that ifwehave a queue‑
ing system, andweprovide a scheduling scheme such that
the Lyapunov drift is bounded and the sum of the length
of the queues are multiplied by a negative value, then the
system is stable. Our goal is to ϐind a scheduling scheme
for which the inequality of Theorem 1 holds for our appli‑
cation.
Let {Xi(t)}i∈N and {Zu(t)}u∈U be the virtual queues as‑
sociated with constraints (12)b and (12)c, respectively.

We update each virtual queueXi(t) at each time slot t as
Xi(t+ 1) = max [Xi(t)− γi, 0] + pi(t), (13)

and each virtual queue Zu(t) as
Zu(t+ 1) = max [Zu(t)− µu(t), 0] + δu. (14)

Process Xi(t) can be viewed as a queue with “arrivals”
pi(t) and “service rate” γi. Process Zu(t) can be also
viewed as a queue with “arrivals” δu and “service rate”
µu(t).
We will show that the average constraints in (12)b and
(12)c are transformed into queue stability problems.
Then, we develop a dynamic algorithm and we prove that
the algorithm satisϐies Theorem 1 and achieves stability.
Lemma1. IfXi(t)andZu(t)are rate stable1, then the con‑
straints in (12)b and (12)c are satisϔied.
Proof. See Appendix B.
Note that strong stability implies all of the other forms
of stability [34, Chapter 2] including the rate stability.
Therefore, the problem is transformed into a queue sta‑
bility problem. In order to stabilize the virtual queues
Xi(t), ∀i ∈ N and Zu(t), ∀u ∈ U , we ϐirst deϐine the Lya‑
punov function as

L(Θ(t)) =
1

2

∑
i∈N

X2
i (t) +

1

2

∑
u∈R

Z2
u(t), (15)

where Θ(t) = [{Xi(t)}i∈N , {Zu(t)}u∈U ], and the Lya‑
punov drift as

∆(Θ(t)) , E {L(Θ(t+ 1))− L(Θ(t))|Θ(t)} . (16)

The above conditional expectation is with respect to the
random channel states and the arrivals.
To minimize the time average of the desired cost fr(t)
while stabilizing the virtual queues Xi(t), ∀i ∈ N ,
Zu(t), ∀u ∈ U , we use the drift‑plus‑penaltyminimization
approach introduced in [36]. The approach seeks to min‑
imize an upper bound on the following drift‑plus‑penalty
expression at every slot t

∆(Θ(t)) + V
∑
r∈R

E {fr(t)|Θ(t)} , (17)

where V > 0 is an “importance” weight to scale the
penalty. An upper bound for the expression in (17) is
shown below

∆(Θ(t)) + V
∑
r∈R

E{fr(t)|Θ(t)} ≤ B

+
∑
i∈N

E{Xi(t)(pi(t)− γi)|Θ(t)}

+
∑
r∈R

E{Zu(t)(δu − µu(t))|Θ(t)}

+ V
∑
r∈R

E{fr(t)|Θ(t)}, (18)

1A discrete time processQ(t) is rate stable if lim
t→∞

Q(t)
t

= 0with prob‑
ability 1 [34].
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where B < ∞ and B ≥ 1
2

∑
i∈N

E{p2i (t) + γ2
i (t)|Θ(t)} +

1
2

∑
r∈R

E{δ2r +µ2
r(t)|Θ(t)}+ 1

2

∑
r∈R

E{α2
r(t)+µ2

r(t)|Θ(t)}.
The complete derivation of the above bound can be found
in Appendix A.

4.1 Min‑Drift‑Plus‑Penalty Algorithm
We observe that the power allocation decision at each
time slot does not affect the value ofB. TheminimumDPC
algorithm observes the virtual queue backlogs of the vir‑
tual queues, the actual queue, and the channel states and
makes a control action to solve the following optimization
problem

min
p(t)

∑
i∈N

Xi(t)(pi(t)− γi) +
∑
r∈R

Zu(t)(δu − µu(t))

+ V
∑
r∈R

fr(t) (19)a

s. t. p(t) ∈ P(t). (19)b

Lemma2. The optimal solution to problem (19)minimizes
the upper bound of the drift‑plus‑penalty expression given
in the right‑hand‑side of (18).

Proof. See Appendix C.

Theorem 2 (Optimality of DPC algorithm and queue sta‑
bility). The DPC algorithm guarantees that the virtual and
the actual queues are strongly stable and therefore, accord‑
ing to Lemma 1, the time average constraints in (12)b and
(12)c are satisϔied. In particular, the time average expected
value of the queues is bounded as

lim
t→∞

1

t

t−1∑
τ=0

(∑
i∈N

E {Xi(t)}+
∑
u∈U

E {Zu(t)}

)
≤

B + V (f∗(ϵ)− f opt)

ϵ
. (20)

In addition, the expected time average of function f(t) is
bounded as

lim
t→∞

sup 1

t

t−1∑
τ=0

E{f(τ)} ≤ f opt +
B

V
. (21)

Proof. See Appendix D.

We summarize the steps of the DPC algorithm that solves
the power control problem in (19) in Algorithm 1.

Algorithm 1: DPC
1 Input constant V , Initialization:

Xi(0) = 0, γi, ∀i ∈ N , Zu(0) = 0, ∀u ∈ U .
2 for t = 1 : . . . do
3 MinObj ←∞
4 for i = 1 : (|N |+ 1) do
5 pi(t) ∈ P(t), Calculate fr(t), ∀r ∈ R
6 Obj ← V

∑
r∈R

fr(t) +
∑
r∈R

Xr(t)(pi(t)− γr)

+ ∑
u∈U

Zu(t)(δu − µi(t))

7 if MinObj>Obj then
8 p′(t)← p(t)
9 MinObj ← Obj

10 p(t)← p′(t)
11 Xj(t+1)← max [Xj(t)− γj , 0]+pj(t), ∀j ∈ N
12 Zu(t+1) = max [Zu(t)− µu(t), 0]+ δu, ∀u ∈ U

In step 1, we initialize the importance factor V and the
lengthof virtual queuesXi(0),∀i ∈ N , andZu(0),∀u ∈ U .
We try all the possible power allocations from the setP in
step 4, and we ϐind the corresponding value of the objec‑
tive function in step 6. In step 7, we check if the candidate
power allocation gives a smaller value of the objective so
far. In steps 11 − 12, we updated the virtual queues. Af‑
ter the search, we obtain the solution, p′(t), for which the
objective function takes its minimum value,MinObj.

5. SIMULATION RESULTS
In this section, we provide results that show the perfor‑
mance of the DPC algorithm regarding the packet drop
rate and the convergence time for the time average con‑
straints, i.e, throughput, and average power consumption
constraints. We use a MATLAB environment to perform
our simulations. For the time average performance, we
run each algorithm for 106 slots.
We ϐirst show the results of a system with two users. Our
goal is to show the performance of DPC for different val‑
ues of the importance factor V . Second, we compare our
proposed algorithm with a baseline algorithm called LDF
algorithm proposed in [3].

5.1 Performance and convergence of DPC al‑
gorithm for different values of V

In Fig. 2, we provide results for a system with two users;
user 1: deadline‑constrained user, user 2: user with
minimum‑throughput requirements. The average power
thresholds are γ1 = 0.7 and γ2 = 0.65 for user 1 and user
2, respectively. The minimum‑throughput requirements
for user 2 is δ2 = 0.4 packets/slot, and the deadlines of
the packet of user 1 ism = 10 slots.

The probability of the channel being in “Good” state and
in “Bad” state is 0.4 and 0.6, respectively. The high level
power and the low level power is PHigh = 2 power units
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Fig. 2 – DPC algorithm performance for different values of V . λ1 = 0.5,
γ1 = 0.7, γ2 = 0.65, δ2 = 0.4,m = 10.
and P Low = 1 power units, respectively.

In Fig. 2a, we show the convergence of the algorithm re‑
garding the minimum‑throughput constraints for differ‑
ent values of the importance factor V . We observe that as
the value of V increases, the time convergence increases
as well. However, we observe that after approximately
2500 slots, the algorithm converges and the minimum‑
throughput requirements are satisϐied. In Fig. 2b, we pro‑
vide results for the converge of the DPC algorithm regard‑
ing the average power consumption constraints of user 1.
The algorithm converges after approximately 8000 slots
for each value of V . The probability of the channel of user
1 being in “Good” state is 0.4. Therefore, the user needs
to transmit with a high power level for a large portion
of the time and that affects the average power consump‑
tion. Thus, the average power consumption constraint
with γ2 = 0.7 is a tight constraint and the algorithmneeds

more time to converge.
In Fig. 2c, we show the trade‑off between the packet drop
rate and average power consumption of user 1. We ob‑
serve that as the value of V increases the average power
consumption increases and approaches threshold γ1. For
V = 10, we observe that the average power consump‑
tion is far from the threshold. In this case, the value of
the virtual queue that corresponds to the average power
consumption is larger than the cost function for a large
period of time because the importance factor is relatively
small. Therefore, the DPC seeks to minimize the larger
term of the objective function that is the value of the vir‑
tual queue. On the other hand, as we increase V , the cost
function is weighted more and therefore, the DPC algo‑
rithm seeks to minimize the cost function which is the
most weighted term in the objective function. However,
the average power consumption remains always below
threshold γ1.

5.2 DPC vs LDF
In this subsection, we compare the performance of our al‑
gorithm with that of LDF. The LDF algorithm allocates
power to the user with the largest‑debt. Algorithm LDF
selects, at each time slot t, the nodewith the highest value
of yi(t), where yi(t) is the throughput debt and is deϐined
as

yi(t+ 1) = tqi −
t∑
τ

µi(t), (22)

where qi is the throughput requirements for user i. In our
case, for the users with throughput requirements, qi = δi.
For the deadline‑constrained users, qi will be equal to the
percentage of the desired served packets for users with
deadlines. For example, if our goal is to achieve a zero
drop ratewe set qi = λi. However, this is not always feasi‑
ble, i.e., zero drop rate and satisfaction of the throughput
constraints. Therefore, in this case, we get a higher drop
rate and lower throughput. Note that the LDF algorithm
does not account for the average power constraints. It
was shown in [3] that LDF is throughput optimalwhen the
problem is feasible for systems with users with through‑
put requirements.
In this set‑up, we consider one user with packets with
deadlines and a set with multiple users with minimum‑
throughput requirements. The probability that the chan‑
nel is in “good” state is equal to 0.9 for all the users. In or‑
der to observe a fair comparison between the algorithm,
we consider that the average power threshold is 2 for all
the users. Therefore, the average power constraint for ev‑
ery user is always satisϐied. The arrival rate for user 1 is
λ1 = 0.35 packets/slot.
In Fig. 3, we compare the performance of the algorithms
regarding the packet drop rate as the number of users
with minimum‑throughput requirements increases. In
Fig. 3a, the deadline for the packets of user 1 is m =
10. We observe that the DPC algorithm outperforms the
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Fig. 3 – DPC vs LDF. Drop rate comparison for different values of packet
deadlinem.
LDF algorithm in terms of drop rate as the number of
minimum‑throughput requirements increases. In Fig. 3b,
the deadline for the packets of user 1 is m = 30. We ob‑
serve that the performance of LDF has been improved.
However, the DPC outperforms LDF in this case as well.
We observe that LDF is more sensitive on the size of the
deadline of the packets.
In Fig. 4, we compare the performance of the algo‑
rithm regarding the average total throughput of users
with minimum‑throughput requirements. In Fig. 4a, we
show results for packets deadline that ism = 10. Also in
this case, we observe that the DPC algorithm outperforms
the LDF. However, for larger deadlines, the performance
of the LDF is improved, as shown in Fig. 4b.
In Fig. 5, we provide results for the convergence time
of throughput requirements of one user. In this set‑up,
we consider a system with one user with packets with
deadlines and six users with minimum‑throughput re‑
quirements. In the previous results that are shown in
Figures. 4 and 3, we observe that as we increase the
value of m, we get a better performance of the LDF al‑
gorithm. In the system of which the results are shown
in Fig. 5, we set a very large value to the deadlines of
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Fig. 4 – DPC vs LDF. Throughput comparison for different values of
packet deadlinem.
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Fig. 5 – DPC vs LDF. Min‑throughput requirements convergence. Pack‑
ets deadline: m = 100 slots.
user 1. We observe that the DPC algorithm converges
much earlier than the LDF algorithm. However, both algo‑
rithms converge after many slots. This explains the phe‑
nomenon of worst performance of LDF for small values of
m. Since the LDF algorithm allocates power to the users
with largest throughput‑debt, it does not consider the re‑
maining slots for each packet. Therefore, when the dead‑
line, m, is small, the packets expire before the algorithm
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converges in terms of throughput requirements and the
drop rate increases.

6. CONCLUSIONS AND FUTUREWORK
In this work, we considered heterogeneous trafϐic with
two sets of users. The ϐirst set contains users with pack‑
ets with deadlines, and the second contains users with
minimum‑throughput requirements, all with a limited
power budget. We considered the packet drop rate min‑
imization with minimum‑throughput guarantees. A dy‑
namic algorithm was provided that solves the schedul‑
ing problem in real time. We proved that our scheduling
scheme provides a solution arbitrarily close to the opti‑
mal. Simulation results show that the proposed algorithm
outperforms the baseline algorithm, LDF, when the dead‑
lines are short, and it is faster in terms of convergence.
An interesting direction, for futurework, would be the as‑
sumption that packets of the same user can have different
deadlines, and there are multiple power levels.
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Appendices
A. UPPER BOUND ON THE LYAPUNOV

DRIFT OF DPC
Using the fact that (max[Q− b, 0]+A)2 ≤ Q2+A2+ b2+
2Q(A− b),we rewrite (13), (14), as

X2
i (t+ 1) ≤ X2

i (t) + p2i + γ2
i + 2Xi(t)(pi(t)− γi),

(23)
Z2
u(t+ 1) ≤ Z2

u(t) + δ2u + µ2
u(t) + 2Zu(t)(δu − µu(t)),

(24)

respectively. Rearranging the terms in (23) and (24), di‑
viding them by two, and taking the summations, we ob‑
tain∑

i∈N

X2
i (t+ 1)−X2

i (t)

2
≤
∑
i∈R

p2i (t) + γ2
i

2

+
∑
i∈N

Xi(t)(pi(t)− γi), (25)

∑
u∈U

Z2
u(t+ 1)− Z2

u(t)

2
≤
∑
u∈U

δ2u + µ2
u(t)

2

+
∑
u∈U

Zu(t)(δu − µu(t)). (26)

Taking the conditional expectations in (25) and (26), and
adding them together, we obtain the bound for the Lya‑
punov drift in (18). To prove that B is bounded, we have
to ϐind an example and a scheduling scheme for which B

takes its maximum value that is bounded. We consider
the following set‑up:

• The scheduler allocates power at every time slotwith
the maximum power level,

• γi = PHigh, ∀i ∈ N ,

• δu = 1, ∀u ∈ U ,

• λi = 1, ∀i ∈ N .

Then, for the above scheduling scheme, we set B =
1
2

∑
i∈N

E{p2i (t)+γ2
i (t)|Θ(t)}+ 1

2

∑
r∈R

E{δ2r+µ2
r(t)|Θ(t)}+

1
2

∑
r∈R

E{α2
r(t)+µ2

r(t)|Θ(t)} = 1
2 |N +1|(PHigh)2+ 1

2 |R+

1|+ 1
2 |R+ 1| <∞. We observe that even in the scenario

in which we take the maximum values of γi, δu, and λi,B
is bounded.

B. PROOF OF LEMMA 1

Proof. Using the basic sample property [34, Lemma 2.1,
Chapter 2], we have

Xi(t)

t
− Xi(0)

t
≥ 1

t

t−1∑
τ=0

pi(τ)−
1

t

t−1∑
τ=0

γi, (27)

Zu(t)

t
− Zu(0)

t
≥ 1

t

t−1∑
τ=0

δu −
1

t

t−1∑
τ=0

µu(t). (28)

Therefore, if Xi(t) and Zu(t) are rate stable 2 , so that
Xi(t)

t → 0, ∀i ∈ N , and Zu(t)
t → 0, ∀u ∈ U , with probabil‑

ity 1, then constraints (12)b and (12)c are satisϐied with
probability 1 [38].

C. PROOF OF LEMMA 2

Proof. Let p(t) represent any, possibly randomized,
power allocation decision made at slot t. Suppose that
p∗(t) is the optimal solution to problem (19), and un‑
der action p∗(t) the value of fi(t) yields f∗

i (t) and that of
µu(t), µ∗

u(t). Then, we have

V f∗(t) +
∑
i∈N

Xi(t)(p
∗(t)− γi) +

∑
u∈U

Zu(t)(δu − µ∗
u(t))

≤ V f(t) +
∑
i∈N

Xi(t)(p(t)− γi) +
∑
u∈U

Zu(t)(δu − µu(t)).

(29)

2A discrete time process Q(t) is strongly stable if
lim supt→∞

1
t

∑t−1
τ=0 E{|Q(τ)|} < ∞, [34].
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Taking the conditional expectations of (29), we have the
result as

V E{f∗(t)|Θ(t)}+
∑
i∈N

E{Xi|Θ(t)}(t)(p∗i (t)− γi)

+
∑
u∈U

E{Zu(t)|Θ(t)}(δu − µ∗
u(t)) ≤

V E{f(t)|Θ(t)}+
∑
i∈N

E{Xi|Θ(t)}(t)(pi(t)− γi)

+
∑
u∈U

E{Zu(t)|Θ(t)}(δu − µu(t)).

D. PROOF OF THEOREM 2
Proof. Suppose that a feasible policy ω exists, i.e., con‑
straints (12)b and (12)c are satisϐied. Furthermore, as‑
sume that, for the ω policy, the following holds

E{pi(t)− γi} ≤ −ϵ, (30)
E{δu − µu(t)} ≤ −ϵ, (31)

E{f∗(ϵ)} = f∗(ϵ), (32)

where f∗(ϵ) is a sub‑optimal solution. Applying (30) and
(31) into (18), we obtain

E{L(Θ(t+ 1))} − E{L(Θ(t))}+ V E{f(t)} ≤

B − ϵ

(∑
i∈N

E{Xi(t)}+
∑
u∈U

E{Zu(t)}

)
+ V f∗(ϵ),

taking ϵ→ 0 and the sum over τ = 0, . . . , t− 1we obtain

1

t

t−1∑
τ=0

E{f(τ)} ≤ −E{L(Θ(t))}+ E{L(Θ(0))}+Bt

V t

+ fopt, (33)

taking t→∞, we obtain

lim
t→∞

sup 1

t

t−1∑
τ=0

E{f(τ)} ≤ fopt +
B

V
. (34)

That concludes the second part of Theorem 2. In order to
prove the stability of the queues, we manipulate (33)(∑

i∈N
E {Xi(t)}+

∑
u∈U

E {Zu(t)}

)
≤

B

ϵ
− E{L(Θ(t+ 1))} − E{L(Θ(t))}

ϵ
− V (f∗(ϵ)− f(t))

ϵ
.

(35)

By taking the sum over τ = 0, . . . , t − 1 and divide by t,
we obtain
1

t

t−1∑
τ=0

(∑
i∈N

E {Xi(t)}+
∑
u∈U

E {Zu(t)}

)
≤

B

ϵ
− E{L(Θ(t))} − E{L(Θ(0))}

tϵ
+

V (f∗(ϵ)− f(t))

ϵ
,

(36)

neglecting the negative term and taking t→∞, we have

lim
t→∞

1

t

t−1∑
τ=0

(∑
i∈N

E {Xi(t)}+
∑
u∈U

E {Zu(t)}

)
≤

B + V (f∗(ϵ)− f(t))

ϵ
. (37)

Consider that E{f(t)} ≥ fopt, we obtain the ϐinal result
as

lim
t→∞

1

t

t−1∑
τ=0

(∑
i∈N

E {Xi(t)}+
∑
u∈U

E {Zu(t)}

)
≤

B + V (f∗(ϵ)− fopt)

ϵ
. (38)

This shows that the queues are strongly stable for ϵ > 0.
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Abstract – As new networking paradigms emerge for different networking applications, e.g., cyber‑physical systems, and
different services are handled under a converged data link technology, e.g., Ethernet, certain applicationswithmission critical
trafϔic cannot coexist on the same physical networking infrastructure using traditional Ethernet packet‑switched networking
protocols. The IEEE 802.1Q Time Sensitive Networking (TSN) Task Group is developing protocol standards to provide de‑
terministic properties, i.e., eliminates non‑deterministic delays, on Ethernet based packet‑switched networks. In particular,
the IEEE 802.1Qcc, centralized management and control, and the IEEE 802.1Qbv, Time‑Aware Shaper (TAS), can be used to
manage and control Scheduled Trafϔic (ST) streams with periodic properties along with Best‑Effort (BE) trafϔic on the same
network infrastructure. We investigate the effects of using the IEEE 802.1Qcc management protocol to accurately and pre‑
cisely conϔigure TAS enabled switches (with transmission windows governed by Gate Control Lists (GCLs) with Gate Control
Entries (GCEs)) ensuring ultra‑low bounded latency, zero packet loss, and minimal jitter for ST TSN trafϔic. We examine both
a centralized network/distributed user model (hybrid model) and a fully‑distributed (decentralized) 802.1Qcc model on a
typical industrial control network with the goal of maximizing the number of ST streams.

Keywords – Cyber‑physical systems, low‑latency trafϐic, protocol adaptation, reconϐiguration, Time SensitiveNetworking
(TSN).

1. INTRODUCTION
1.1 Motivation
IEEE 802.1 Time Sensitive Networking (TSN) provides a
standardized framework of tools for providing determin‑
istic Ultra‑Low Latency (ULL), e.g., for industrial control
applications, automotive networking, smart grid applica‑
tions, and avionics communication systems [11, 22, 30,
34, 57, 63, 88]. In particular, the IEEE 802.1Qbv Time
Aware Shaper (TAS) has received extensive attention as
a key tool for achieving a deterministic ULL network ser‑
vice. The TAS operation requires careful planning of the
synchronized time cycles [79, 85, 91] and the gate times
that are allocated to the Scheduled Trafϐic (ST) and the
unscheduled Best‑Effort trafϐic (BE). The TAS parameter
settings specifying the timing characteristics (cycle time,
gate slot allocations) are also commonly referred to as the
Qbv schedule or the TAS schedule. For a given static net‑
working scenario, the TAS operation with a properly con‑
ϐiguredQbv schedule can ensure thedeterministicULL re‑
quired by demanding industrial and automotive applica‑
tions [8,27,40,59,62,77,84] 1.
Modern network scenarios often involve dynamic
changes with varied use cases, such as changes in the
network nodes and network topology, or the trafϐic
pattern. For instance, nodes or links may be dynamically
1A preliminary abridged version of this study appeared in the IEEE
Globecom2019workshoppaper [60]. This journal article substantially
extends the prior workshop paper, as explained in Section 1.2.

added or removed. Or, nodes may inject additional
trafϐic ϐlows or trafϐic ϐlows may terminate, or the latency
requirements of ϐlows may change dynamically. Such
dynamic changes have been included in the use cases
deϐined by the IEC/IEEE 802.1 TSN TG [10, 89]. In a
typical industrial environment, sensors that periodically
or sometimes sporadically send ambient measurements
to a local gateway require certain Quality of Service
(QoS) guarantees [6, 16, 31,42,64]. In such a volatile and
dynamic environment, new machinery that requires pri‑
oritized execution (e.g., emergency cooling procedures
or maintenance tasks for network trafϐic tests) may be
brought onto the factory ϐloor. To deal with such sce‑
narios, the Time‑Aware Shaper (TAS) Gate Control Lists
(GCLs) in coordination with the Network Management
Entities (NMEs), e.g., Centralized Network Conϐiguration
(CNC), have to adapt to changing environment conditions
by judiciously applying reconϐiguration such that stream
deadlines and QoS are satisϐied.
Generally, in such dynamic networking scenarios, apply‑
ing only admission control will clearly guarantee (in ac‑
cordance with a trafϐic shaper) the QoS metrics of the ad‑
mitted ϐlows. However, for a given static network conϐig‑
uration, the total number of admissible streams may be
well below the number of streams that seek network ser‑
vice. Therefore, adding a dynamic reconϐiguration strat‑
egy to manage and conϐigure the network appears to be
a plausible and attractive solution that intuitively should
lower capital and operational expenditures as it mitigates
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the over‑provisioning of network resources. The general
idea for such an allocation scheme is to control network
access in a timely and orderly fashion such that a maxi‑
mum number of streams can be effectively serviced.
Our objective therefore is to maximize the number of ad‑
mitted ϐlows (i.e., tasks or streams) in such a dynami‑
cally changing and volatile environment whilst keeping
the TSN QoS metric guarantees. In this paper, we fo‑
cus on the IEEE 802.1Qbv [2] enhancements and design
a reconϐiguration framework taking inspiration from the
IEEE 802.1Qcc [3] standards for managing, conϐiguring,
and reconϐiguring a TSN network.
In IEEE 802.1Qbv, a TAS time slot (corresponding to a
GCE and also referred to as slot time) is deϐined as the
portion of the cycle time (CT, which corresponds to the
GCL); TAS time slots are allocated to high‑priority ST traf‑
ϐic. In ourmodel, the switch/controller computes the TAS
time slot for all admitted streams as follows. Essentially,
as streams get registered, we keep track of the available
remaining capacity, which we set initially to the maxi‑
mum available capacity on each egress port until the load
(which depends on the ST slot size and the cycle time
is negative, i.e., oversubscribed link). Such a link over‑
subscription invokes a procedure call that increases the
slot time (by a step size of 1%, or more ϐine‑grained in‑
crements) until the remaining load is positive. This pro‑
cedure is iteratively called until all registered streams and
the new stream are appropriately registered with a sufϐi‑
cient ST slot time to transmit all frames during a single
appropriately sized CT.
Our proposed TAS conϐiguration/reconϐiguration is de‑
signed for the centralized (hybrid)model and for the fully‑
distributed conϐiguration model. In the “hybrid” model,
the CNC is utilized for conϐiguration exchanges and net‑
work side management, as explained in more detail in
Section 3. In the distributed approach, the GCE slot pa‑
rameters are conϐigured in a distributed manner by the
switches as per the distributed algorithm/procedure ex‑
plained in Section 4. For brevity we refer to the central‑
ized network/distributed usermodel (hybridmodel) also
as the centralized model or the centralized topology. We
refer to the fully‑distributed (decentralized) model also
as the decentralized model or the decentralized topology.

1.2 Related work
We ϐirst note that general performance evaluation strate‑
gies for TAS have been explored in [39,50,73] and we fol‑
low these strategies in our study. Raagaard et al. [51, 76]
have presented a heuristic scheduling algorithm that re‑
conϐigures TAS switches according to runtime network
conditions. Feasible schedules are computed and for‑
warded using a conϐiguration agent (composed of a Cen‑
tralized User Conϐiguration (CUC) and Centralized Net‑
work Conϐiguration (CNC)). Raagaard et al’s model places
emphasis on the schedule computation complexity for ap‑
pearing anddisappearing synthetic ϐlows in a fog comput‑
ing platform. Complementary to this approach, we de‑

velop comprehensive centralized and distributed recon‑
ϐiguration frameworks based on ϐirm bandwidth compu‑
tation strategies that execute at run‑time. Further, we
conduct a comprehensive performance evaluation of our
two frameworks considering common packet ϐlow QoS
metrics for both high‑priority ST and low‑priority BE traf‑
ϐic.
The proposed approach by Nayak et al. [67] exploits the
logical centralizationparadigmof SDNwith real‑time traf‑
ϐic to achieve optimal scheduling and routing. Integer Lin‑
ear Programming (ILP) formulations were used to solve
the combined problem of routing and scheduling time
triggered trafϐic. Two main proposals for routing are
given, namely 𝑖) scheduling and path‑sets routing, and 𝑖𝑖)
scheduling and ϐixed‑path routing whereby the ILP for‑
mulations are used to ϐind near optimal ϐlow to time‑slot
allocations. However, the ILP does not scale well with the
number of ϐlows, does not provide schedules at runtime
speeds, and does notworkwell with dynamic ϐlow conϐig‑
uration (or reconϐiguration). To enhance the architecture
proposed by Nayak et al. [67], an augmentation is pro‑
posed in [68] that incrementally adds time sensitive ϐlows
to the schedulermaking the proposed approach reconϐig‑
uration capable. Additionally, Nayak et al. [65,66] provide
an analysis and evaluation to the problem of ϐlow‑span
and routing protocol (Equal Cost Multi‑Path, and Shorted
Path) on transmission scheduling. Further routing reϐine‑
ments have been studied in [9,48,49,66,72].
Focusing on in‑vehicular networks, Hackel et al. [38] have
proposed a SDN based TSN framework that performs
reconϐiguration using the Stream Reservation Protocol
(SRP) as a means to register and allocate resources for
TSN streams. The TSN with SDN is evaluated with two
TSN switches and two clients (a sources and sink). In
contrast, we provide extensive evaluation for larger net‑
work topologies and sources. Using OpenFlow and open‑
PowerLink, Herlich et al. [41] have provided a proof‑of‑
conceptmodel that highlights the advantages of TSNwith
SDN and real‑time Ethernet protocol. While the model
shows promising advantages in theory, only a coarse‑
grained evaluation was presented that, in contrast to our
evaluation, does not examine stream admission rates and
TSN QoS. Focusing on remote monitoring and telemetry,
Kobzan et al. [46] have presented a solution concept and
implementation of an SDN based TSN architecture using
IEEE 802.1Qcc. However, the concept is provided with‑
out any empirical evaluation. To the best of our knowl‑
edge, there are no prior detailed studies on a ϐluctuating
volatile source or a dynamic stream resource allocation
and admission control policy in conjunction with a net‑
work reconϐiguration policy being executed while ϐlows
are carried in a TAS time scheduled network. We provide
a comprehensive design and evaluation of an SDN based
TSN model that bases the speciϐication on the standard‑
ization given by the IEEE 802.1Q standard.
Vlk et al. [87] have proposed a simple hardware enhance‑
ment of a switch along with a relaxed scheduling con‑
straint that increases schedulability and throughput of
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the time‑triggered trafϐic but maintains the deterministic
nature and timeliness guarantees in a TSN network. Sev‑
eral related scheduling reϐinements that are orthogonal
to the reconϐiguration studied in this article have been ex‑
amined in [26,40,43,53,74,93]. Wenote for completeness
that multicast for TSN has been studied in [80, 92], while
our focus is on unicast trafϐic.
This article extends the prior conference paper [60],
which provided a brief preliminary overview of the de‑
centralized and centralized reconϐiguration models, but
did not provide the speciϐic operational details, nor de‑
tailed performance evaluations. This present journal ar‑
ticle provides the full operational details as well as com‑
prehensive performance evaluations.

1.3 Contributions
We comprehensively evaluate the performance of TAS for
reconϐigurations in the hybrid and fully distributed mod‑
elswith respect to network deployment parameters, such
as the time period for the Gate Control List (GCL) to re‑
peat (whereby the duration of one GCL repetition corre‑
sponds to the CT), the gating ratio proportion, i.e., Gate
Control Entry (GCE) proportion, to control the delay per‑
ceived at the receiving end, the signaling impact on ST and
BE classes, and the packet loss rate experienced at the re‑
ceiving end. In particular, we make the following contri‑
butions:

i) We design a CNC interface for a TSN network to glob‑
ally manage and conϐigure TSN streams, including
admission control and resource reservation.

ii) We integrate the CNC in the control plane with TAS
in the data plane to centrally manage and shape traf‑
ϐic using the CNC as the central processing entity for
ϐlow schedules as more ϐlows are added.

iii) We modify and test the model to operate in a dis‑
tributed fashion, i.e., the signaling is conducted in‑
band and the control plane processing is conducted
at the individual distributed switches.

iv) We evaluate each design approach for a range of
numbers of streams with different TAS parameters.
We show results for admission ratios, network sig‑
naling overhead, and QoS metrics.

1.4 Organization
This article is organized as follows. Section 2 provides
background information and an overview of relatedwork
on the 802.1 TSN standardization, focusing on the en‑
hancements to ST as well as centralizedmanagement and
conϐiguration. Section 3 shows the complete top‑down
design of the CNC (hybrid model) and the main com‑
ponents that achieve ultra‑low latencies and guaranteed
QoS for a multitude of ST streams. Similarly, Section 4
shows the approach used in implementing the decentral‑
ized (fully distributed) TAS reconϐiguration model. The

simulation setup aswell asmain parameters and assump‑
tions are given in Section 5 and results are presented in
Section 5.2 and Section 5.3. Finally conclusions and fu‑
ture work are outlined in Section 6.

2. BACKGROUND: IEEE 802.1 TIME SENSI‑
TIVE NETWORKING

2.1 IEEE 802.1Qbv: Time Aware Shaper (TAS)
TAS’smain operation is to schedule critical trafϐic streams
in reserved time‑triggered windows. In order to pre‑
vent lower priority trafϐic, e.g., BE trafϐic, from interfering
with the ST transmissions, ST windows are preceded by
a so‑called guard band. TAS is applicable for Ultra‑Low
Latency (ULL) requirements but needs to have all time‑
triggered windows synchronized, i.e., all bridges from
sender to receiver must be synchronized in time [79,85].
TAS utilizes a gate driver mechanism that opens/closes
according to a known and agreed upon time schedule for
each port in a bridge. In particular, the Gate Control List
(GCL) represents Gate Control Entries (GCEs), i.e., a se‑
quence of on and off time periods that represent whether
a queue is eligible to transmit or not.
The frames of a given egress queue are eligible for trans‑
mission according to the GCL, which is synchronized in
time through the 802.1AS time reference. Frames are
transmitted according to the GCL/GCE and transmission
selection decisions. Each individual software queue has
its own transmission selection algorithm, e.g., strict prior‑
ity queuing. Whereby, a software queue is the queue be‑
fore the NIC hardware queue takes ownership of the cur‑
rently forwarded frame in an 802.1 switch. Overall, the
IEEE 802.1Qbv transmission selection transmits a frame
from a given queue with an open gate if: (𝑖) The queue
contains a frame ready for transmission, (𝑖𝑖) higher pri‑
ority trafϐic class queues with an open gate do not have
a frame to transmit, and (𝑖𝑖𝑖) the frame transmission can
be completed before the gate closes for the given queue.
Note that these transmission selection conditions ensure
that low‑priority trafϐic is allowed to start transmission
only if the transmission will be completed by the start of
the ST window for high‑priority trafϐic. Thus, this trans‑
mission selection effectively enforces a “guard band” to
prevent low‑priority trafϐic from interfering with high‑
priority trafϐic [30].

2.2 IEEE 802.1Qcc: centralized management
and conϐiguration

IEEE 802.1Qcc [3] provides a set of tools to globally man‑
age and control the network. In particular, IEEE 802.1Qcc
enhances the existing Stream Reservation Protocol (SRP)
with a User Network Interface (UNI) which is supple‑
mented by a Centralized Network Conϐiguration (CNC)
node. The UNI provides a common method of requesting
layer 2 services. Furthermore, the CNC interacts with the
switch UNI to provide a centralized means for perform‑
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ing resource reservation, scheduling, and other types of
conϐiguration via a remote management protocol, such
as NETCONF [25] or RESTCONF [12]; hence, 802.1Qcc is
compatiblewith the IETF YANG/NETCONF datamodeling
language.
The IEEE 802.1Qcc standard speciϐies three models for
conϐiguring the Time‑Aware Shaper (TAS) gating sched‑
ules (GCL/GCE timing): a fully‑centralized model, a cen‑
tralized network/distributed user model (hybrid model),
and a fully‑distributed conϐiguration model. The central‑
ized model greatly eases control and conϐiguration mes‑
sages sent across the network and can precisely conϐigure
TAS schedules due to having the complete knowledge of
the network and the full capabilities of each bridge. How‑
ever the centralized model suffers from common disad‑
vantages, such as a single‑point of failure, relatively large
capital/operational (CapEx/OpEx) expenditures (as the
centralized control may be superϐluous in a small‑scale
network [15]), and adding unnecessary complexity to a
small‑scale network.
Compared to the centralized network/distributed user
model (hybrid model), the fully centralized model does
not add any beneϐits for the reconϐiguration approach
towards enhancing the resource allocation and QoS nor
does it allow better deterministic forwarding. The main
usage for the CUC is to take into account the application’s
complex timing and computation requirements for indus‑
trial applications which is out of scope for our evaluation.
Rather, our focus is on the reconϐiguration for proper re‑
source allocation. Therefore, we focus on the centralized
network/distributed user model (hybrid model) form of
the centralized model in this study.
A fully‑distributed conϐiguration model (e.g., SRP over
MRP or RAP over LRP) may be attractive for some net‑
works. The fully‑distributed conϐiguration model avoids
the added complexity and single point of failure of a cen‑
tralized management entity. Moreover, Chen et al. [15]
have argued that the centralized conϐiguration models
can be an over‑design for real‑time applications with re‑
laxed latency requirements (order of magnitude of mil‑
liseconds). Chen et al. have also argued that the dis‑
tributed model is more scalable. (However, studies of the
fully distributed model with RAP over LRP targeted typi‑
cally applications with relatively relaxed latency require‑
ments.)
In the absence of a Centralized Network Conϐiguration
(CNC) node, the TSN Task Group (TG) speciϐies the IEEE
802.1CS (Link‑Local Registration Protocol, LRP) [29]
standard for registration and distribution of application
conϐiguration parameters over point‑to‑point links tar‑
geting newly published TSN features. A legacy protocol,
such as the Stream Reservation Protocol (SRP) [1] which
is primarily used for Audio‑Video Bridging (AVB) applica‑
tions, is intended to serve as the main resource reserva‑
tion and admission control protocol. However, extending
and porting the SRP to be utilized for bridges that support
TAS will not sufϐice since bandwidth reservation cannot
directly apply TAS’s time slot reservation natively. There‑

fore, the Resource Allocation Protocol, IEEE 802.1Qdd
(RAP) [15], has been proposed to apply a distributed re‑
source reservation that can exchange TSN features.

3. HYBRID MODEL DESIGN AND FRAME‑
WORK CONSIDERATIONS

This section presents our design methodology and
main signaling framework for the centralized net‑
work/distributed user model (hybrid model). Our main
goals behind designing the CNC are given by the following
constraints. Additionally, the CNC can be logically or
physically connected to the data plane with in‑band or
out‑of‑band management links. With in‑band commu‑
nication under the hybrid model, only one switch is
physically connected to the CNC; thus, signaling packets
between the switches and CNC affect data trafϐic similar
to the distributed approach, but the CNC still functions
as the centralized conϐiguration. For the hybrid model
evaluations in this study, we consider out‑of‑band com‑
munication, i.e., all switches are physically attached to
the CNC.
1. Our focus ismainly on streambasednetwork adapta‑

tion. By this technique, ϐluctuating streams (already
registered streams and new incoming streams) and
their requirements can be accommodated by the net‑
work dynamically based on a single remote proce‑
dure call to the CNC.

2. We identify and execute ϐlow requirements by pop‑
ulating the registration table. The control plane re‑
source orchestration is purely carried out by moni‑
toring existing ϐlows which have been satisϐied.

3. We conduct resource allocation based on the stream
network resource utilization.

Our main assumption to accurately apply admission
control and, consequently, reconϐiguration, is that each
source must deϐine a ϐlow in terms of total resources
needed (governed by the bandwidth requirements) and
the total time needed for the resource to be used (which
in our trafϐic model is termed the resource utilization
time). Essentially, the CNC uses this information (which
is tagged in the Ethernet frame header) to determine
whether a stream (ϐlow) is admitted or rejected.

3.1 Core components
Our design is split into two layers, Control Plane and Data
Plane, following the decoupling SDN paradigm, thereby
inheriting the beneϐits of the orthogonality of the two
planes, as shown in Fig. 1.

3.1.1 Conϔiguration module
The conϐiguration module is the main component that
interacts with the registered ϐlows and network com‑
ponents. It includes the global stream registration ta‑
ble which records all approved streams transmitting in
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Fig. 1 –NetworkManagement Entity Framework for TSNSwitches: Cen‑
tralized Network Conϐiguration (CNC) is used to send and receive Con‑
trol Data Trafϐic (CDT), which we deϐine as the signaling trafϐic, e.g., the
UNI information to and from the CNC and switches/sources or LLDPdis‑
covery packets, to conϐigure routing segments and network resources.
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Fig. 2 – Centralized Model Example: Source 1 sends a CDT stream re‑
quest to its gateway. The gateway forwards it to its governing CNC. The
CNC decides if the stream will be serviced according to the source UNI.
All switches in the explicit path for the stream are notiϐied if the stream
is accepted. Otherwise, the gateway is alerted of the rejection. Lastly,
the gateway forwards it back to the source which prompts the source to
start sending data ST trafϐic in the next available cycle (if approved).

the network (i.e., currently utilizing network resources
(bandwidth)), and the admission control element that en‑
capsulates and decapsulates CDT headers and forwards
the information to the necessary module/element.

Global stream registration table The source streams
(devices/users)make a Remote Procedural Call (RPC) via
the stream registration interface for providing informa‑
tion that can be mapped as a unique tuple structure iden‑
tiϐication < 𝐹𝑙𝑜𝑤𝐼𝐷, 𝐵𝑟𝑖𝑑𝑔𝑒𝐺𝑎𝑡𝑒𝑤𝑎𝑦 >. Upon receiving
the registrationpacket, i.e., Control DataTrafϐic (CDT), the
CNC determineswhether the new stream can be accepted
in its stream table. To guarantee the QoS for all registered
streams, admission control principles are applied to all
streams according to the stream’s path, required network
resources, and available resources. Fig. 2 shows an exam‑

ple where the source sends a CDT stream request to the
gateway switch, which is then forwarded to the CNC for
admission control and resource reservation.

Admission Control The admission control element is
the ϐirst element that the new streams interacts with. The
admission control element in the conϐiguration module
globally manages all streams transmitting in the TSN do‑
main governed by the CNC. The admission control ele‑
ment extracts the necessary information from the CDT
packet and forwards the information according to theCDT
type. The CNC applies several steps to decide whether to
accept or reject the stream transmission request.

1. The CNC checks the destination address(es) of the
stream and consults its resource manager module
for network resources available on the new stream’s
path, which is computed based on the path computa‑
tion element within the CNC.

2. According to the bandwidth required for the new
stream (calculated at the bridge gateway for the new
stream as the stream packet rate multiplied by the
packet size and divided by the ST slot time), all links
on the path are checked to see if enough bandwidth
is available for the new stream.

3. In the event that not enough resources are available,
the CNC applies the TAS reconϐiguration module to
identify the bottleneck link(s) and to check whether
the gating ratio can be increased for that speciϐic traf‑
ϐic class whose current resource utilization will not
exhaust the resources by being added to the TAS slot
reservation.

3.1.2 Reconϔiguration module
The reconϐiguration module includes the ϐlow scheduling
element (for our network model, the Time‑Aware Shaper
(TAS) is used in the data plane), the reconϐiguration calcu‑
lus element which optimizes ϐlow registration according
to each stream’s total resource utilization and ϐlow dead‑
lines, and ϐinally the path computation element which de‑
ϐines the path for all streams according to the QoS con‑
straint.

Flow scheduling The ϐlow scheduling element cur‑
rently takes the Time‑Aware Shaper into consideration.
Due to the TAS’s requirements on time synchronization
between network components (switches, hosts, etc.), the
CNC follows the same principle of scheduling ϐlows ac‑
cording to a known timescale (initially set to be 50 𝜇s in
our network model). The CNC then passes on this time
synchronization information to the TSN enabled switches
within its domain. Any approved streams will transmit
frames according to the time scale speciϐied by the ϐlow
scheduler in the CNC.
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Reconϐiguration calculus In addition to centrallyman‑
aging resources and providing admission control policies
to the network, the CNC can invoke the TAS reconϐigura‑
tion strategy with the goal of borrowing BE time slots for
pending ST trafϐic streams. This element consults the re‑
sourcemanagermodule on the bottleneck link and checks
whether the added stream will oversubscribe the link.
The TAS reconϐiguration incrementally (1% of total CT)
increases the trafϐic class slot time and reserves it for the
new stream.

Path computation For large scale and complex
LAN/MAN topologies, it is often required to supple‑
ment streams with equal cost paths in the event of a
path disruption (e.g., link failure, stream saturation,
and explicit congestion). The CNC’s path computation
element is tasked with ϐinding such paths as a fail‑over
approach to avoid any violations to any stream’s QoS.
Presently, our model has a rudimentary application of
path computation, i.e., it is deϐined statically for all core
network components (shortest path), since our main
emphasis in this study is on reconϐiguration based on
stream characteristics as deϐined by the source.

3.1.3 Resource manager module
The resource manager module centrally manages all net‑
work resources within the CNC’s domain. It includes the
network resource table that records all streams’ usage of
resources, and the resource allocation scheme element to
whichwedelegate the taskof calculating the requirednet‑
work resources for a given stream according to an alloca‑
tion scheme.

Network resource table To remove certain overheads
on the conϐiguration module, the network resource table
operates in tandem with the global stream registration
table to accurately determine the required network re‑
sources (mainly bandwidth for our trafϐic model). It clas‑
siϐies streams based on periodic stream properties. Any
stream that has been approved by the CNC has a record
attached to it in the network resource table.

Resource allocation scheme Several allocation
schemes can be implemented for all trafϐic classes de‑
ϐined in the network. For periodic streams, the time slot
given by the ϐlow scheduler (according to the TAS Cycle
Time and number of trafϐic classes) and the data rate
deϐined by the source is used to calculate the required
bandwidth for each link on the path to the destination
(i.e., sink).

3.1.4 Data plane
The data plane contains all core switches. Any TSN switch
interfaced by the CNC is given a switch ID and has a local
stream registration table. The remaining switch elements
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Fig. 3 – A TSN fully distributed conϐiguration model example illustrat‑
ing the general strategy and logic of each TSN switch with TAS support.
In the absence of a CNC to centrally manage network parameters, each
switch performs admission control and resource reservation (accord‑
ing to the TAS time slot load) and propagates the information to the next
hop on the stream path. A single rejection on one hop terminates the
forwarding of the CDT, and sends another CDT on the reverse path indi‑
cating the stream rejection outcome. If all switches on the path accept
the stream, then the source is notiϐied of the streamacceptance outcome
and can begin forwarding in the next TAS cycle. In our model, CDT traf‑
ϐic has higher priority than non‑CDT trafϐic (including ST). The formal
deϐinition of the CDT trafϐic is left for future work.

compose the forwarding and queuing operationwith sev‑
eral trafϐic shapers (802.1QbvTAS in our networkmodel).

Local stream registration table This data plane reg‑
istry contains the subset of source streams that are estab‑
lished for the corresponding bridge gateway and attached
sources to each port. The CNC delegates some control to
the bridge gateway to instruct and alert sources of any
new network conditions and explicit changes.

Trafϐic shaper — Time‑Aware Shaper (TAS) The TAS
is the main shaping and scheduling mechanism that con‑
trols the gating schedules for all the trafϐic classes within
the TSN domain (which is considered to be equivalent
to the CNC domain). All bridges are synchronized to the
same gating schedule GCL Cycle Time (CT) given by the
CNC’s ϐlow schedule element (CT indicates the time pe‑
riod for the GCL to repeat).

4. DECENTRALIZED MODEL DESIGN AND
FRAMEWORK CONSIDERATIONS

This section presents our designmethodology and frame‑
work for the TAS reconϐiguration in the decentralized
(fully distributed) model. Our current proposed architec‑
ture generally follows the steps enumerated below and il‑
lustrated in Fig. 3. Our description focuses on the addi‑
tions to the design of RAP over LRP, e.g., TAS slot compu‑
tation/reservations.
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1. At each egress port (Port Identiϐier, PID), the TSN
switch maintains a local stream registration table
that includes information, such as ϐlow ID, gateway
(i.e., the ϐirst bridge that a talker is connected to),
destination address(es), the trafϐic injection rate per
GCL cycle time, and the calculated port bandwidth
requirement. The trafϐic injection rate is not com‑
puted, rather the trafϐic injection rate is reported
by the source (talker) to the network devices. It
mainly indicates the bandwidth requirements of a
stream. Bandwidth for a bridge egress port needed
for a stream is computed using the ST injection rate
(or ST rate), the average packet size, and the bridge
TAS timing conϐiguration (e.g., the CT and current
trafϐic class slot time). This information is carried
and communicated between bridges using the CDT
packet type identiϐier (or message type).

2. A source (talker) can send a stream transmission re‑
quest, i.e., a CDT message of type Stream Transmis‑
sion Request, to register its stream and to use the
TSN service for ST.

3. Each switch maintains a resource manager mod‑
ule for each port. If the newly incoming stream
is accepted (due to available resources and TAS
slot space). The TAS slot size for a speciϐic traf‑
ϐic class is governed by the CT and trafϐic class gat‑
ing ratio (in time). The TAS ST slot can be conϐig‑
ured/reconϐigured according to stream requests and
terminations. The stream registration message is
then propagated towards the next switch, and a map
ismaintained for the stream (and any other streams)
pending approval.

4. If accepted by the last switch, then the stream reg‑
istration record is added to the local stream registra‑
tion table, and bandwidth resources are allocated for
the stream and TAS slot space is modiϐied (if neces‑
sary) on the reverse path. The main reason for allo‑
cating the resources in the reverse path is as follows.
If we allocate the resources in the forward direction
but a switch in the next hop rejects the stream (due
to lack of resources), then we have to release the re‑
sources reserved earlier for the stream. Therefore,
we avoid the allocation until all hops provide assur‑
ance that the stream will be accommodated.

5. Each switch receiving the pending registration mes‑
sage adds the stream record to its local table, al‑
locates the necessary resources and TAS slot reser‑
vation, and propagates the registration message to‑
wards the source gateway.

6. The source gateway receives the pending stream
registration message and similarly allocates the re‑
sources and ϐinally sends an approval granted mes‑
sage towards the source, which prompts the source
to start sending data in the next available TAS cycle.

4.1 Core components
This section outlines the main components required to
successfully implement stream admission control and re‑
source reservation within switches that support the TAS
trafϐic shaper in a distributed fashion. Fig. 4 illustrates the
typical registration/reservation procedure for all streams
within the TSN domain.

4.1.1 Admission control
The admission control element extracts the necessary in‑
formation from the CDT packet and forwards the infor‑
mation according to the CDT type. The switch forward‑
ing mechanism applies several steps to accurately decide
whether to accept or reject the stream transmission re‑
quest. Note that the stream transmission request cor‑
responds to a CDT request. The switch consults the re‑
source manager module to check if enough resources
(bandwidth) is available for the new stream. In particular,
a given stream’s bandwidth requirement is calculated by
multiplying the ST injection rate with the average packet
size and dividing by the current ST slot size. Note that
the trafϐic class TAS slot time is the time during which the
TAS gate is open to transmit frames belonging to the con‑
sidered class. Also note that all GCEs are executed dur‑
ing each CT. If the CT is smaller than the aggregate of the
GCEs, then we need to either increase the CT or reject
streams that cause the exceedance of the CT.

4.1.2 Flow scheduling
This element currently takes the Time‑Aware Shaper
into consideration. Due to the TAS’s requirements
on time synchronization between network components
(switches, hosts, etc.), all switches/hosts follow the TAS
GCL timescale cycle time (e.g., 50 𝜇s). Depending on the
number of supported trafϐic classes, the TAS cycle time
can be divided into appropriate slots for each trafϐic class
load. TheTASCT is dividedamongall the trafϐic classes (in
our evaluation model, we consider two trafϐic classes, BE
and ST). Currently, in our evaluations, the CT is initially
predeϐined to 50 microseconds. Note that the CT could
be changed/conϐigured dynamically. The dynamic adap‑
tation of the CTwith respect to new stream additions, ap‑
plication speciϐications, or other events is a topic for fu‑
ture research.

4.1.3 Stream registration table
In our evaluations, stream creation follows a Poisson pro‑
cesswith a prescribed streamgeneration rate𝜋. Different
scenarioswith varyingmean stream lifetimes (durations)
enable analysis of how reconϐiguration works in multiple
settings. The stream registration table contains the char‑
acteristics of the source streams that are established for
the corresponding bridge egress port. Each record gets
populated (if accepted) on the reverse path taken by the
stream’s registrationmessage (after reaching the destina‑
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Fig. 4 – The main logical steps performed by each switch along the stream’s path are shown to apply stream registration and reservation. Each switch
generally waits for an event (addition, removal, or pending) for each stream. For instance, a stream removal is usually based on the resource utilization
time (stream lifetime) that was speciϐied at stream establishment. The bridges that allocated resources for the stream can remove the stream after the
stream lifetime has expired. For the cases of stream addition or pending, the event is the CDT message received (whether in the forward or reverse
direction). Towards completing (ϐinalizing, conϐirming) a stream reservation (registration), the pending event is the event when a CDT message is
received in the reverse direction where each switch (not the last switch) waits for the approval (conϐirmation of reservation) of the next‑hop switch.

tion switch).

4.1.4 Trafϔic shaper — Time‑Aware Shaper
(TAS)

The TAS is the main shaping and scheduling mechanism
that controls the gating schedules for all the trafϐic classes
within the TSN domain. All bridges are synchronized
to the same gating schedule GCL CT that is initially pre‑
deϐined by the network administrator. Ideally, we want
the CT to be large enough for all streams from all traf‑
ϐic classes to be accommodated and short enough that all
streams meet their delay requirements. In our current
evaluations, the CT is predeϐined at 50 microseconds.

4.1.5 Reconϔiguration calculus
The reconϐiguration (dynamic conϐiguration) of the TAS
schedules (switch GCL/GCE) for each egress port is dy‑
namically invoked according to two principle events, 𝑖)
adding a newstream, and 𝑖𝑖) removing an existing stream.
The switch’s gating ratio (for a particular stream belong‑
ing to a deϐined trafϐic class) reports certain parame‑
ters (e.g., packet injection rate, maximum packet size, la‑
tency requirement, deadline, and application response
time) which are then used to check if enough slot time
is available (which corresponds to attempting bandwidth
reservation). In the event that no slots are available,
the GCE slot size is recomputed (according to the reg‑
istered stream properties within the registration table),

generally by allocating more resources from BE Trafϐic.
The stream lifetime is reported by the source to the net‑
work as User/Network Information (UNI). Each UNI is
propagated by each switch along the path which allows
the switch to register the stream and store the stream’s
resource utilization time (stream lifetime) among other
critical information. Any information pertaining to the
UNI of a stream is recorded in the stream registration ta‑
ble. In termsofGCEs forTASwith the support of STandBE
trafϐic classes, only two GCEs within a GCL (1/0 (ST/BE)
for the ϐirst entry and 0/1 (BE/ST) for the second entry)
are necessary with a total of three outbound queues for
each egress channel port in a TSN switch; two queues for
each trafϐic class (ST and BE), and another queue for CDT
trafϐic (signaling trafϐic).
Upon initialization, each switch allocates 20% of the CT to
ST trafϐic, and BE trafϐic is initially allocated the remain‑
ing 80% of the CT. These initial settings are chosen ar‑
bitrarily to start up the network system. As streams get
registered, the ST slot time is recomputed (according to
the stream packet size, ST injection rate, and current slot
time). If the stream is the ϐirst stream to the switch, then
the ST slot size is set at aminimum to 11% (aminimumof
1% step size for the added ST ϐlow plus the minimum ST
partition of 10%) of the CT. Thus, as ST streams are ad‑
mitted and exit the system, the ST vs. BE allocation is dy‑
namically adapted in the reconϐiguration scenarios. The
minimum step size of 1% of the CT is considered so as to
limit the adaption granularity to a reasonable level. Note
that the ST to BE slot size (or gating ratio) is limited to
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Fig. 5 – Industrial control loop topology [36]: Each source generates
stream data with varying hop counts and packet rates unidirectionally
or bidirectionally across the six switches ultimately destined to a sink

10%and90% for the lower andupper limits, respectively.
The main reasoning behind this design choice is to avoid
any starvation of lower priority trafϐic.

4.1.6 Path computation

While a path computation module is fundamentally nec‑
essary in any switch (in a decentralized/distributed net‑
work), we deϐine static shortest path routing tables
for destination addresses and associated ports on each
switch. Essentially, we assume a procedure to compute
paths, i.e., we assume that there is a path computation
module, e.g., Path Computation Engine (PCE), that is used
in both centralized and distributed conϐiguration models
(the path computation can be accelerated with hardware
modules [47,70,83], if needed). Wemake this assumption
to simplify operations and place emphasis on the TAS re‑
conϐiguration technique.

4.1.7 Network resource table

To remove certain overheads of the conϐiguration pro‑
cedure, the network resource table operates in tandem
with the streamregistration table to accurately determine
the required network resources (mainly bandwidth for
our trafϐic model) per switch egress port. The network
resource table classiϐies streams based on periodic and
sporadic stream properties, though currently our focus
is on periodic ST streams. Any stream that has been ap‑
proved by a switch has an associated record in the net‑
work resource table, located within each switch, which
can be called to compute and store current and remain‑
ing link/port loads for each switch. Each egress port has
a network resource table.

Table 1 – Simulation parameters

Key Symbol Value
Simulation Dura‑
tion

𝑆𝑖𝑚limit 100 seconds

Initialized Cycle
Time

𝐺𝐶𝐿𝐶𝑇 50 𝜇s

Initialized Gating
Ratio

𝑆𝑇 𝑅
init 20% (i.e., 10 𝜇s)

Average Streams
per Second

𝜋 1 − 20

Average stream du‑
ration

𝜏 2 − 5 seconds

BE Trafϐic Intensity 𝜌𝐿 0.1, 1.0, 2.0 Gbps
(580 byte packets)

ST sources 𝑆 6
Queue Size 𝑄𝑠𝑖𝑧𝑒 512 KB

5. PERFORMANCE EVALUATION

5.1 System overview and simulation setup
This section explains the simulation setup and model.
Furthermore, the topology and simulation scenarios will
be presented. Throughout, we employ the OMNet++ [86]
simulation environment. For each evaluation for a given
set of parameters, we conduct 5 independent simulation
replications; each replication simulates the network for
20 seconds. The widths of the resulting 95% conϐidence
intervals are smaller than 5% of the corresponding sam‑
ple means and are therefore omitted from the plots to
avoid clutter.

5.1.1 Network model

The network topology is modeled around an industrial
control loop topology that consists of six core switches in
a ring topology. In the case of the centralized model, a
CNC is used with out‑of‑band connections to each of the
core switches; while in the distributed approach, the sig‑
naling is in‑band and can interferewith data trafϐicwithin
theTSNdomain, as shown in Fig. 5. Each switch‑to‑switch
link operates as a full‑duplex Ethernet link with a capac‑
ity (transmissionbitrate)𝑅 = 1Gbps. Each switch canact
as a gateway for a number of trafϐic sources and one sink.
The distance between two successive switches along the
ring is ϐixed to 100 m and the switch‑to‑switch propaga‑
tion delay is set accordingly to 0.5 𝜇s. The out‑of‑band
connections have exactly the same conϐigurations as the
normal full‑duplex Ethernet links in the data plane, i.e.,
the same bitrate and propagation delay. All switches are
conϐigured to use 802.1Qbv TAS as the trafϐic shaper for
each switch‑to‑switch egress port whose ϐlow schedule
(STgating ratio and cycle time) is conϐiguredby theCNC in
the centralized (hybrid) model and independently in the
decentralized (fully distributed)model. For all simulation
runs, the ST slot size is initialized to 20% of the CT. For
the operation without reconϐiguration, the ST slot size is
kept at 20% of the CT; whereas, for the operation with re‑
conϐiguration, the ST slot size is dynamically recomputed
when the ϐirst stream transmission request arrives.
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5.1.2 Trafϔic model
We consider periodic (pre‑planned) trafϐic for the ST traf‑
ϐic and sporadic (random) Poisson trafϐic for the BE traf‑
ϐic. To emulate dynamic conditions in the network, we
employ several distributed ST sources that generate 𝜋 ST
streams according to the network and trafϐic parameters
shown in Table 1. The stream generation follows a Pois‑
son process with a prescribed mean rate of 𝜋 generated
streams per second. We refer to the stream generation
rate 𝜋 also as the streammean rate 𝜋. Each ST stream in‑
jects one packet of size 64 bytes per cycle. A destination
address is assigned by the number of switch‑to‑switch
hops. A given stream that has been generated at the traf‑
ϐic source attached to a givenTSN switch is destined to the
trafϐic sinks at the other ϐive TSN switches with a uniform
probability of 1/5. Furthermore, at stream creation, each
stream is given a start time (usually the current runtime),
and a ϐinish time according to a stream lifetime (dura‑
tion) that follows the exponential distribution with mean
𝜏 . The exponential stream lifetime is considered as call
level dynamics in communication networks often follow
Poisson process dynamics, i.e., exponential call lifetimes.
As TSN networks become more commonly deployed, it
will be important to verify the stream lifetime dynamics
through real systemmeasurements.
We consider admission as the completion of the reserva‑
tion of the network resources for the ϐlow from the source
node to the destination node. Each source is attached to
a core TSN switch gateway (ϐirst hop switch). While the
TSN switches operate with time synchronization, the ST
sources (outside the TSN domain) do not need to be syn‑
chronized. However, note that the ST trafϐic follows an
isochronous trafϐic class, as speciϐied by IEC/IEEE 60802,
whereby the sources are synchronized with the network
after stream registration is completed. In particular, the
ST sources inject the ST trafϐic in just‑in‑time fashion, i.e.,
the transmission of the ST packets out of a source starts
at the instant of the start of the ST transmission slot at
the switch that is directly attached to the source. Pack‑
ets are time stamped for the packet delay measurement
at the time instant when the packet transmission out of
the source commences.

5.2 Centralized (hybrid) model evaluation
In evaluating the proposed solution described in Sec‑
tion 3, we consider both periodic ST trafϐic and sporadic
BE trafϐic, as described in Section 5.1.2. We evaluated
the CNC with TAS shaper on the industrial control loop
for the unidirectional and bidirectional topologies and re‑
sults are collected for the simulationparameters shown in
Table 1.

5.2.1 Unidirectional ring topology
Fig. 6 shows the average mean delay for ST trafϐic and for
BE trafϐic for the centralized unidirectional ring topolo‑
gies. The average delays are generally short and stable
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Fig. 6 – Centralized (Hybrid) Unidirectional Topology: Mean end‑to‑end
delay for ST and BE trafϐic for mean stream durations 𝜏 = 2 and 𝜏 =
5 seconds under different BE loads 𝜌𝐿 , and ST stream rates 𝜋.

for both BE and ST trafϐic. Since the CNC manages the ST
trafϐic streams and therefore guarantees the bandwidth
rates needed across the stream’s path, the ST delays are
less than 100 𝜇s for all average stream durations 𝜏 . The
ST streams with reconϐiguration at the CNC experience
higher delays than for the no reconϐiguration scenarios
sincewe essentially pushmore ST trafϐic into the network
which increases the queuing delay. BE trafϐic experiences
much higher delays than ST. With the no reconϐiguration
approach, the BE trafϐic delay is nearly constant since the
gating ratio is left unchanged. The BE mean delay in‑
creases dramatically (up to 21 ms) with reconϐiguration
since the accepted ST streams tend to consume the full
permitted 90% of the CT, leaving only very limited trans‑
mission resources for BE trafϐic.
As mentioned in the introduction section, TSN needs to
limit themaximumdelay in order to deterministically for‑
ward trafϐic across a TSN domain. Fig. 7 shows the maxi‑
mum delay for the ST trafϐic. We observe from Fig. 7 that
for the unidirectional ring topology with a maximum of
ϐive hop streams, the maximum delay for the reconϐig‑
uration approach is below 0.11 ms. On the other hand,
for the “no reconϐiguration” approach, the maximum de‑
lay is below 60𝜇s due to lower frame residence time on
each switch; however, reconϐiguration increases the ad‑
mission of ST streams as examined next in Fig 8. TAS
in conjunction with the CNC registration and reservation
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procedure provide a prescribed bandwidth share of the
egress port using time division multiplexing. With our
empirically chosen parameters, the maximum delays is
capped to approximately 100𝜇s which is suitable for the
considered topology and time‑critical ST trafϐic that re‑
quires less than 1 ms of delay.
While QoS metrics are important, another factor that de‑
termines the performance gains is the admission ratio
for the system. Fig. 8 shows the stream admission ratio
for both reconϐiguration and no reconϐiguration. In gen‑
eral, each generated stream needs a data rate of about
11.5 Mbps for a 50𝜇s CT (which corresponds to approx‑
imately 45𝜇s of maximum ST slot size since we permit ST
trafϐic to take up at most 90% of the CT) for each egress
port on the stream’s path with 1 packet injected by an
ST per CT and a ϐixed packet size of 64 B. With an egress
port channel capacity of 𝑅 = 1 Gbps, approximately
86 streams can be accommodated. Compared to the “no
reconϐiguration” approach, the reconϐiguration approach
signiϐicantly improves the admission rates at the expense
of higher BE trafϐic delays, since the ST slot borrows BE
time slots to accommodate the ST streams. We also note
that increasing the maximum ST allocation above 90%
would increase the ST stream admission ratio, at the ex‑
pense of starving the BE trafϐic.
CDT trafϐic that requests transmission guarantees from
the CNC experiences some delay before being either ad‑
mitted or rejected. Since the control plane is out‑of band
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from the data plane within the TSN domain, the delay is
constant (around 4 𝜇s) throughout the simulation run.
Stream registration and reservation introduce some con‑
trol plane overhead. Fig. 9 shows the signaling overhead.
More speciϐically, the overhead is measured as the signal‑
ing trafϐic rate inMbit/s at the CNC for both incoming and
outgoing control (CDT) trafϐic. Generally, the reconϐigu‑
ration introducesmore signaling overhead; however, Eth‑
ernet generally has large bandwidths, thus the CDT trafϐic
rates are minuscule compared to the link capacities. Fur‑
thermore, when 𝜏 = 2, we observe higher signaling over‑
head due to accepting larger numbers of streams (rejec‑
tions are inexpensive compared to acceptance) both with
and without reconϐiguration.
Fig. 10 shows the average throughput measured at the
sink for ST trafϐic. We observe from Fig. 10 that the recon‑
ϐiguration substantially increases the throughput com‑
pared to the no reconϐiguration scenario. Typically, the
throughput is more than doubled by the reconϐiguration.
To examine the reliability performance, Fig. 11 shows the
BE packet loss ratio for mid and high BE trafϐic loads 𝜌𝐿;
we omitted the low BE trafϐic load which has negligible
losses. Since the CNC manages only ST streams, the TSN
guarantees (which include zero packet loss since retrans‑
missions are in general too expansive for ST trafϐic) are
only valid for ST streams. As the ST trafϐic load increases
in the reconϐiguration scenario, the BE packet loss in‑
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Fig. 11 – Centralized Unidirectional Topology: BE frame loss ratio for
TAS with centralized conϐiguration (CNC) management.

creases. For the “no reconϐiguration” approach, the BE
packet loss is typically constant even for high loads of BE
trafϐic.

For a benchmark comparison of the TSN effectiveness,
and speciϐically TAS, we conducted additional evaluations
for the scenario in Fig. 6 without the TSN slot reservation,
admission control, and TAS scheduling. Speciϐically, we
considered an ST stream mean generation rate of 1–20
streams per second with a mean lifetime 𝜏 = 5 seconds
with the mid and high BE trafϐic loads of 𝜌𝐿 = 1.0 Gbps
and 2.0 Gbps. We employed strict priority scheduling at
each switch without any TSN slot reservation, i.e., each
switch output port schedules and transmits all ST packets
before any BE packets. We outline three main observa‑
tions for the unidirectional ring topology. First, while the
mean delays were generally very low for ST trafϐic (34–
55 𝜇s for the low trafϐic load range 𝜋 = 1 to 5 ST streams
per second), the priority scheduling of the ST packets can
severely starve the low‑priority BE trafϐic (for the high
𝜌𝐿 = 2.0 Gbps BE load, the mean BE packet delays in‑
crease from aminimumof 15ms to amaximumof around
0.1 s as the ST load increases from 1 to 20 streams per
second; whereas, with TSN, themeanBE packet delays in‑
crease from around 10 ms to 21 ms, which is outside the
plotted range of Fig. 6(b)). Additionally, compared to TSN,
the maximum delays and jitter increase more strongly as
the BE and ST loads increase (the ST maximum packet
delays range from 34 𝜇s to 20 ms; while, with the TSN

operation, the ST maximum packet delays hover around
55–101 𝜇s, see Fig. 7). This stronger increase of the max‑
imum ST packet delays is a result of the BE packet traf‑
ϐic interfering with the ST packet trafϐic due to the lack
of TAS operation. In particular, ST packets are blocked
from transmission during an ongoing transmission of a
580 byte BE packet (as we considered non‑preemptive
priority scheduling). Second, since no admission control
based on TSN slot reservation is used, congestion arises
for ST trafϐic loads of 𝜋 = 6 to 20 ST streams per second,
causing high mean and maximum delays for both ST and
BE trafϐic. Third, due to the congestion, packet drops oc‑
cur at high ST loads for both ST and BE packet trafϐic. We
alsonote that sinceno signaling trafϐic is used, thepriority
scheduling benchmark without TSN operation provides a
performance reference for both the centralized and the
decentralized TSN model.
Overall, we conclude that the proposed centralized (hy‑
brid) reconϐiguration approach provides a means to en‑
sure that dynamically varying numbers of ST streams are
accommodated as permitted by the available link capacity
in the unidirectional ring network. However, the unidi‑
rectional ring network does not involve any distinct rout‑
ing choices towards the destination. In order to examine
the performance of the proposed centralized reconϐigu‑
ration in a network with different routing paths, we next
consider the operation of the ring network topology as a
bidirectional ring network.

5.2.2 Bidirectional ring topology
The unidirectional ring topology certainly simpliϐies the
calculation of the ST slot window in the reconϐiguration.
In order to examine whether the proposed centralized
(hybrid) reconϐiguration approach can efϐiciently utilize
the higher capacity of a more complex network with mul‑
tiple routing options, we examine the bidirectional ring
network. In the bidirectional ring network, each two‑port
switch has now two paths to the destination. We em‑
ploy shortest path routing according to the hop count. We
set the edge link (source to ϐirst ring switch and last ring
switch to sink) capacities to 2Gbps to avoid congestion on
the edge links (which the CNC does not control).
Fig. 12 shows the average mean ST and BE packet delay
for different stream lifetimes 𝜏 . Compared to the unidi‑
rectional topology (see Fig. 6), the bidirectional signiϐi‑
cantly reduces the packet delay since an extra port with
full‑duplex link support now provides extra capacity to
service streams giving more slot reservations to BE even
at high ST stream loads.
Fig. 13 shows themaximum ST packet delays for the bidi‑
rectional ring topologywith CNC.We observe fromFig. 13
in comparison with the corresponding maximum packet
delayplot for theunidirectional ring inFig. 7, that thebidi‑
rectional topology with conϐiguration gives higher maxi‑
mum packet delays, which is mainly due to the substan‑
tially increasing ST stream acceptance, as examined next
in Fig 14. The “no reconϐiguration” keeps the ST slot size
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Fig. 12 – Centralized Bidirectional Topology: Mean end‑to‑end delay
for ST and BE trafϐic for varied mean stream lifetime 𝜏 for different BE
loads 𝜌𝐿 , and ST stream rates 𝜋.
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Fig. 13 – Centralized Bidirectional Topology: Maximum ST packet delay
for TAS with centralized conϐiguration (CNC) management.

at the initialized value (20% of CT, i.e., 10 𝜇s), resulting in
a constant maximum delay of around 50 𝜇s, albeit at the
expense of rather low admission rates, see Fig 14.
Fig. 14 shows the stream admission ratio (percentage).
With the high stream generation rate 𝜋 = 20 streams/s
and long average stream lifetime 𝜏 = 5 s, the admission
rate is still slightly above 90% for the bidirectional topol‑
ogywith CNC reconϐiguration. The bidirectional ring thus
achieves a substantially increased (close to 50% higher)
admission rate compared to the unidirectional ring exam‑
ined in Fig. 8. In contrast, the increases of the admission
ratio of the no reconϐiguration approach with the bidirec‑
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Fig. 15 – Centralized Bidirectional Topology: Average stream signaling
overhead for TAS with centralized conϐiguration (CNC) management.

tional ring compared to the unidirectional ring are more
modest (roughly 20%). This is mainly because the initial‑
ized gating ratio is too restrictive and severely underuti‑
lizes the links. We found in additional evaluations that
are not includeddue to space constraints that different BE
loads 𝜌𝐿 do not impact the ST stream performance due to
the TAS operation, i.e., TAS effectively partitions the traf‑
ϐic at the egress switch/port (BE trafϐic does not block ST
trafϐic).
Similar to the unidirectional ring, the bidirectional
ring topology provides constant signaling delay (around
3.5 𝜇s) due to theCNCout‑of band signaling channels. The
average signaling delay is slightly lower than in the unidi‑
rectional ring (which had a signaling delay around 4 𝜇s),
mainly since the signaling hop distances in the bidirec‑
tional ring are shorter than in the unidirectional ring.
Fig. 15 shows the signaling overhead. Since the bidirec‑
tional ring topology is effectively the same as the uni‑
directional ring topology (albeit having another port to
the switch), the signaling overhead in the bidirectional
ring network is in general very similar to the signaling
overhead in the unidirectional topology. Note that while
the hop traversal is reduced (since the stream can take
one of two paths to the destination governed by short‑
est path, i.e., the smallest hop count), the number of sent
and received CDT frames are generally the same. Simi‑
lar to the unidirectional topology, the reconϐiguration ap‑
proach generates more CDT trafϐic. Note that admissions
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are in general more costly in terms of sent and received
CDT frames in the network. Therefore, the higher the ad‑
mission rate, the more overhead is observed in the con‑
trol plane, though based on Fig. 15, the overall overhead is
well below 1 Mbps and therefore is minuscule compared
to the channel capacity. We also observe from Fig. 15 that
the results for different stream lifetimes 𝜏 differ only very
slightly since for any 𝜏 value, almost all the streams are
accepted, generating the same total overhead.
Fig. 16 shows the average overall throughputmeasured at
the ST sinks for the bidirectional ring topology. Compared
to the unidirectional ring (see Fig. 10), the throughput for
the bidirectional ring is much higher, typically increased
by a factor of two.
Similar to the unidirectional ring topology, the bidirec‑
tional topology achieves zero loss for ST streams while
signiϐicantly reducing the BE packet loss rate. Fig. 17
shows the BE packet loss ratio for the bidirectional ring
network. The maximum BE loss for the high BE trafϐic in‑
tensity 𝜌𝐿 = 2.0 is around 30% which is a signiϐicant re‑
duction from the unidirectional topology (of around 90%,
see Fig. 11).
In contrast to the unidirectional topology, the bidirec‑
tional topology with central (hybrid) CNC reconϐigura‑
tion achieves improved QoS metrics and admission rates.
Overall, the ST trafϐic throughput is typically doubled in
the bidirectional ring network compared to the unidirec‑
tional ring network. We can thus conclude that our pro‑
posed centralized (hybrid) CNC reconϐiguration can effec‑
tively utilize the higher capacity provided by the bidirec‑
tional ring network for dynamic ST trafϐic, with random
ST ϐlow generations and random ST ϐlow lifetimes.

5.3 Decentralized model evaluation
Analogous to the centralized (hybrid) reconϐiguration
evaluation, we evaluate our proposed decentralized re‑
conϐiguration from Section 4 with both periodic ST traf‑
ϐic and sporadic (random) BE trafϐic, as speciϐied in Sec‑
tion 5.1.2. As before, we evaluate the network with TAS
shaper on the industrial control loop unidirectional and
bidirectional topology and collect results for the simula‑
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Fig. 17 – Centralized Bidirectional Topology: BE frame loss ratio for TAS
with centralized conϐiguration (CNC) management.

tion parameters shown in Table.1.

5.3.1 Unidirectional ring topology
The decentralized model essentially transfers some of
the CNC functions (e.g., TAS reconϐiguration and resource
reservation modules) from the centralized model down
to the TAS enabled egress ports of the TSN switches in the
data plane. The main difference between the centralized
and decentralized models is the signaling performance
which is now in‑band and can affect data trafϐic. In addi‑
tional evaluations that are not included due to space con‑
straints, we have found that with the in‑band CDT trafϐic
in the decentralized model, the average ST and BE packet
delays are about the same as the centralized model in
Fig. 6. Typically, the ST stream’s average delay is mini‑
mal to near constant for both the reconϐiguration and “no
reconϐiguration” approaches. For BE, the “no reconϐigura‑
tion” approach produces constant average delay for each
BE 𝜌𝐿 trafϐic intensity.
Fig. 18 shows the maximum ST packet delay for the uni‑
directional ring network using the decentralized model.
In contrast to the average ST packet delay, the maximum
delay is affected by the in‑band CDT trafϐic. In the decen‑
tralized model, the CDT trafϐic is given the highest prior‑
ity above both ST and BE trafϐic. Therefore, themaximum
delays can reach about 150 𝜇s, which is somewhat higher
than for the centralized reconϐiguration in Fig. 7, but still
well below 1 ms.
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Fig. 19 –DecentralizedUnidirectional Topology: Average stream signal‑
ing delay for TAS.

The stream admission rate for the decentralized model is
very similar to the centralized model (see Fig. 8) and is
not displayed in detail due to space constraints. Fig. 19
shows the signaling delay for ST stream registration in the
decentralizedmodel. In contrast to the centralizedmodel,
the decentralizedmodel’s in‑band CDT trafϐic implies var‑
ied stream signaling delays. As the streams generation
rate 𝜋 increases, the overall average signaling delay de‑
creases which is due to the increased rejections as more
streams attempt to request network resources. In the de‑
centralized model, a rejection by an intermediate bottle‑
necked switch implies a termination of the reservation at‑
tempt and a notiϐication to any previous pending stream
records to cancel the potential reservation and eventually
notify the source of the rejection. If this rejection happens
closer to the source, then the average signaling delay will
be shorter compared to a stream acceptance. In general,
the average stream signaling delay is on the order of mi‑
croseconds which is reasonable for most industrial con‑
trol systems applications.
Generally, the decentralized model produced greater sig‑
naling overhead than the centralized model (cf. Fig. 9)
since CDT trafϐic is measured at each data switch trafϐic
port for incoming and outgoing as shown in Fig. 20. Anal‑
ogous to the signaling delay, the more ST streams are ac‑
cepted, the more overhead is observed. Therefore, as the
stream lifetime 𝜏 increases and consequently, the more
rejections occur, the lower the overhead. Overall, the
comparison of the signaling overhead for the decentral‑
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Fig. 20 –DecentralizedUnidirectional Topology: StreamSignalingOver‑
head for TAS.

ized model in Fig. 20 with the centralized model in Fig. 9
indicates that the decentralization increases the signaling
overhead by over two orders of magnitude. However, the
aggregate signaling overhead bitrate in the decentralized
model is still below 20 Mbps and thus below 2% of the
1 Gbps link capacity.
Throughput results are generally the same when com‑
pared to the unidirectional centralized model (cf. Fig. 10)
and are therefore omitted. Similarly, the packet loss rate
is nearly similar to the unidirectional centralized model
(cf. Fig. 11). However, the unidirectional topologywith ei‑
ther the centralized or decentralized approach generally
gets bottlenecked at lower trafϐic loads compared to the
bidirectional ringnetwork. Therefore, BE trafϐic suffers as
more ST streams request TAS slot reservations. We next
examine the bidirectional ring network for decentralized
operation to determine how the BE trafϐic performance
can be improved while maintaining the ST trafϐic perfor‑
mance.

5.3.2 Bidirectional ring topology
For the bidirectional topology using the decentralized
model we found that the in‑band CDT trafϐic affects the
data trafϐic similar to the decentralized unidirectional
model, i.e., maximum ST packet delay is somewhat in‑
creased while the mean ST packet delay is essentially un‑
changed. As the ST stream lifetime 𝜏 is increased, i.e., the
number of ST streams at any time increases, the BE slots
are reallocated to ST streams which increases the mean
BE packet delay which is similar to the centralized model
(cf. Fig. 12) and is therefore omitted.
Fig. 21 shows themaximumSTpacket delay. While the re‑
conϐiguration approach looks very similar to the central‑
izedmodel (cf. Fig. 13), theno reconϐiguration approach is
affected by the in‑band CDT trafϐic which raises the maxi‑
mum ST packet delay in some no reconϐiguration scenar‑
ios to around 100 𝜇s.
The admission rate is exactly the same as for the central‑
ized model (cf. Fig. 14). Fig. 22 shows the average signal‑
ing delay for ST stream registration. Similar to the unidi‑
rectional topology, the mean signaling delay starts to de‑
crease as the load increases due to higher rejections.
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ing delay for TAS.

We found that the stream signaling overheadwith the de‑
centralized bidirectional model is similar to the decen‑
tralized unidirectional model (cf. Fig. 20), albeit slightly
lower due to the shorter signaling hop counts in the bidi‑
rectional ring network.
While omitted for space, additional evaluations have
found that the throughput of the bidirectional decentral‑
ized model is nearly identical to the centralized model.
We observed only very slightly reduced throughput with
the decentralized model compared to the centralized
model since the decentralized model carries the control
trafϐic in‑band, which very slightly reduces the link uti‑
lization for data trafϐic.
Similar to all the preceding models and topologies, ST
streams have zero trafϐic drops. The BE packet loss rates
for the decentralized bidirectional model are nearly iden‑
tical to the centralized bidirectional model. Similarly, the
overall performance is largely improved under the bidi‑
rectional topology compared to the unidirectional model
due to the additional port and path.
The decentralized model was found to operate nearly
identically to the centralized model in terms of QoS met‑
rics and overall admission rate. Thus, the segregation of
trafϐic based on the class of service can be accomplished
with the proposed decentralizedmodel without the over‑
head complexities of a CNC node. A main disadvantage of
the decentralized model is the in‑band CDT trafϐic which
can delay ST streams, particularly affecting themaximum

ST packet delays. A potential workaround to explore in
future research is to service all the ST streams ϐirst, and
then service CDT frames before servicing the BE trafϐic,
though this might lead to additional signaling delays de‑
pending on the ST load.

6. CONCLUSIONS AND FUTUREWORK
The IEEE 802.1Qcc framework and the 802.1Qbv traf‑
ϐic shaper enable the implementation of a deterministic
forwarding plane that provides strict bandwidth guaran‑
tees to ST ϐlows without any ϐlow or congestion control
mechanism at the source. Using an automated network
conϐiguration is an imperative tool set to provide a uni‑
ϐied communication platform based on commercial of the
shelf (COTS) full‑duplex Ethernet with high bandwidth
and low complexity compared to Controller Area Net‑
works (CANs), Local Interconnect Networks (LINs), and
specialized ϐield‑buses in industrial control system appli‑
cations (e.g., industrial control, automotive, and avionics).
Network designs based on the IEEE 802.1Qcc framework
and the 802.1Qbv trafϐic shaper can form a contract with
the source to forward mission critical trafϐic and to auto‑
mate the network conϐiguration process using 802.1Qcc
for the full lifetime of the stream. Additionally, depending
on the forwarding plane port trafϐic shaper (e.g., TAS), the
required schedules can be passed to the switch servers
using general user/network information protocols (e.g.,
TLV, NETCONF/Yang, and SNMP).
In this paper, we have investigated the impact of TAS
reconϐigurations in response to dynamic network con‑
ditions, i.e., the addition and removal of transient ST
streams (ϐlows) with different lifetimes. We have demon‑
strated the effectiveness of TASwith andwithout the CNC,
i.e., for centralized (hybrid) vs. decentralized (fully dis‑
tributed) models. We have examined network QoS trafϐic
characteristics when admitting ST ϐlows based on an iter‑
ative heuristic approach that computes TAS schedules for
current and newly requested ST streams.
Based on the insights from the present study we out‑
line the following future research directions. First, it
would be interesting to judiciously change the GCL time
for switches during reconϐiguration whilst satisfying QoS
requirements. The studied reconϐiguration techniques
should also be examined in alternate approaches for pro‑
vidingdeterministicQoS, e.g., [61,81] aswell as in the con‑
text of related QoS oriented routing approaches, e.g. [17,
37].
Another interesting future research direction is to adapt
the reconϐiguration mechanisms that have been devel‑
oped in this study to the interactions between TSN and
ϐifth generation (5G) wireless communication systems
that operate with Ultra‑Reliable Low‑Latency Communi‑
cation (URLLC). A few recent studies have begun to ex‑
plore the use of TSN in the 5GURLLC context, see e.g., [28,
45, 52, 71], indicating signiϐicant potential for improving
5G URLLC services by exploiting TSN. The TSN reconϐig‑
uration mechanisms developed in this study can poten‑
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tially help in ϐlexibly providing high‑quality 5G URLLC
services for varying trafϐic dynamics. Similarly, TSN re‑
conϐiguration may aid low‑latency real‑time services in
future WiFi networks, which may incorporate TSN, see
e.g., [5,14,35].
In the wider context of QoS networking and related ap‑
plications, deterministic networking should be examined
in the context of emerging multiple‑access edge comput‑
ing (MEC) [21, 33, 58, 82], in particular MEC settings for
low‑latency applications [23, 90, 94]. As an alternative
approach to coordinating the reconϐigurations, emerg‑
ing softwarized control and virtualization paradigms can
be explored [7, 13, 19, 20, 44, 56, 75, 78]. Regarding the
reliability aspects, a potential future research direction
is to explore low‑latency network coding mechanisms,
e.g., [4, 18, 24, 32, 54, 55, 69], to enhance networking pro‑
tocols targeting reliable low‑latency communication.
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and J. Gozalvez. Analysis of 5G‑TSN integration
to support Industry 4.0. In Proc. IEEE Int. Conf.
on Emerging Techn. and Factory Automation (ETFA),
volume 1, pages 1111–1114, 2020.

[53] Z. Li, H. Wan, Y. Deng, K. Xiong, and X. Song.
A resource‑efϐicient priority scheduler for time‑
sensitive networking switches. CCF Transactions on
Networking, 3:21–34, 2020.

[54] D. E. Lucani, M. V. Pedersen, D. Ruano, C. W.
Sørensen, F. H. Fitzek, J. Heide, O. Geil, V. Nguyen,
and M. Reisslein. Fulcrum: Flexible network coding
for heterogeneous devices. IEEE Access, 6:77890–
77910, 2018.

[55] Z. Ma, M. Xiao, Y. Xiao, Z. Pang, H. V. Poor, and
B. Vucetic. High‑reliability and low‑latency wireless
communication for internet of things: Challenges,
fundamentals and enabling technologies. IEEE In‑
ternet of Things Journal, 6(5):7946–7970, 2019.

[56] W. Mandarawi, H. Chahed, and H. de Meer. A frame‑
work for virtualizing time‑aware shaper using high
performance nfv. In Proc. IEEE Int. Conf. on Emerg‑
ing Techn. and Factory Automation (ETFA), volume1,
pages 1621–1628, 2020.

[57] L. Martenvormfelde, A. Neumann, L. Wisniewski,
and J. Jasperneite. A simulation model for integrat‑
ing 5G into time sensitive networking as a trans‑
parent bridge. In Proc. IEEE Int. Conf. on Emerg‑
ing Techn. and Factory Automation (ETFA), volume1,
pages 1103–1106, 2020.
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level preemption in TSN: Feasibility and require‑
ments analysis. In Proc. IEEE Int. Symp. on Real‑Time
Distributed Computing (ISORC), pages 47–55, 2020.

[74] R. S. Oliver, S. S. Craciunas, and W. Steiner. IEEE
802.1Qbv gate control list synthesis using array the‑
ory encoding. In Proc. IEEE Real‑Time and Embed‑
ded Technology and Applications Symposium (RTAS),
pages 13–24, 2018.

[75] Z. Pang, X. Huang, Z. Li, S. Zhang, Y. Xu, H. Wan,
and X. Zhao. Flow scheduling for conϐlict‑free
network updates in time‑sensitive software‑deϐined
networks. IEEE Transactions on Industrial Informat‑
ics, 17(3):1668–1678, Mar. 2021.

[76] P. Pop, M. L. Raagaard, M. Gutierrez, and W. Steiner.
Enabling fog computing for industrial automation
through time‑sensitive networking (TSN). IEEE
Commun. Standards Mag., 2(2):55–61, 2018.

[77] W. Quan, W. Fu, J. Yan, and Z. Sun. OpenTSN: An
open‑source project for time‑sensitive networking
system development. CCF Transactions on Network‑
ing, 3(1):51–65, 2020.

[78] H. Sándor, B. Genge, and Z. Szántó. Infrastructure
and framework for response and reconϐiguration in
Industry 4.0. In Proc. IEEE Int. Symp. on Digital
Forensic and Security (ISDFS), pages 1–6, 2018.
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Abstract – Cryptocurrencies redeϔined howmoney can be stored and transferred among users. However, public blockchain‑
based cryptocurrencies suffer fromhigh transactionwaiting times and fees. To address these challenges, the payment channel
network concept is touted as the most viable solution to be used for micro‑payments. The idea is exchanging the ownership
of money by keeping the state of the accounts locally which provides transaction approvals in seconds. Such attention on
payment channel networks has inspired many recent studies that focus on how to design them and allocate channels such
that the transactions will be secure and efϔicient. However, as payment channel networks are emerging and reaching a large
number of users, privacy issues are becoming more relevant, this raises concerns about exposing not only individual habits
but also businesses’ revenues. In this paper, we ϔirst propose a categorization of the existing payment networks formed on top
of blockchain‑backed cryptocurrencies. After discussing several emerging attacks on user/business privacy in these payment
channel networks, we qualitatively evaluate them based on a number of privacy metrics that relate to our case. Based on
the discussions on the strengths and weaknesses of the approaches, we offer possible directions for research for the future of
privacy based payment channel networks.

Keywords – Bitcoin, blockchain, lightning network, payment channel network, routing protocols

1. INTRODUCTION
There are many modern money exchange systems such
as paper checks, credit/debit cards, Automated Clear‑
ing House (ACH) payments, bank transfers, or digital
cash which are owned and regulated by ϐinancial institu‑
tions. Nevertheless, in the evolving world of trade, the
movement of money is still going through changes. The
last decade witnessed the introduction of Bitcoin [1], a
new paradigm‑shifting innovation where the users con‑
trol their own money without needing a trusted third
party. In this model, the users are governing the system
by coming to a consensus for controlling the transfer and
the ownership of the money. Following the success of
Bitcoin, new cryptocurrencies that offer new capabilities
were introducedbasedon the ideaof consensus‑based ac‑
count management [2, 3].
Not so long after, the initial success of cryptocurrencies
was hindered due to practicality issues in their daily use.
Basically, it was a very limited system in terms of scalabil‑
ity and its wide acceptance for simple daily transactions
was quite impossible due to high conϐirmation waiting
times, highly disproportional transaction fees, and low
throughput.
Among many solutions an off‑chain payment channel
idea arose as a well‑accepted one for solving the above‑
mentioned problems. The idea is based on establishing
off‑chain links between parties so that many of the trans‑
actions would not be written to the blockchain each time.
The payment channel idea later evolved towards the es‑
tablishment of payment channel networks (PCN), where

among many participants and channels the participants
pay through others by using them as relays, essentially
forming a connected network. This is in essence a Layer‑2
network application running on top of a cryptocurrency
which covers the Layer‑1 services. A perfect example of
PCNs is Lightning Network (LN) [4] which uses Bitcoin
and reached many users in a very short amount of time.
Raiden [5], based on Ethereum, is another example of a
successful PCN.
The emergenceof PCNs led to several research challenges.
In particular, the security of the off‑chain payments is
very important as users can losemoney or liability can be
denied. Besides, the efϐiciency of payment routing within
the PCN with a large number of users is tackled. Such ef‑
forts paved the way for introducing many new PCNs in
addition to LN. These PCNs rely on various cryptocurren‑
cies and carry several new features. As these newly pro‑
posed PCNs become more prominent there will be heavy
user and business involvement which will raise issues re‑
garding their privacy just as the user privacy on the Inter‑
net. The difference is that in many cases, Internet privacy
could be regulated but thiswill not be the case for PCNs as
their very idea is based on decentralization. For instance,
a userwill naturallywant to stay anonymous to the rest of
the network while a business would like to keep its rev‑
enue private against its competitors.
Therefore, in this paper, we investigate this very emerg‑
ing issue and provide an analysis of current PCNs along
with their privacy implications. We ϐirst categorize the
PCNs in light of common network architectures and
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blockchain types. We then deϐine user and business pri‑
vacy within the context of PCNs and discuss possible at‑
tacks on the privacy of the participants. Speciϐically, we
came up with novel privacy risks speciϐic to PCNs. Utiliz‑
ing these attack scenarios, we later survey and evaluate
thoroughly the existing PCNs in terms of their privacy ca‑
pabilities based on certain metrics. This is a novel quali‑
tative evaluation to be able to compare what each PCN is
offering in terms of its privacy features. Finally, we offer
potential future research issues that can be further inves‑
tigated in the context of PCN privacy. Our work not only
is the ϐirst to increase awareness regarding privacy issues
in the emerging realm of PCNs but also will help practi‑
tioners on selecting the best PCN for their needs.
The paper is organized as follows: Section 2 gives an
introductory background. Next, Section 3 categorizes
the PCNs in light of common network architectures and
blockchain types. In Section 4 we deϐine user and busi‑
ness privacy, discuss possible attacks on the privacy of
the participants in the PCNs, and present an evaluation
of state‑of‑the‑art solutions for what they offer in terms
of privacy. Section 5 offers directions about the future re‑
search on privacy in PCNs and Section 6 concludes the pa‑
per.

2. BACKGROUND

2.1 Blockchain
Blockchain is the underlying technology in cryptocur‑
rency, that brings a new distributed database which is a
public, transparent, persistent, and append‑only ledger
co‑hosted by the participants. With various cryptographi‑
cally veriϐiablemethods, calledProof‑of‑X (PoX), eachpar‑
ticipant in the network holds the power of moderation
of the blockchain [6]. As an example, being the ϐirst in‑
vented and largest cryptocurrency, Bitcoin and the sec‑
ond largest one, Ethereum, which jointly hold 75% of to‑
talmarket capitalization in the cryptocurrencyworld, uti‑
lize a proof‑of‑work (PoW) mechanism where a partici‑
pant has to ϐind a “block‑hash‑value” smaller than a jointly
agreed number. A block is an element with a limited size
that stores the transaction information. Each block holds
the hash of the preceding block which in the long run
forms a chain of blocks, called, the blockchain. A block
is simply comprised of transactions (data), timestamp,
nonce, the hash of the block and the hash of the previous
block[1] as shown in Fig. 1. The hash of the transaction is
inserted into a Merkle tree which enables users to easily
verify whether a transaction is in the block or not. “Who‑
owns‑what” information is embedded in the blockchain
as transaction information.
In order for a block to be accepted as valid, the hash
of the block should be smaller than a number which is
decided by considering the total accumulated computa‑
tional power in the entire network. By changing thenonce
value in the block, the miner aims to ϐind a suitable hash
result. Soon after a valid block is found, it gets distributed

in the network. After the other nodes validate that block,
the next block calculation starts.
Therefore, the cohort of independent participants turns
blockchain into a liberated data/asset management tech‑
nology free of trusted third parties.

Previous
Hash Nonce

Merkle
Root Timestamp

Block-(X+1) Header

List of Transactions
(X+1)

Previous
Hash Nonce

Merkle
Root Timestamp

Block-(X+2) Header

List of Transactions
(X+2)

Block-(X+3)Block-(X)

Fig. 1 – Blocks connected with hash.

2.2 Cryptocurrency
Although it ϐinds many areas, the most commonly used
application of blockchain technology is cryptocurrencies.
A cryptocurrency is a cryptographically secure and veri‑
ϐiable currency that can be used to purchase goods and
services. In this paper, we will use cryptocurrency and
money interchangeably.
Blockchain technology undoubtedly changed the way
data can be transferred, stored, and represented.
Nonetheless, making a consensus on the ϐinal state of a
distributed ledger has drawbacks. The ϐirst drawback
is long transaction conϐirmation times. For example, in
Bitcoin, a block is generated about every 10minutes. As a
heuristic Bitcoin users wait for 6 blocks for the ϐinality of
a transaction which yields around 60 minutes of waiting
time for ϐinalizing a transaction. In Ethereum, the time
between blocks is shorter but users wait 30 consecutive
blocks which yield 10‑15 minutes of waiting time. Note
that, as a block is limited in size, not only the throughput
will be limited, but also the total waiting time for the
users will be longer during the congested times of the
transfer requests. Nevertheless, if a user is in a hurry
for approval of a transaction, it will need to pay larger
fees to the miners than what its competitors do. This
brings us the second drawback of using blockchain for
cryptocurrency. The miner nodes, which generate and
approve blocks, get fees from the users to include their
transactions in blocks. The fee amount is independent of
the amount being transacted. During highly congested
times, to make a larger proϐit, miners will be extremely
selective in picking the requests from the transaction
request pool (mempool). So when there is congestion, a
payer either has to offer more fees or she/he has to wait
more so that a miner picks her/his transaction request.

2.3 Smart contracts
The ability to employ smart contracts is another feature
that makes blockchain an unorthodox asset management
technology. Smart contracts are scripts or bytecodes,
which deϐine how transactions will take place based on
the future events deϐined within the contract. The join‑
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ing parties will interact under the deϐined rules to exe‑
cute the protocol. It provides mechanisms to embed gov‑
ernance rules in a veriϐiable way that can be audited by
the consensus algorithm. It facilitates a complex proce‑
dure that involves several third parties. Smart contracts
can be utilized in conditional/unconditional peer‑to‑peer
(P2P) transactions, voting, legal testament, etc. As always,
the duty of decision‑making is on the blockchain. Hence,
the blockchain ϐinalizes the transaction outputs when the
smart contracts are utilized too.

3. PCNS AND THEIR CATEGORIZATION

3.1 Payment channel networks
Due to scalability issues researchers have always been in
the search for solutions to make the cryptocurrency scal‑
able. Among many offered solutions, the off‑chain pay‑
ment channel idea has attracted the most interest.
To establish such a channel, two parties agree on de‑
positing some money in a multi‑signature (2‑of‑2 multi‑
sig) wallet with the designated ownership of their share.
The multi‑sig wallet is created by a smart contract where
both parties sign. The smart contract, mediated by the
blockchain, includes the participants’ addresses, their
share in the wallet, and information on how the contract
will be honored. Approval of the funding transaction by
theblockchain initiates the channel. Afterward, the idea is
simple; the payer side gives ownership of some of his/her
money to the other side by mutually updating the con‑
tract locally. To close the channel the parties submit the
ϐinal “commitment transaction” to the blockchain for it to
honor the ϐinal state of the channel. Thus, each side re‑
ceives its own share from the multi‑sig wallet.
The off‑chain mechanism brings a huge advantage such
that the peers do not need to publish every transaction
on the blockchain. That is, the payments are theoretically
instantaneous. Moreover, as there is no need for frequent
on‑chain transactions, the transactions will be protected
from ϐluctuating, unexpectedly high on‑chain transaction
fees. In fact, a transaction fee canbe zero if thepeers agree
so.
Payment channels created among many parties make the
establishment of multi‑hop payments from a source to
a destination through intermediary nodes possible. As
shown in Fig. 2, Alice‑Charlie (A‑C) and Charlie‑Bob (C‑B)
have channels. Let, A‑C and C‑B are initialized when time
is t. Although Alice does not have a direct channel to Bob,
she can still pay Bob via Charlie. At time t+x1, Alice initi‑
ates a transfer of 10 units to Bob. The money is destined
to Bob over Charlie. When Charlie honors this transaction
in the C‑B channel by giving 10 units to Bob, Alice gives 10
units of her share to Charlie in the A‑C channel. When the
transfers are over, A‑C andC‑B channel states get updated.
When time is t+x2, Alice makes another transaction (20
units) to Bob and the shares in the channel states get up‑
dated once again.
The multi‑hop payment concept enables the establish‑

Fig. 2 – A simple multi‑hop payment. Alice can initiate a transfer to Bob
utilizing channels between Alice‑Charlie and Charlie‑Bob.

ment of a network of payment channels among users,
which is referred to as PCN as shown in Fig. 3. A PCN, in
essence, is a collection of payment channels. Going back
to the example given in Fig. 2, when Alice wants to trans‑
fer X units of money to Bob, they have to ϐind a path be‑
tween each other in which each channel should have a
satisfactory directional deposit so that it can handle the
transfer of that amount. For incentivizing the intermedi‑
arynodes, the responsibleparties canpay forwarding fees
to the intermediaries. To prevent intermediaries from
stealing the funds a cryptographic hash lock protects the
money during the traversal. When an intermediary justi‑
ϐies that it knows the hash of the secret, the channel con‑
tract honors the transfer. Hence, when Alice initiates a
transfer to Bob she will share the secret with Bob in an
out‑of‑bound communication channel. That will let Bob
claim the transfer from the preceding node. In return, the
node will learn the secret and like a chain reaction, each
node will claim the funds from the preceding node until
Alice. Current PCNs vary in terms of what topologies they
depend on andwhich Layer‑1 blockchain technology they
utilize. We discuss this categorization next. We will then
explain each of these PCNs in more detail and categorize
them in Section 4.

3.2 PCN architectures

In this section, we categorize the types of network archi‑
tectures that can be used in PCNs.

3.2.1 Centralized architecture

In this type of network, there is a central node, and users
communicate with each other either over that central
node or based on the rules received from the central node
as shown in Fig. 4(a). From the governing point of view,
if an organization or a company can solely decide on the
connections, capacity changes, and ϐlows in the network,
then this architecture is called to be a centralized one.
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Fig. 3 – The users and businesses independently come together and es‑
tablish payment channels between each other. Consequently, they form
a PCN of end users and relays acting as the backbone. Solid‑arrowed
lines represent channels between the nodes. Double lines represent
how they agreed in the blockchain to establish a channel (only some of
these are shown for simplicity).

3.2.2 Distributed architecture
In distributed networks, there is no central node. As op‑
posed to the centralized network, each user has the same
connectivity, right to connect, and voice in the network. A
sample architecture is shown in Fig. 4(b).

3.2.3 Decentralized architecture
This type of architecture is a combination of the previous
two types which is shown in Fig. 4(c). In this architec‑
ture, there is no singular central node, but there are in‑
dependent central nodes. When the child nodes are re‑
moved, central nodes’ connections look very much like a
distributed architecture. However, when the view is con‑
centrated around one of the central nodes, a centralized
architecture is observed.

3.2.4 Federated architecture
Federated architecture sounds very much like the federa‑
tion of the states in the real world and arguably lies some‑
where between centralized and decentralized networks.
In a federated architecture, there are many central nodes
where they are connected in a P2P fashion. Then the re‑
maining nodes (children) strictly communicate with each
other over these central nodeswhich verymuch looks like
a federation of centralized architectures. Moreover, each
federation can come up with their local rules in addition
to the protocol being used.

3.3 Types of blockchain networks
In this section, we categorize the existing PCNs based on
the blockchain type they employ. There are mainly three
types of blockchains employed by PCNs.

Fig. 4 – Network types

3.3.1 Public blockchain
In a public blockchain, no binding contract or registration
is needed to be a part of the network. Users can join or
leave the networkwhenever theywant. Consequently, the
PCN will be open to anyone who would like to use it.

3.3.2 Permissioned blockchain
Permissioned (i.e., Private) blockchain lays on the oppo‑
site side of thepublic blockchain,where the ledger isman‑
aged by a company/organization. Moreover, the roles of
the nodes within the network are assigned by the central
authority. Not everybody can participate or reach the re‑
sources in the permissioned blockchain. PCNs employing
permissioned blockchain will be “members‑only”.

3.3.3 Consortium blockchain
Contrary to the permissioned blockchain, in consortium
blockchain, the blockchain is governed by more than one
organization. From the centralization point of view, this
approach seems more liberal but the governance model
of the blockchain slides it to the permissioned side. PCNs
utilizing consortium blockchain will be similar to permis‑
sioned blockchain in terms of membership but in this
case, members will be approved by the consortium.

4. PRIVACY ISSUES IN PCNS: METRICS AND
EVALUATION

As PCNs started to emerge within the last few years, a lot
of research has been devoted to making them efϐicient,
robust, scalable, and secure. However, as some of these
PCNs started to be deployed, they reached a large number
of users (e.g., LN has more than 10K users), which is ex‑
pected to grow further as long as users are satisϐied with
their services. Such growth brings several privacy issues
that are speciϐic to PCNs. In this respect, we observed that
strengthening the security in PCNs comes with weaker
privacywhile strengthening the privacy in PCNmakes the
network less practical. We argue that very little atten‑
tion has been paid to these issues and there is a need to
identify and understand privacy risks in PCNs from both
the users’ and businesses’ perspectives. Therefore, in this
section, we ϐirst deϐine these privacy metrics and explain
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possible privacy attacks in PCNs. We then summarize the
existing PCNs to evaluate their privacy capabilities con‑
cerning these metrics for the ϐirst time. Our goal is to in‑
crease awareness to not only strengthen the privacy fea‑
tures of the existing PCNs but also help designers to con‑
sider the privacy‑by‑design principle when creating new
PCNs from scratch. Next, we summarize the state‑of‑the‑
art PCN proposals.

4.1 Privacy in PCNs
In its simplest form, data privacy or information privacy
can be deϐined as the process which answers how stor‑
age, access, and disclosure of data take place. For cen‑
trally managed systems the central node (or company)
is the responsible party for preserving the privacy of the
users by deϐining appropriate policies to manage their
data. However, when the system shifts towards a decen‑
tralized/distributed one, the privacy of the users should
be taken care of by the protocol running beneath the net‑
work.
For instance, Bitcoin aims to keep the real identities pri‑
vate utilizing pseudonyms. It is seen that inherited from
this philosophy, PCN designers also pay attention to pri‑
vacy features with different points of view. Nevertheless,
we observe that strengthening the security in PCN comes
with weaker privacy or strengthening privacy makes the
network less practical. The PCNneeds to provide services
ensuring that the users’ data will not be exposed without
their authorization. However, the user data travels within
the PCN through many other users. Hence, to assess the
level of privacy in a particular decentralized system, def‑
initions for privacy within the system are needed. To ad‑
dress these issues, some PCN works aimed to hide the
sender (𝑢𝑠) or the receiver (𝑢𝑟) identity (i.e., anonymity)
whereas some others concentrated on strengthening the
relationship anonymity between the sender and the recip‑
ient.

4.2 Attack model and assumptions
There are two types of attackers considered in this paper.
The ϐirst attacker is an honest‑but‑curious (HBC) where
the attacker acts honestlywhile running the protocols but
still collects information passively during operations. The
second attacker of interest is the malicious attacker that
controls more than one node in the network to deviate
from the protocols. Hence, it can act based on its own
rules, e.g. denial of service or colluding with other nodes
in order to learn about the user/payment information.
For both of the attacker types, the attacker either tries
to learn the origin and the destination of the payment or
tries to learn the path of the payment routing. This in‑
formation can be used for a couple of purposes. The ϐirst
purpose of trying to get this information is censoring the
payment by simply rejecting it. The secondpurpose is try‑
ing to guess the business capacity of a node. The third
reason is trying to learn the spending habits of the cus‑

tomers. If a single item is purchased, a persistent attacker
will be able to relate the payment to the service or good
that has been purchased. The fourth purpose is trying to
discredit a particular node simply by slowing down the
transaction so that the customers will tend to lose inter‑
est in that seller because of a lack of payment usability.
These attacker types and how they can situate in the net‑
work are shown in Fig. 5 as follows: 1⃝ The attacker is
on the path of a payment. 2⃝ The attacker is not on the
path of a particular payment but it can partially observe
the changes in the network. 3⃝ The attacker colludeswith
other nodes, for example, to make packet timing analysis
with sophisticated methods.

Fig. 5 – Attackers can appear in the network in different places.

Based on these assumptions, we consider the following
potential attacks for compromising privacy in PCNs:

• Attacks on Sender/Recipient Anonymity:
Sender/Recipient anonymity requires that the
identity of the sender/recipient (𝑢𝑠/𝑢𝑟) should not
be known to the others during a payment. This is to
protect the privacy of the sender/recipient so that
nobody can track their shopping habits. There may
be cases where an adversary may successfully guess
the identity of the sender/recipient as follows: For
case 1⃝, the sender can have a single connection
to the network, and the next node is the attacker,
hence, the attacker is sure that 𝑢𝑠 is the sender. For
case 2⃝ the attacker may guess the sender/recipient
by probing the changes in the channel balances. For
case 3⃝ the attacker will learn the sender/recipient
if it can carry out a payment timing analysis within
the partial network formed by the colluded nodes.

• Attack on Channel Balance Privacy. To keep the in‑
vestment power of a user/business private, the chan‑
nel capacities should be kept private in PCNs. The
investment amount in a channel would give hints
about the ϐinancial situation of a user or its shop‑
ping preferences. Moreover, if the capacity changes
in the channels are known, tracing them causes indi‑
rect privacy leakages about the senders/recipients.
For instance, an attacker can initiate fake transaction
requests. After gathering responses from interme‑
diary nodes, it can learn about the channel capaci‑
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ties. This attack is not necessarily about depleting
the channel capacities but guessing the channel ca‑
pacity of a node. Continuously learning the chan‑
nel capacities will eventually yieldmore complicated
privacy attacks as discussed in the attack on sender
privacy.

• Relationship Anonymity. In some cases identities
of 𝑢𝑠 or 𝑢𝑟 may be known. This is a very valid
case for retailers because they have to advertise their
identities to receive payments. However, if an at‑
tacker can relate the payer to the payee, not only the
spending habits of the sender but also the business
model of the recipient will be learned. In such cases,
the privacy of the trade can be preserved by hiding
the relationship between the sender and recipient.
Speciϐically, who‑pays‑to‑whom information should
be kept private. Some of the PCNs utilize onion‑
routing to forward the transactions to the destina‑
tion node. Onion‑routing is a source‑routing proto‑
col where the source of a message encapsulates the
data with the keys of the intermediary nodes like a
stacking doll. An intermediary node can remove only
one layer from the incoming message to see the next
node to which the data is to be forwarded. Hence, in
a distributed network, an intermediary nodewill not
conϐidently be aware of who talks to whom.

• Business Volume Privacy. For a retailer, publicly
disclosed revenue will yield the trade secrets of its
business, which must be protected by the PCN. In
that sense, the privacy of every payment is impor‑
tant. Such payment privacy can be attacked as fol‑
lows: In a scenariowhere twoormorenodes collude,
the amount of a transaction can be known to the at‑
tacker. In another scenario, if the recipient is con‑
nected to the network via a single channel through
the attacker, then it will track all of the ϐlows towards
the recipient.

4.3 State‑of‑the‑art PCNs and their privacy
evaluation

In this section, we brieϐly describe current studies that
either present a complete PCN or propose revisions to
the current ones, then analyze their privacy capabilities
based on our threat model. We provide a summary of the
assessment of the current PCNs’ categorizations and pri‑
vacy features in Table 1. Although our main interest in
this paper is speciϐically payment channel networks, for
privacy in permissionless blockchains, the readers are ad‑
vised to have a look at [7].

4.3.1 Lightning network (LN)
LN [4] is the ϐirst deployed PCN that utilizes Bitcoin. It
started in 2017 and by June 2020 serves with more than
12.000 nodes and 36.000 channels. Nodes in LN uti‑
lize “Hashed Time‑Locked Contracts” (HTLC) for multi‑

hop transfer. The directional capacities in the payment
channels are not advertised but the total capacity in the
channel is known for a sender to calculate a path. This
provides a partial channel balance privacy. The sender
encrypts the path by using the public keys of the interme‑
diary nodes by utilizing “onion‑routing” so that the inter‑
mediary nodes only know the addresses of the preceding
and the following nodes. None of the intermediary nodes
can guess the origin or the destination of the message by
looking at the network packet.

4.3.2 Raiden network
Shortly after LN, Ethereum foundation announced Raiden
Network [5]. Raiden is the equivalent of LN designed
for transferring EthereumERC20 tokens and provides the
same privacy features. Although Ethereum is the second‑
largest cryptocurrency, that popularity is not reϐlected
well in the Raiden Network. As of June 2020, Raiden
serves with 25 nodes and 54 channels. The advantage of
Raiden over LN is, due to tokenization, users can gener‑
ate their own tokens to create a more ϐlexible trading en‑
vironment.

4.3.3 Spider network
Spider network [16] is a PCN that proposes applying
packet‑switching based routing idea which is seen in tra‑
ditional networks (e.g., TCP/IP). However, it is known
that in packet‑switching the source and the destination of
the message should be embedded in the network packet.
The payment is split into many micro‑payments so that
the channel depletion problem gets eliminated. The au‑
thors also aimed to have better‑balanced channels. In this
PCN, there are spider routers with special functionalities
that communicate with each other and know the capac‑
ities of the channels in the network. The sender sends
the payment to a router. When the packet arrives at a
router, it is queued up until the funds on candidate paths
are satisfactory to resume the transaction. The authors
do not mention privacy and plan to utilize onion‑routing
as a future work. The micro‑payments might follow sep‑
arate paths, which would help to keep business volume
private if the recipients were kept private. Additionally,
the hijack of a router will let an attacker learn everything
in the network.

4.3.4 SilentWhispers
SilentWhispers [9] utilizes landmark routing where land‑
marks are at the center of the payments. In their attack
model, either the attacker is not on the payment path
or a landmark is HBC. Here, landmarks know the topol‑
ogy but they do not know all of the channel balances.
When the sender wants to send money to a recipient,
she/he communicates with the landmarks for her/his in‑
tent. Then landmarks start communicating with the pos‑
sible nodes from “sender‑to‑landmark” to the “landmark‑
to‑recipient” to form a payment path. Each node in the
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Table 1 – Qualitative evaluation of privacy features of existing PCNs.
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All
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ized/
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All
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ized/
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All
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ized/
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Public
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Centralized
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Public
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All

Anonymous Multi‑Hop Locks
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: Partially satisϐies OR can not defend against all mentioned attacks.
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path discloses the channel balance availability for the re‑
quested transfer amount to the landmarks. Then land‑
marks decide on the feasibility of the transaction by do‑
ing multi‑party computation. During the transfer phase,
when an intermediary node realizes the transaction to
the next node, it informs the landmark. Landmarks ac‑
knowledge the transactions and when all of the transac‑
tions are executed on the intended path, the transaction
is marked successful. In SilentWhispers, the sender and
the receiver are kept private but the landmarks know the
sender‑recipient pair. The payment amount is also pri‑
vate for the nodeswho do not take part in the transaction.
Moreover, the balances of the channels within the net‑
work are kept private. Although centralization is possible,
the approach is decentralized and landmarks are trusted
parties.

4.3.5 SpeedyMurmurs
SpeedyMurmurs [10] is a routing protocol, speciϐically an
improvement for LN. In SpeedyMurmurs, there are well‑
known landmarks like in SilentWhispers. The difference
of this approach is that the nodes on a candidate path
exchange their neighbors’ information anonymously. So
if a node is aware of a path closer to the recipient, it
forwards the payment in that direction, called “shortcut
path”. In a shortcut path, an intermediary node does
not necessarily know the recipient but knows a neighbor
close to the recipient. SpeedyMurmurs hides the identi‑
ties of the sender and the recipient by generating anony‑
mous addresses for them. Intermediary nodes also hide
the identities of their neighbors by generating anony‑
mous addresses. Although it may be complex, applying
de‑anonymization attacks on the networkwill turn it into
SilentWhispers. This is because, while the algorithm is a
decentralized approach, with unfair role distribution, it
may turn into a centralized approach.

4.3.6 PrivPay
PrivPay [11] is a hardware‑oriented version of Silen‑
tWhispers. The calculations in the landmark are done in
tamper‑proof trusted hardware. Hence, the security and
privacy of the network are directly related to the sound‑
ness of the trusted hardware which may also bring cen‑
tralization. In PrivPay, sender privacy is not considered.
Receiver privacy and business volume privacy is achieved
by misinformation. When an attacker constantly tries to
query data from other nodes the framework starts to pro‑
duce probabilistic results.

4.3.7 Rayo and Fulgor
: Rayo and Fulgor [13] are two multi‑hop routing proto‑
cols for PCNs (Fulgor is suitable for LN only). They de‑
velop these protocols against the security ϐlaw coming
from hash distribution in LN. Speciϐically, the same hash
of the pre‑image is distributed on the path when a pay‑
ment takes place so the authors argue that this creates a

problem for the privacy and relationship anonymity be‑
tween the sender and the recipient. To solve that problem
they introduce multi‑hop HTLC contracts. In their non‑
blocking approach, Rayo a non‑blocking payment routing,
there is a global payment identiϐier system that helps the
nodes to order the payments with respect to their identi‑
ϐier number. For that reason, Rayo is prone to relation‑
ship anonymity attacks if the attacker is located on the
payment path. Fulgor aims for guaranteed privacy. The
multi‑hop HTLC contract offered in Fulgor is fully com‑
pliant with the Bitcoin scripts. Thus, it is only usable in
LN or Bitcoin‑like cryptocurrency backed PCNs. Fulgor’s
motivation is that in LN the same hash of the pre‑image
is distributed on the payment path. This creates a privacy
problemwhich by comparing the collected hashes collud‑
ing nodes can learn about the path of the payment. Ful‑
gor introduces one more phase of messaging with zero‑
knowledge proof‑based communication. The sender dis‑
tributes unique hashes to the intermediary nodes. It sat‑
isϐies balance privacy, business privacy, sender and recip‑
ient anonymity.

4.3.8 Bolt
Bolt [12] is a hub‑based payment system. That is, there is
only one intermediary node between the sender and re‑
cipient. Bolt assumes zero‑knowledge proof ‑based cryp‑
tocurrencies. It does not satisfy privacy in multi‑hop
payments, however, it satisϐies very strong relationship
anonymity if the intermediary node is honest. On the
other hand, being dependent on a single node makes this
approach a centralized one.

4.3.9 Permissioned Bitcoin PCN
In PCNs, if the network topology is not ideal, e.g., star
topology, some of the nodes may learn about the users
and payments. To this end, the authors in [14] propose a
new topological design for a permissioned PCN such that
the channels’ depletion can be prevented. They come up
with a real use case where a consortium of merchants
create a full P2P topology and the customers connect to
this PCN through merchants which undertakes the ϐinan‑
cial load of the network to earn money. The privacy of
the users in the PCN is satisϐied by LN‑like mechanisms.
The authors also investigate how initial channel balances
change while the sender/receiver privacy and the rela‑
tionship anonymity can be satisϐied by enforcing at least
3‑hops in a multi‑hop payment.

4.3.10 Anonymous Multi‑Hop Locks (AMHL)
In the AMHL proposal [15], the authors offer a new HTLC
mechanism for PCNs. On a payment path, the sender
agrees to pay a service fee to each of the intermediaries
for their service. However, if two of these intermedi‑
aries maliciously collude they can eliminate honest users
in the path and consequently steal their fees. In order to
solve this, they introduce another communication phase
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in which the sender distributes a one‑time‑key to the in‑
termediary nodes. Although the HTLC mechanism is im‑
proved for the security of the users the sender’s privacy
is not protected; each of the intermediaries learns the
sender. However, relationship anonymity can still be sat‑
isϐied.

5. FUTURE RESEARCH ISSUES IN PCNS
Privacy in PCNs is an understudied topic and many open
issuesneed tobeaddressedas future research. In this sec‑
tion, we summarize these issues:

Abuse of the PCN protocols. Most of the PCNs rely
on public cryptocurrencies, whose protocol implementa‑
tions are public. This freedom can be abused such that by
changing some parameters and algorithms in the design,
an attacker can behave differently than what is expected.
Thiswill bring privacy leakages and censorship to thenet‑
work. A topological reordering of the network will help
solve this problem. If a sender gets suspicious about an
intermediary node, it can look for alternatives instead of
using that node.
PCN topologies. The most widely accepted and readily
available solution, Lightning Network, has a user base of
more than 12 thousand nodes as of today. Furthermore,
if the channels are observed it creates an impression that
most of the nodes are experimental to discover the capa‑
bilities of LN. Even the trust in the protocol becomes per‑
fect, assuming that ordinary users will put hundreds of
dollars in their channels as collateral does not make per‑
fect sense. This reality reminds us that PCNs are inclined
to slide towards centrally managed networks. In that
case, topology formation comes into the scene. Right now,
the autopilot feature of lnd (an LN client) highlights
a scale‑free Barabasi‑Albert network formation method.
However, thismethod does not take the ϐinancial strength
of the attendees but only their existence.

Discovery of Colluding Nodes. When the nodes collude
in a PCN, they can extract more information about the
users. To prevent this, the protocols should be enriched
to discover the colluding nodes or by adding redundancy
to the protocols, colluding nodes can be confused.

Policy Development. The cryptocurrency and PCN idea
is still in the early phases of their lives. Hence, policy and
regulation for not only the security of the participants but
also for the privacy of them are highly needed in this do‑
main. This will also create a quantitative metric for the
researchers to measure the success of their proposals.

Impact of Scalability on Privacy. One of the aims for
introducing PCNs was making the cryptocurrencies more
scalable. For example, LN advises running the Barabasi‑
Albert scale‑free network model while establishing new
connections [17]. Thus, the ϐinal state of the network can
impose centralization which will have adverse effects on
the privacy of the nodes in the network.

Integration of IoTs with PCNs. Use of IoT devices for
payments are inevitable. Aside from the fact that most
IoT devices are not powerful to run a full node, the secu‑
rity and privacy of the payments and the device identities
within the IoT ecosystem need to be studied. These de‑
vices are anticipated to be able to participate in the net‑
work through gateways. The revelation of device owner‑
ship will reveal the real identity of the users to the public
which is a big threat to privacy.

Privacy in Permissioned PCNs. While establishing a
network of merchants in permissioned PCNs, the mer‑
chants should at least disclose their expected trade vol‑
ume inorder to establish adependablenetwork. Thiswill,
however, yield trade secrets of the merchants. To prevent
this, zero‑knowledge proof based multi‑party communi‑
cation can be explored.

6. CONCLUSION
PCN is a promising solution to make cryptocurrency‑
based payments scalable. This idea aimed to ϐix two ma‑
jor shortcomings of cryptocurrencies: long conϐirmation
times and high transaction fees. There are many studies
on the design of payment channels and PCNs to make the
transfers secure and efϐicient. However, these studies do
not mention the possible privacy leakages of these meth‑
ods in case of a wide adaptation of proposed ideas. In this
paper, we ϐirst made the categorization of PCNs based on
the type of blockchain being used and the topological be‑
havior of the network. After clearly deϐining possible pri‑
vacy leakages in a PCN, we compared and contrasted the
state‑of‑the‑art PCN approaches from the privacy point of
view.
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Abstract – Software Deϔined Networking (SDN) has emerged as a promising solution to revolutionize network deployment,
operations and economic growth. This paradigm aims to address management and conϔiguration complexities in legacy
networks so as to reduce the total cost associatedwith deploying and running telecommunication infrastructures. At the heart
of SDN is a controller which oversees orchestration of resources. An important problem that must be addressed during the
initial design of an SDN‑based network deployment is to ϔind the optimal number of controllers and their locations, to achieve
desired operational efϔiciency. This problem constitutes competing objectives such as latency, load balancing, and reliability.
We apply Silhouette Analysis, Gap Statistics and the Partition Around Medoids (PAM) algorithms and, unlike previous work,
we add a newmethod for solving the controller placement problem using an emulation orchestration platform. Our approach
aims to optimize controller‑to‑node latency, alleviate control‑plane signalling overhead and ensure control‑plane resiliency.
Our results for South African national research network (SANReN) reveal that deploying two controllers yields the lowest
latency, reduces control‑plane signalling overhead and guarantees control‑plane resiliency. Our approach can be used by
network operators as a guideline to start integrating SDN or plan a new SDN deployment, by helping them make quick
automatic decisions regarding optimal controller placement.

Keywords – Controller placement, Gap Statistics, Partition Around Medoids, Silhouette, Software Deϐined Networks,
South African National Research and Education Network

1. INTRODUCTION

Over the past decade, the use of information and 
communication technology has reached the upper 
bounds of Internet penetration [1]. According to a Cisco 
White paper [2], Internet usage is anticipated to continue 
on an upward trajectory in the foreseeable future. This 
strong appetite for Internet access is causing a high 
demand for bandwidth and putting signiϐicant pressure 
on the existing telecommunication infrastructure. 
There is a consensus that the current infrastructure 
will not sufϐice to cater for these exploding demands 
[3]. This is primarily attributed to the rigidity of the 
legacy infrastructure, especially because of vendor 
lock‑in (the use of proprietary silicon hardware) which 
stiϐles innovation and makes it difϐicult to scale the 
network on the ϐly. As a result of vendor lock‑in, the cost 
associated with upgrading the infrastructure to cater 
for the changing trafϐic patterns is very high, meaning 
adding new features ad hoc is virtually impossible [4]. 
Therefore, network operators desiring new features to 
address their market needs end up beholden to a vendor’s 
upgrade timelines and costs. To cater for the increase 
in Internet demand, the infrastructure has to evolve 
from its current monolithic nature to a vendor‑agnostic, 
programmable, cost‑effective (in terms of deployment 
(CapEx) and operational costs (OpEx)) and more ϐlexible 
infrastructure.

Software Deϐined Networking (SDN) has emerged 
as a promising candidate to revolutionize future 
telecommunication landscapes. Contrary to the 
traditional network architecture where the control 
and data‑plane of packet processing devices are tightly 
coupled, SDN presents a paradigm shift in networking by 
decoupling the control‑plane logic from the underlying 
physical infrastructure [5]. The control‑plane is then 
logically centralized in an external entity called a 
controller and interacts with the physical infrastructure 
via its southbound interface. By decoupling the 
control logic from the physical hardware, operators 
can programme new trafϐic engineering policies (such 
as bandwidth management, security, protection and 
restoration policies) without worrying about the 
constraints of closed proprietary hardware and ϐirmware. 
Moreover, the abstraction of lower level functionality 
provided by SDN enables convergence of heterogeneous 
hardware thereby fostering a vendor‑neutral ecosystem. 
In addition to enabling centralized network provisioning 
and holistic network management, SDN promises 
beneϐits such as security granularity (by providing a 
central point of control to holistically and consistently 
disseminate security information), savings in operational 
costs (by automating network administrative tasks), 
savings in capital expenditures (by capitalizing on 
commodity hardware) and cloud abstraction (which is 
critical to consolidate and facilitate the management of 
massive data centers) [6]. According to [7] a huge portion 
of operational expenditure is from costs related to the
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management and conϐiguration of the telecommunication 
infrastructure. Therefore, leveraging SDN to automate 
management and conϐiguration tasks is likely to improve 
the return on investment (ROI).

This work presents a framework which can be used 
by network operators to optimize their SDN controller 
placement during the deployment phase.

The paper is organized as follows: Section 2 presents 
the problem being addressed by this work, Section 
3 describes related work and their drawbacks, and 
highlights our contributions, Section 4 describes 
the algorithms (based on mathematical modelling) 
used to solve the controller placement problem, 
Section 5 provides implementation details of the 
algorithms, Section 6 presents results from our 
mathematical modelling, Section 7 describes the 
emulation experiments conducted to verify the outcome 
of the mathematical modelling, Section 9 concludes the 
paper. Lastly, Section 10 describes future work.

2. PROBLEM STATEMENT
Although Local Area Networks (LANs) like Data Center 
Networks (DCNs) have already beneϐited from SDN, 
deploying SDN in real Wide Area Networks (WANs) still 
poses several design challenges. As the centralized 
brain of the network, an SDN controller must be able 
to respond to control requests promptly. Moreover, 
control tasks such as data‑plane monitoring, must 
be performed as efϐiciently as possible to maintain 
up‑to‑date state information. This requires optimization 
on the southbound interface. Due to the signiϐicant 
inϐluence of propagation latency (switch‑to‑controller 
latency) on WAN performance, controller placement has 
emerged as a crucial design problem that inϐluences 
SDN’s southbound performance. Controller placement 
deϐines the location of SDN controllers relative to 
the data‑plane elements, that yields better network 
perfomance.

Another aspect to controller placement has to do with 
the number of controllers deployed in a given WAN. 
Deploying a certain number of controllers has an impact 
on several objectives such as propagation latency and 
reliability. Even though the number of controllers may 
be known in advance, the location of these controllers 
usually needs to be optimized to meet user requirements 
and contraints.

Therefore, the overall problem that must be addressed 
is: given a real SDN‑enabled WAN, how many SDN 
controllers are needed and where should they go to 
optimize user‑deϐined requirements and constraints 
while maintaining an acceptable runtime and accuracy. 
This is a multi‑objective optimization problem and 
constitutes competing objectives. It is necessary to 
address this problem during the early stages of SDN 
planning.

3. STATE OF THE ART
This section presents an analysis of state–of–the–art 
controller placement solutions.

3.1 Related work
To date, there has been numerous research studies 
directed towards addressing the controller placement 
problem in SDN. These can be broadly classiϐied into 
two categories: (i) studies that implemented exhaustive 
algorithms, as exampled by [8] –[9] and (ii) studies that 
implemented heuristic algorithms, as exampled by [16] 
–[30].

The controller placement problem was ϐirst introduced 
by Heller et al. [8] in 2012. The authors study 
the controller placement problem by investigating the 
impact of uncapacitated controller location on average 
and worst–case latency. The algorithm used in this 
study is k–center. To maintain realism, the authors 
tested their algorithm on the Internet2 OS3E topology 
[10]. Their results indicate that increasing the number 
of controllers decreases the overall network latency 
with a signiϐicant trade‑off between worst–case and 
average latency. The authors conclude that deploying 
one controller often sufϐices to meet existing latency 
requirements in campus networks. Expectantly, they also 
argue that one controller is not sufϐicient for large‑scale 
deployments with fault tolerant requirements.

Hu et al. [11] proposes the use of multiple controllers 
to ensure reliability in the control‑plane. To optimize 
controller placement, the authors carry out a comparative 
evaluation of optimization algorithms, namely random 
placement, l–w greedy and brute force. They focus 
their reliability metric on the ”expected percentage of 
valid control paths”, where a control path is deϐined 
as the interface between the switch and controller 
(southbound interface) as well as the connection between 
controllers (east/westbound interface). The algorithms 
were evaluated on Internet2 topology as well as various 
ISP topologies from the Rockefuel database [12]. From 
their simulations, random placement produced the least 
optimal results, while brute force produced optimal 
results after a signiϐicantly long runtime. As a result, 
the authors recommend the l–w greedy as the most 
optimal solution. This work is similar to Gong et al.
[13] in that they both aim to optimize reliability in 
the event of node or link failure. However, latency 
(both switch–to–controller and inter–controller latency) 
and load balancing are not considered in these research 
works. Moreover, the number of controllers is assumed 
to be known in advance.

Tanha et al. [9] study the controller placement problem 
to optimize network resilience in the event of controller
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failure while considering network deployment costs and
satisfying switch–to–controller latency. In order tomimic
a production scenario, the authors take into account the
capacity of the controller and assume a varying switch
load. To maintain realism, they assessed their algorithms
on real tier–1 service provider topologies. The outcome
of their experiments demonstrated that controller
resiliency is topology dependent. The drawback of this
solution is that it is resource intensive and only ideal for
small and medium network instances. The algorithm
used in this study is the capacitated k–center algorithm.

The research work of Yao et al. [14] proposes a
heuristic algorithm for capacitated controller placement
in consideration of the switch–to–controller latency
and trafϐic load of switches. The main objective
of this work is to optimize controller load balancing
under heterogeneous data‑plane load while minimizing
switch–to–controller latency. Resiliency is handled by
deploying additional controllers in the network. The
main shortcoming of this solution is that it is less accurate
in larger deployments and therefore applicable only for
small–scale networks.

Jimenez et al. [15], also proposes a capacitated
controller placement solution to optimize load balancing.
Contrary to Yao et al., this work is not limited to
the size of the network and propose a divide and
conquer philosophy to achieve scalability and robustness.
Moreover, authors assume homogeneous trafϐic load on
the data‑plane. The solutions proposed by Jimenez
et al. and Yao et al. optimize controller placement
based on ϐixed trafϐic observed initially, but do not
adapt to the changing trafϐic load. This shortcoming
is addressed by Bari et al. [16] and Jourjon et al.
[17] who propose a heuristic algorithm for dynamic
controller placement i.e. controller placement based on
current data‑plane load. The metrics considered are
switch–to–controller latency and controller processing
load. The solutions proposed rely on trial and error
and are not as reliable. Sanner et al. [18] propose a
genetic algorithm leveraging the Non‑dominated Sorting
Genetic Algorithm (NSGA) II framework to optimize load
balancing and inter–controller latency. Authors conclude
that their solution consumes a lot of CPU resources and is
only ideal for small and medium–sized networks.

Rath et al. [19] propose a Non–Zero–Sum game
theory approach to optimize controllers’ utilization.
In this solution, controllers can be added or removed
dynamically and can also go to sleep mode occasionally
based on the trafϐic load on the controllers. This solution
is intended to reduce network deployment costs (by
minimizing the number of controllers deployed) and
operational costs (by optimizing energy consumption
through on–demand controller deployment). This
solution ignores controller placement in the network.
Sallahi et al. [20] propose a mathematical formulation
to ϐind the optimum number of controllers to deploy.

However, their approach suffers the same shortcoming as
that proposed by Rath et al. in that it does not determine
the optimal controller placement. Furthermore, both
these researchworks are limited to small–scale networks.

Wendong et al. [21] study the trade‑off between
reliability and latency using random placement, l–w
greedy and simulated annealing. The results suggest that
simulated annealing yields the most optimal solution in
comparison with the other approaches. The outcome
of the trade‑off analysis indicate a signiϐicant trade‑off
between reliability and latency. Authors argue that the
number of controllers must be chosen carefully. They
demonstrate that using too fewcontrollers has an adverse
effect on reliability while using too many controllers
can result in a broadcast storm on the east/westbound
interface.

Hock et al. [22] and Lange et al. [23] advocate for careful
consideration of latency (controller–to–controller) and
reliability (deϐined as resiliency in the event of a node
or link failure and control‑plane load balancing) during
controller placement. This work proposes a resilient
Pareto–based Optimal Controller placement framework
to achieve optimal controller placement. The authors
use load imbalance as the key metric, which is the
difference between the controller having more switch
assignments and the controller having fewer switches
under its supervision. The results from this work
indicate that the optimal solution is achieved when 20%
of all network nodes are controllers. The downside
of this solution is that, instead of partitioning the
network into small administrative domains, the authors
treat the network as a whole with controllers working
collaboratively. This means the controllers frequently
share their network state information with their peers
to maintain an accurate global view. This increases
the probability of incurring a network broadcast storm
which increases inter–controller latency. Therefore, this
solution is restricted to small andmedium–scale network
instances. Furthermore, this solution ignores the average
switch–to–controller latencywhich is a critical parameter
in SDN.

Ksentini et al. [24] consider three objectives in optimizing
controller placement: (i) switch–to–controller latency,
(ii) inter–controller latency and (iii) control‑plane
load balancing simultaneously. The authors propose a
bargaining game–based algorithm to optimize controller
placement. Authors claim that their results outperform
other mono–objective–based controller placement
results. However, their algorithm is only suitable for
small–scale networks and is less accurate for larger
network instances.

Last but certainly not least, He et al. [26] formulate a
controller placement model to optimize ϐlow setup time,
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where ϐlow setup time is the total amount of time taken by
the controller to install a ϐlow instruction on the switch’s
ϐlow table. The authors argue that dynamic controller
placement is necessary to help reduce ϐlow setup time.
The results from this work reveal that, for low ϐlow
densities, dynamic controller placement can reduce the
ϐlow setup time by up to 50% in comparison with static
controller placement. However, for high ϐlow densities,
static controller placement produced better results.

As demonstrated by Heller et al. [8], Hock et al. [22] and
Wendong et al. [21], there exists a signiϐicant trade‑off
between load balancing, reliability (also known as
resiliency) and latency. Therefore it is almost impossible
to optimize one objective without sacriϐicing the other.
This study attempts to address the controller placement
problem in consideration of switch‑to‑controller latency
metric. This metric has emerged as an important
QoS determinant in SDN. This is primarily because the
communication between the controller and data‑plane
has to be seamless to ensure an accurate view of the
network state and prompt data‑plane ϐlow installations.

Table 1 provides a summary of the state of the art in
research pertaining to SDN controller placement.

3.2 Contribution
From the state‑of‑the‑art review, it is apparent that most
studies (with the exception of the work by Sallahi et al.
[20]) assume the number of controllers to be known in
advance. However, the model proposed by Sallahi et
al. is ideal to plan a small–scale SDN and runs out of
memory when solving larger instances. Moreover, most
studies relied on heuristic algorithms to reduce algorithm
runtime. However, this is achieved at the expense
of solution accuracy. To the best of our knowledge,
the only research studies that implement exhaustive
algorithms are by Heller et al. [8] and Tanha et al.
[9]. Both Heller et al. and Tanha et al. propose
the use of k‑center to solve the controller placement
problem. However, k‑center is sensitive to outliers and
does not always consistently yield accurate results [27].
Perhaps more importantly, there is currently no analysis
of the controller placement problem purely using an
emulation platform to mimic a real SDN deployment.
Most studies relied onmathematicalmodelling to address
the controller placement problem, making it difϐicult to
verify validity and reliability of the results.

Controller placement is a network planning problem,
and is normally not time sensitive. Consequently,
this study proposes exhaustive algorithms to optimize
solution accuracy. In order to ϐind the best locations

Table 1 – Classiϐication of existing controller placement solutions

Solution Topology(s) Scale of Network Environment Algorithm(s) Placement Metric(s) Network
Partitioning

Heller et al. [8] Internet2 OS3E Large–scale Static k–center average switch–to–controller latency
worst–case latency No

Hu et al.[11] Internet2 OS3E Small and
medium‑sized Static l–w greedy Reliability No

Tanha et al. [9]
Sprint
ATT NA
PSINET
UUNET

Large‑scale Static Capacitated
k‑center

switch–to–controller latency
Reliability No

Yao et al. [14] Internet Zoo Large–scale Dynamic Linear
relaxation

switch–to–controller latency
Load balancing No

Jimenez et al. [15]
Sparse
Medium
Dense

Large–scale Dynamic k–critical Load balancing Yes

Bari et al. [16] RF‑I Large–scale Dynamic DCP‑GK switch–to–controller latency
Load balancing Yes

Jourjon et al. [17] Not discussed Large–scale Dynamic LiDy+ switch–to–controller latency
Load balancing Yes

Sanner et al. [18] Internet2 OS3E Large–scale Dynamic NSGA inter–controller latency
load balancing Yes

Rath et al. [19] Random network
with 28 switches small‑scale Dynamic Non–zero–

Sum Game Load balancing No

Sallahi et al. [20]
Random network

with 10, 20, 30, 40, 50,
75, 100, 150 switches

small‑scale Dynamic CPLEX Load balancing No

Wendong et al. [21] Internet2 OS3E Large–scale Static l–w greedy switch–to–controller latency
Reliability No

Hock et al. [22] Internet2 OS3E Small and medium–sized Static POCO
switch–to–controller latency

Reliability
Load balancing

No

Lange et al. [23] Internet2 OS3E
Internet Zoo Large–scale Dynamic Simulated

Annealing
switch–to–controller latency

Reliability
Load balancing

No

Ksentini et al.[24] Ring
Binary Tree Large–scale Static No speciϐic

name
switch–to–controller latency

Inter–controller latency
Load balancing

Yes

Mamushiane et al.[25] SANReN Small‑scale Static

Partition Around Medoids (PAM)
Gap Statistics

Silhouette Analysis
Johnson’s Algorithm

Emulation

average switch–to–controller latency
worst–case latency

switch‑to‑controller balancing
propagation +queuing + processing latency

signalling overhead

Yes
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to place SDN controllers, this study proposes the use of
a classical machine learning algorithm called Partition
Around Medoids (PAM) [28]. To determine the optimal
number of controllers to deploy given a wide area
network, this study proposes the use of Silhouette [29]
and Gap Statistics [30] algorithms. To mimic a real SDN
deployment, the controller placement problem is studied
using an emulation orchestration platform. This is
something that to the best of our knowledge has not been
done, and we consider it necessary to verify the outcome
of the mathematical modelling. Finally, a mechanism to
manage control‑plane overhead is proposed.

The key performance indicators used to gauge network
performance are: (i) network latency (propagation +
queuing + processing latency), (ii) reliability (in the
event of link and/or node failure) and (iii) control‑plane
signalling overhead.

4. MATHEMATICAL MODELLING
In order to compute the optimal number of controllers,
we propose two ”unsupervised” machine learning
approaches, namely Silhouette and Gap Statistics.
Unsupervised algorithms learn from input data that
has no labeled responses [31]. These algorithms are
classically used to analyze cluster quality through the
metric of minimum distances between data points.
In the context of controller placement, we leverage
these algorithms to ϐind the number of controllers that
minimizes overall network propagation latency (i.e.
switch‑to‑switch latency). To ϐind the best locations for
these controllers, we extend and apply a facility location
algorithm called Partition Around Medoids algorithm
(PAM),with propagation latency (i.e. controller‑to‑switch
latency) as our main objective function. For realism, we
use the South African National Research Network
(SANReN) as a case study. The choice of this topology
was mainly motivated by the fact that it represents the
emerging market case study which is the key use case of
this study.

Since the links between SANReN’s switches are known to
be ϐibrewhere speed is approximately the speedof light in
ϐibre (i.e. 2 × 108 𝑚/𝑠), we compute propagation latency
by taking the ratio of average distance (between nodes)
to speed of light in ϐibre. The distances are calculated
using the Harvesine approach [32]. The results from our
simulations and discussions are also presented in this
section.

4.1 Assumptions
The following assumptions apply to the proposed
algorithms:

• Switch‑to‑controller communication is assumed to
happen out‑of‑band (control and regular trafϐic do
not share the same links) ;

• The bandwidth for all connection links is constant;

• Control path security and reliability has been
perfectly solved;

• Controllers are co‑locatedwith some of the switches;

• Switches incur a ϐixed load.

4.2 Optimal number of controllers
This section introduces the algorithms used to ϐind the
optimal number of controllers to deploy given awide area
network. Table 2 deϐines some of the notation used in this
section.

Table 2 – Mathematical symbols

Symbol Deϐinition
𝐶𝑘 𝑘𝑡ℎ cluster

𝐿(𝐶𝑘)
Intra‑cluster propagation latency

variation
G(V,E,X) Network topology graph

V Data‑plane nodes
E Links between nodes
X Geographic locations of nodes
𝜑 Latitude of a node
𝜆 Longitude of a node
𝑟 Radius of the earth
𝑘 Number of clusters
𝐵 Randomly generated reference

data set of network topology
𝑠 Standard deviation

4.2.1 Silhouette analysis
Silhouette Analysis is a method of interpretation within
existing clusters, used to measure the quality of a cluster
(how close each point in a cluster is to its adjacent
clusters) for a varying number of partitions [33]. In the
context of the controller placement problem, we adopt
and extend this algorithm to answer this question: given
a wide area network topology, how many controllers are
needed to achieve minimum intra‑cluster propagation
latency variation? Eq. (1) shows our objective function.

𝑋 = 𝑚𝑖𝑛
𝑛

෍
𝑘=2

𝐿(𝐶𝑘) (1)

Algorithm 1 outlines the Silhouette approach. The
algorithm requires three input parameters, namely
a clustering algorithm (clustAlg) to cluster network
data‑plane nodes, distance function handle (disfun),
network topology graph (G(V,E,X)), where V denotes
data‑plane nodes (switches), E denotes edges (links
between nodes), and X denotes the geographic locations
(longitude, latitude) of nodes), and maximum number
of controllers (maxNumControllers). The clustering
algorithm used is called Partition AroundMedoids (PAM)
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Algorithm 1 Silhouette Analysis
Require: 𝐺(𝑉, 𝐸, 𝑋), 𝑚𝑎𝑥𝑁𝑢𝑚𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟𝑠, 𝑑𝑖𝑠𝑓𝑢𝑛, 𝑐𝑙𝑢𝑠𝑡𝐴𝑙𝑔
1: 𝑡𝑜𝑡𝑎𝑙𝑁𝑜𝑑𝑒𝑠 ← 𝐺(𝑉, 𝐸, 𝑋).𝑠𝑖𝑧𝑒()
2: 𝑘 ← 2
3: for 𝑘 ← 2 𝑡𝑜 𝑚𝑎𝑥𝑁𝑢𝑚𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟𝑠 do
4: 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 ← 𝐶𝑙𝑢𝑠𝑡𝑒𝑟.𝑡𝑟𝑎𝑖𝑛( 𝐺(𝑉, 𝐸, 𝑋), 𝑘, 𝑑𝑖𝑠𝑓𝑢𝑛, 𝑐𝑙𝑢𝑠𝑡𝐴𝑙𝑔)
5: for 𝑗 ∈ 𝐺(𝑉, 𝐸, 𝑋) do
6: 𝑖𝑛𝑡𝑟𝑎𝐶𝑙𝑢𝑠𝑡𝑉𝑎𝑟 ← 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠.𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝐶𝑜𝑠𝑡(𝑗)/𝑡𝑜𝑡𝑎𝑙𝑁𝑜𝑑𝑒𝑠
7: 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑒𝑠 ← 𝑠𝑐.𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙𝑖𝑧𝑒(𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠.𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝐶𝑒𝑛𝑡𝑒𝑟𝑠)
8: 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑠 ← 𝐶𝑙𝑢𝑠𝑡𝑒𝑟.𝑡𝑟𝑎𝑖𝑛(𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑒𝑠)
9: 𝑖𝑛𝑡𝑒𝑟𝐶𝑙𝑢𝑠𝑡𝑉𝑎𝑟 ← 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑠.𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝐶𝑜𝑠𝑡(𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑒𝑠)/𝑘

10: end for
11: 𝑆𝑖𝑙ℎ𝑜𝑢𝑒𝑡𝑡𝑒 ← (𝑖𝑛𝑡𝑒𝑟𝐶𝑙𝑢𝑠𝑡𝑉𝑎𝑟 − 𝑖𝑛𝑡𝑟𝑎𝐶𝑙𝑢𝑠𝑡𝑉𝑎𝑟)/𝑚𝑎𝑥(𝑖𝑛𝑡𝑟𝑎𝐶𝑙𝑢𝑠𝑡𝑉𝑎𝑟, 𝑖𝑛𝑡𝑒𝑟𝐶𝑙𝑢𝑠𝑡𝑉𝑎𝑟)
12: end for

described in Section 4.3.2 [33]. The Harvesine distance
approach was used to compute the great circle distances
between pairs of switches [34]. The great circle distance
is the shortest distance between two locations on a
sphere, measured along the surface of the sphere (as
opposed to the ordinary Euclidean distance)[35] [36] .
An alternative method to compute geographic distances
is the Law of Cosines, which is optimal for shorter
distances and is not as accurate for longer distances
[37]. To compute the great circle distance, Eq. (2) which
deϐines the Harvesine approach is used, where 𝜑1 and 𝜑2
are the latitudes of points 1 and 2 respectively, 𝜆1 and
𝜆2 is the longitudes of point 1 and 2 respectively and 𝑟
denotes the radius of the earth, a constant equal to 6371
km.

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 2(𝑟)𝑎𝑟𝑐𝑠𝑖𝑛 ቌඨ𝑠𝑖𝑛2ቆ𝜑2−𝜑1
2 ቇ + 𝑐𝑜𝑠(𝜑1)𝑐𝑜𝑠(𝜑2)𝑠𝑖𝑛2ቆ

𝜆2−𝜆1
2 ቇቍ (2)

The procedure to compute the optimal number of
controllers using Silhouette (with steps/instructions
enumerated from 1 to 12 in Algorithm 1) is as follows:
First, a cluster model is created from input network
data using PAM and Harvesine approach (Instruction
4). Next, the average propagation latency from each
switch to its cluster centroid is calculated (Instruction
6), to ϐind the intra‑cluster propagation latency
variation (intraClustVar). To this end, a model from
the centroids is created (Instruction 7). Next, the average
propagation latency between each centroid to the global
centre (Instruction 8‑9) is calculated. In this way we
obtain the inter‑cluster propagation latency variation
(interClustVar). The last step is to calculate the silhouette
coefϐicient (Instruction 11). This procedure is repeated
as speciϐied by the maxNumControllers input parameter
in order to calculate the silhouette coefϐicient for each
number of controllers. Moreover, for each number of
controllers (Instruction 3), the number of iterations was
set to 20 to maximize accuracy of the results.

The optimal number of controllers is one that yields the
maximum silhouette coefϐicient. This coefϐicient has a

range of [‑1,1]. Therefore a value closer to +1 is preferred
as it indicates better cluster conϐiguration.

4.2.2 Gap statistics
Similar to Silhouette Analysis, Gap Statistics is a partition
algorithm typically used in neural networks, to measure
the quality of clustering measure based on average
intra‑cluster variation [38] [30]. We adopt and enhance
this algorithm to verify the results from our Silhouette
Analysis. Therefore our goal is to determine the optimal
number of SDN controllers to deploy given a network
topology, and compare the outcome of the simulation
with the results from the Silhouette Analysis.

The Gap Statistics algorithm constitutes the following
steps (enumerated by instructions from 1 to 12 in
Algorithm 2): First the network topology is partitioned
(using the PAM algorithm), by varying the number of
controllers 𝑘 (which corresponds to the number of
clusters) from 2 to the maximum user‑deϐined value
(Instruction 3).
Algorithm 2 Gap Statistics
Require: 𝐺(𝑉, 𝐸, 𝐿), 𝑚𝑎𝑥𝑁𝑢𝑚𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟𝑠, 𝑑𝑖𝑠𝑓𝑢𝑛,

𝑐𝑙𝑢𝑠𝑡𝐴𝑙𝑔, 𝑛𝑟𝑒𝑓𝑠
1: 𝑔𝑎𝑝𝑠 ← [ ] {Intialize empty array}
2: 𝑘 ← 2
3: for 𝑘 ← 2 𝑡𝑜 𝑚𝑎𝑥𝑁𝑢𝑚𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟𝑠 do
4: 𝑖𝑛𝑡𝑟𝑎𝐶𝑙𝑢𝑠𝑉𝑎𝑟 ← 𝑐𝑙𝑢𝑠𝑡𝐴𝑙𝑔(𝐺(𝑉, 𝐸, 𝐿),

𝑚𝑎𝑥𝑁𝑢𝑚𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟𝑠, 𝑑𝑖𝑠𝑓𝑢𝑛)
5: for 𝑖 ∈ 𝑛𝑟𝑒𝑓𝑠 do
6: 𝑟𝑅𝑒𝑓 ← 𝑟𝑎𝑛𝑑𝑜𝑚(𝐺(𝑉, 𝐸, 𝐿)
7: 𝑖𝑛𝑡𝑟𝑎𝐶𝑙𝑢𝑠𝑉𝑎𝑟𝑅𝑒𝑓 ← 𝑐𝑙𝑢𝑠𝑡𝐴𝑙𝑔( 𝑟𝑅𝑒𝑓, 𝑑𝑖𝑠𝑓𝑢𝑛)

8: 𝑔𝑎𝑝 ← 𝑙𝑜𝑔(𝑖𝑛𝑡𝑟𝑎𝐶𝑙𝑢𝑠𝑉𝑎𝑟𝑅𝑒𝑓 −
𝑖𝑛𝑡𝑟𝑎𝐶𝑙𝑢𝑠𝑉𝑎𝑟)

9: end for
10: 𝑠𝑘 ← 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝐷𝑒𝑣(𝑟𝑅𝑒𝑓, 𝑘, 𝑑𝑖𝑠𝑓𝑢𝑛)
11: return 𝑔𝑎𝑝 ← 𝑔𝑎𝑝.𝑎𝑟𝑔𝑚𝑎𝑥 {Take maximum gap

value}
12: end for
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This is followed by the computation of the average
intra‑cluster propagation latency variation (intraClusVar
denoted by 𝐿(𝐶𝑘) in Eq. (3)) between the switches
(Instruction 4). Next a reference data set (𝑟𝑅𝑒𝑓
denoted by 𝐵 in Eq. (4)) of the network topology
is randomly generated (Instruction 6). The average
intra‑cluster latency variation of the reference data set
(intraClusVarRef denoted by 𝐿∗(𝐶𝑘𝑏) in Eq. (4)) is
computed (Instruction 7). The Gap Statistics is calculated
using Eq. (3) and (4). Finally, the standard deviation of
B Monte Carlo replicates is calculated [30]. The optimal
number of controllers is one that meets the condition in
Eq. (5), where 𝑠𝑘+1 denotes the standard deviation of B
Monte Carlo replicates.

𝑔𝑎𝑝𝑛(𝑘) = 𝐸∗𝑛𝑙𝑜𝑔(𝐿∗(𝐶𝑘)) − 𝑙𝑜𝑔(𝐿(𝐶𝑘)) (3)

where

𝐸∗𝑛𝑙𝑜𝑔(𝐿∗(𝐶𝑘)) =
1
𝐵 ෍

𝑏
𝑙𝑜𝑔(𝐿∗(𝐶𝑘𝑏)) (4)

𝑔𝑎𝑝(𝑘) ≥ 𝑔𝑎𝑝(𝑘 + 1) − 𝑠𝑘+1 (5)

4.3 Optimal controller location
This section describes the algorithmsused to ϐind the best
locations to place SDN controllers.

4.3.1 Johnson’s algorithm

In order to determine the best locations to place SDN
controllers in a WAN, the shortest paths between each
pair of switchesmust be known. Johnson’s algorithm [39]
provides ameans to ϐind the shortest paths between node
pairs and has become a popular method for addressing
SDN optimization problems [40]. Therefore, we used the
results from this algorithm alongside the PAM algorithm
to determine the best places to deploy controllers. A
pseudocode of this algorithm is as shown in Algorithm 3
and consists of the following steps: First a new arbitrary
switch (denoted by 𝑞) is added to the network graph,
connected by zero‑weight links to all other switches
(denoted by 𝑣) in the network graph (Instructions 1‑5).
If this step detects a negative weight‑cycle (i.e. a cycle
whose weight sums to a negative number), the algorithm
is terminated (Instruction 6‑7). Second, a single source
shortest path algorithm called Bellman‑Ford algorithm is
evoked, to ϐind the shortest path ℎ(𝑣) from each switch
𝑣 in the network to the new switch (Instructions 9‑11).
Next, the graph is reweighted to ϐind new link weights
𝑤𝑛𝑒𝑤 (Instruction 12‑14). Finally, the new switch is
removed, and Dijkstra’s algorithm is used to compute the
shortest paths 𝑝(𝑢, 𝑣) from each each node to every other
node in the reweighted graph (Instructions 15‑22).

Algorithm 3 Johnson’s Algorithm
Require: 𝐺(𝑉, 𝐸) {undirected weighted network graph}
1: Compute 𝐺′ 𝑤ℎ𝑒𝑟𝑒 𝑉[𝐺′] ← 𝑉[𝐺] ∪ 𝑞 {𝐺′ is a new

graph containing 𝑞}
2: for 𝑣 ∈ 𝑉[𝐺] {for all switches (𝑣) in the original

graph} do
3: 𝐸[𝐺′] ← 𝐸[𝐺] ∪ (𝑞, 𝑣) ∶ 𝑣 ∈ 𝑉[𝐺]
4: 𝑧(𝑞, 𝑣) ← 0
5: end for
6: if 𝐵𝐸𝐿𝐿𝑀𝐴𝑁 − 𝐹𝑂𝑅𝐷(𝐺′, 𝑤) == 𝐹𝑎𝑙𝑠𝑒 then
7: print Error! Negative cycle detected.
8: else
9: for 𝑣 ∈ 𝑉[𝐺] do

10: set ℎ(𝑣) ← 𝛿(𝑞, 𝑣) compute shortest path using
Bellman‑Ford

11: end for
12: for (𝑢, 𝑣) ∈ 𝐸[𝐺′] do
13: 𝑤𝑛𝑒𝑤 ← 𝑤(𝑢, 𝑣) + ℎ(𝑢) − ℎ(𝑣)
14: end for
15: for 𝑢 ∈ 𝑉[𝐺] do
16: execute 𝐷𝑖𝑗𝑘𝑠𝑡𝑟𝑎(𝐺,𝑤𝑛𝑒𝑤 , 𝑢) to compute

𝛿𝑛𝑒𝑤(𝑢, 𝑣) for all 𝑣 ∈ 𝑉[𝐺]
17: for 𝑣 ∈ 𝑉[𝐺] do
18: 𝑝(𝑢, 𝑣) ← 𝛿𝑛𝑒𝑤(𝑢, 𝑣) + ℎ(𝑢) − ℎ(𝑣)
19: end for
20: end for
21: end if
22: return shortest path matrix

4.3.2 Partition around medoids (PAM)

After determining the optimal number of controllers
to use given a WAN topology, the next step is to ϐind
the best locations to place the controllers such that the
QoS is maximized. This can be achieved by leveraging
”unsupervised” machine learning heuristic algorithms
(such as Simulated Annealing [41] and Clustering LARge
Applications (CLARA)[42]) or exhaustive algorithms
(such as k‑means [43] [44] and PAM [45] [46][47].
However, heuristic algorithms are suboptimal in the
sense that they are primarily focused on optimizing
runtime over solution accuracy. Therefore, heuristic
algorithms are more ideal for scenarios requiring
dynamic controller placement. However, this study
explores static controller placement, where the controller
placement problem is addressed during network
planning. Therefore, the accuracy of the optimization
algorithm is signiϐicantly more important than the
speed of computation. From the available exhaustive
algorithms, we opted for the PAM algorithm. This is
mainly because the k‑means algorithm is very sensitive
to outliers which can lead to solution inaccuracy [48].
Unlike k‑means, PAM is more stable and more accurate
[49].
Algorithm 4 describes the steps we followed to compute
the optimal locations of SDN controllers. Our approach
assumes co‑location of controllers and switches. First, 𝑘
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arbitrary switches (where 𝑘 is the number of controllers
toplace)) are selected as thepotential controller locations
(Instruction 3). This is followed by the association of each
switch to the closest controller (Instructions 4‑6). While
the cost of conϐiguration (the overall propagation latency)
decreases, the controller location 𝑅𝑖 and switch 𝑆𝑜 are
swapped (Instructions7‑9), and each switch is reassigned
to their closest controller location (Instructions 4‑6).
Algorithm 4 Partition Around Medoids (PAM)
Require: 𝐺(𝑉, 𝐸), 𝑁𝑢𝑚𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟𝑠, 𝑑𝑖𝑠𝑓𝑢𝑛,

𝑐𝑙𝑢𝑠𝑡𝐴𝑙𝑔, 𝑒𝑑𝑔𝑊𝑒𝑖𝑔𝑡𝑠
1: Compute shortest path matrix using Johnson’s

algorithm
2: 𝑘 ← 𝑁𝑢𝑚𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟𝑠
3: 𝑅𝑖 (𝑖∈[1..𝑘]) ← randomly select 𝑘 objects from 𝐺(𝑉, 𝐸, )

4: for 𝑆𝑜 ∈ 𝐺(𝑉, 𝐸) do
5: Compute similarity score of 𝑆𝑜 with each 𝑅𝑖 (𝑖∈[1..𝑘])

using 𝑑𝑖𝑠𝑓𝑢𝑛
6: Associate 𝑆𝑜 to the most similar 𝑅𝑖
7: end for
8: for 𝑆𝑜 𝑎𝑛𝑑 𝑅𝑖 do
9: 𝑠𝑤𝑎𝑝𝐶𝑜𝑠𝑡 ← 𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝐶𝑜𝑠𝑡(𝑆𝑜 , 𝑅𝑖)

10: end for
11: if 𝑠𝑤𝑎𝑝𝐶𝑜𝑠𝑡 ≤ 0 then
12: 𝑆𝑜 ⇆ 𝑅𝑖

Go back to step 4
13: else
14: for 𝑆𝑜 ∈ 𝐺(𝑉, 𝐸) do
15: Compute similarity score of 𝑆𝑜 with each

𝑅𝑖 (𝑖∈[1..𝑘])
16: Assign 𝑆𝑜 to the most similar 𝑅𝑖
17: end for
18: end if
19: return 𝑐𝑙

If an increase in conϐiguration cost is detected, the swap is
undone and the optimal controller locations that optimize
QoS are found (Instructions 12‑18). Two QoS parameters
are considered in our solution, that is the average
propagation latency (which is the overall propagation
latency) and the worst‑case propagation latency (which
is the maximum network latency). Eq. (6) and (7) deϐine
how these parameters are deϐined, where 𝐿𝑎𝑣𝑔(𝑍′) is the
average latency, 𝐿𝑤𝑐(𝑍′) is the worst‑case latency, 𝑑(𝑣, 𝑧)
is the shortest distance from the switch (node 𝑣 ∈ 𝑉) to
the controller (node 𝑧 ∈ 𝑍 ),𝑁 = |𝑉| denotes the number
of nodes and 2 × 108 is the speed of light in ϐibre.

𝐿𝑎𝑣𝑔(𝑍′) =
1

(2𝑋108)𝑁 ෍
𝑣∈𝑉

min
𝑧∈𝑍′

𝑑(𝑣, 𝑧) (6)

𝐿𝑤𝑐(𝑍′) = max
𝑣∈𝑉

min
𝑧∈𝑍′

𝑑(𝑣, 𝑧) (7)

5. IMPLEMENTATION OF MATHEMATICAL
MODELLING

This section explains our implementation for solving
the controller placement problem using the algorithms
described in sections 4.2 and 4.3. These algorithms
are implemented in MATLAB 2018b. The primary
objective is to establish the number of controllers for
the achievement of minimum propagation latency and to
determine the best locations to place these controllers
in a WAN topology. The results from our simulation
experiments are also presented in this section.

5.1 Topologies
To maintain realism, our proposed solution is applied
on a real‑world WAN called South African Research
Network (SANReN), operated by CSIR’S Next Generation
Enterprises and Institutions (NGEI) cluster [50]. The
reason for choosing the SANReN network was so that we
could demonstrate our proposed solution on an emerging
market use case. However, it may be noted that our
solution is topology‑agnostic and caneasily beused to test
other networks of different conϐigurations and sizes.

The SANReN network constitutes a core national
backbone, with each Point of presence (PoP) connecting
a metropolitan network. This work only focuses on
the PoP‑level instead of the router‑level view of the
SANReN network. This is because the router‑level view
is proprietary and not publicly available. Moreover,
the PoP‑level view has been deemed more useful [51]
for several points: it provides a larger scale view of
network links, which are most interesting for network
optimization; it shows end users where they can connect
to the network and it’s the level where resiliency and
redundancy are critical. The PoP‑level geographical map
of the SANReN topology comprises 7 nodes and 7 ϐibre
links conϐigured in a ring topology. The data set of this
topology was downloaded from a repository called The
Internet Topology Zoo [52]. The format of the data set
is in Geography Markup Language (GML) and includes
geographic locations (longitude, latitude) of nodes and
topological conϐiguration of the SANReN network.

5.2 Hardware and software used for
modelling

All the experiments have been executed under an Ubuntu
Desktop 16.04 LTS‑64 bit on a PC with the following
speciϐication: Intel(R) Core(TM) i7‑5600U CPU, with 4
cores (8 threads), a clock speed of 2.60 GHz, RAM amount
of 8 GB and a storage capacity of 250 GB.

5.3 Flowchart of proposed solution
The ϐlowchart depicted in Fig. 1 summarizes the steps
in our proposed controller placement solution. First,
network graph modelling is used to model the network
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Fig. 1 – Flow chart of proposed method.

topology as an undirected graph 𝐺(𝑉, 𝐸), where 𝑉
denotes network switches and 𝐸 represents ϐibre links
(edges) connecting the switches. This is followed by
the extraction of the geographic location data using
the input data set. Next, the Harvesine approach is
applied on the location data to generate the distance
matrix. To determine edge weights, an adjacency matrix
is implemented between all connected switches. Then,
computation of the number of controllers that minimize
intra‑cluster latency is carried out using the Silhouette
algorithm as described in Section 4.2.1, Algorithm 1.
To verify the results from Silhouette, Gap Statistics is
implemented as described in Section 4.2.2, Algorithm
2. This is followed by computation of the shortest
path matrix by applying Johnson’s algorithm outlined in
Algorithm 3. The results from Silhouette, Gap Statistics
and Johnson’s algorithm, are used as inputs to the
PAM algorithm discussed in Section 4.3.2, Algorithm 4,
which is used to ϐind the best locations that minimize
propagation latencies, namely the average latency and
worst‑case latency deϐined in Section 4.3.2 (Eq (6) and
(7)). The key factor in our mathematical formulation
is the distance (under the assumption of constant
bandwidth across all ϐibre links). Therefore under
constant bandwidth, propagation latency is directly
proportional to distance.

6. RESULTS FOR MATHEMATICAL
MODELLING

This section presents and discusses the results obtained
after applying the approaches described in Section 4.

6.1 Optimal number of controllers

6.1.1 Silhouette analysis

In order to determine the optimal number of controllers
to deploy on the SANReN backbone, we applied our
enhanced Silhouette algorithm with propagation latency
as our key performance indicator. The results from our
Silhouette analysis are as depicted in Fig. 2.

(a)

(b)

(c)

Fig. 2 – Silhouette analysis to determine optimal number of controllers
for (a) 𝑘 = 2(b) 𝑘 = 3(c) 𝑘 = 4.

These plots show the clustering quality when a different
number of SDN controllers are deployed. For instance,
Fig. 2 (𝑎) illustrates the clustering quality when 2
controllers are deployed. The metric used to measure
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clustering quality is the average intra‑cluster propagation
latency. Each blue horizontal bar in the plots represent
a switch and its corresponding silhouette score. A
silhouette score reveals the proximity of a switch to all
other switches outside and within its cluster. Silhouette
scores lie in the range of [‑1,1]. The desired score is
one that is closer to +1 as it indicates high proximity
of switches within the same cluster. On the other
hand, silhouette scores near ‑1 indicate high dissimilarity
within a cluster and is a sign of poor clustering quality. A
value of 0 shows that the switch is on or very close to the
decision boundary between two adjacent clusters [53].

Our results indicate that deploying 3 or 4 controllers
(shown in Fig. 2 (𝑏) and (𝑐), respectively) would result
in poor clustering quality due to the presence of clusters
with very low silhouette scores and the high ϐluctuations
in the size of the silhouette plots. The increase in average
silhouette score from 3 to 4 controllers (as shown in Fig.
3(a) ) is caused by the high proximity of nodes in the
same cluster. Given that SANReN constitutes 7 nodes,
deploying 4 controllers would result in the following
network partitions:

• 2 clusters with 1 node per cluster ;
• 1 cluster with 2 nodes; and
• 1 cluster with 3 nodes.

On the other hand, deploying 3 controllers would result
in the following network partitions:

• 2 clusters with 3 nodes per cluster ; and
• 1 cluster with 1 node.

Given the sparse locations of the SANRen topology, it
only makes sense that partitioning the network into 4
clusters would yield a higher average silhouette score
than 3 clusters since there are fewer nodes per cluster
and fewer outliers. Therefore, 2 controllers are the
ideal number of controllers to deploy on the SANReN
network as this will ensure lower propagation latency
and a fair switch‑to‑controller distribution. This is
seen from the high silhouette score obtained when the
number of controllers is set to 2. Although deploying 4
controllers would yield a fairly good clustering quality
and improve network reliability, it is likely to result
in high inter‑controller latency (due to the frequent
state information exchange between controllers) and
require high CapEx. However, if latency and cost are
topmost priority, then 2 controllers are recommended.
Moreover, 2 controllers would still sufϐice to meet
reliability requirements unless the network has stringent
requirements. However, different results are observed
for different topologies.

6.1.2 Gap statistics
To verify the results from our Silhouette algorithm, we
applied the Gap Statistics algorithm on the SANReN

Fig. 3 – (a) Silhouette and (b) Gap Statistics evaluation summary.

topology. With Gap Statistics the optimal number of
controllers corresponds to the highest gap value with
the statistical deviation, as it reϐlects a low intra‑cluster
propagation latency. Fig. 3(b) indicates that the optimal
number to deploy on SANReN is 2 controllers. These
results match the outcome of our Silhouette analysis.

6.1.3 Cost‑latency trade‑off analysis
Another factor that inϐluences the decision regarding the
number of controllers to deploy, is the cost associated
with installing new controllers in a given network.
This metric is critical as it contributes to the overall
CapEx and determines how much return on investment
(ROI) network operators generate. However, there
exists a considerable trade‑off between cost and the
QoS delivered by the network. Our intention here is
to quantify this trade‑off so as to provide a practical
guideline to network operators, regarding the ideal
number of controllers to use taking into account cost
and latency. This trade‑off is termed ”cost factor”
and is deϐined in Eq. (8), where 𝑘 is the number of
controllers, 𝐶𝑃𝑋𝑘 is the normalised cost of deploying a
single controller and 𝐿𝑎𝑣𝑔 is the average latency when
𝑘 controllers are deployed. The normalised cost of
deploying a single controller was kept at a constant value
of 1$ per controller (assuming that a company plans to
install the same model of an SDN controller).

𝑐𝑜𝑠𝑡 𝑓𝑎𝑐𝑡𝑜𝑟 = 𝑘 ∗ 𝐶𝑃𝑋𝑘
𝐿𝑎𝑣𝑔

ቈ $
𝑚𝑠 ቉ (8)

The average latency is the overall propagation latency
computed using the PAM algorithm described in Section
4.3.2 for a varying number of controllers. Fig. 4 shows
our results from analyzing the trade‑off between cost
and network performance. As expected, the results
indicate that deploying 1 controller is an ideal choice
to ensure minimal trade‑off between cost and network
performance. However, to ensure network scalability
and failover, we recommend using 2 controllers. This
is primarily because 2 controllers are the second
best option that provides the least trade‑off, and our
Silhouette and Gap Statistics analysis recommend 2
controllers as the optimal number to deploy on SANReN.
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It is important to note that our proposed approach does
not provide a comprehensive cost analysis, but only
provides a basis for one.

Fig. 4 – Trade‑off between cost and latency for varying number of
controllers.

6.2 Optimal controller locations
After determining the optimal number of controllers
using the Silhouette analysis and Gap Statistics, the
next step is to determine the best locations to place
the recommended two SDN controllers. To ϐind these
locations, we use our proposed PAM algorithm described
in Section 4.3.2. The results (depicted in Fig. 5) indicate
that the optimal locations to place two controllers are
Pretoria and East London with the average propagation
latency of 𝐿𝑎𝑣𝑔 = 1.81. The selection of these locations
guarantees the best network performance with respect
to the southbound communication in the SANReN
network. In contrast, deploying the controllers in Port
Elizabeth andBloemfonteinwould result in poor network
performance, with the worst‑case propagation latency
being 𝐿𝑤𝑐 = 3.92.

Fig. 5 – Best and worst placements of two controllers on SANReN
backbone.

Table 3 presents the effect of increasing the number
of controllers (𝑘) on average and worst‑case latency.
These results were obtained by applying the PAM
algorithm. The results indicate that, varying the number
of controllers from 𝑘=1 to 𝑘=2 signiϐicantly reduces
propagation latency (approximately 38% reduction

of average latency and 42% reduction of worst‑case
latency). A further reduction is observed when the
number of controllers is set to 𝑘=3. However, increasing
the number of controllers beyond 3 controllers has a
much less signiϐicant impact on latency (as depicted in
Fig. 6).

Fig. 6 – Relation between number of controllers and latency.

7. CONTROLLER PLACEMENT ON
EMULATEDWAN

The controller placement results presented in Section
6 relied strictly on mathematical modelling. In this
section, we describe a method for ϐinding optimal and
worst locations of SDN controllers using an emulation
orchestration platform called Mininet, which is able to
include many of the practical implementation effects
and so critical to mimic a real SDN deployment. We
use controller‑to‑node latency (propagation + queuing
+processing latency) as a key performance indicator. Our
main goal is to match and verify the outcome from our
mathematical formulation regarding the best locations to
place the controller in a wide area network (WAN). To
further optimize network performance, we also consider
control‑plane resiliency, as well as propose a means to
alleviate signalling overhead on the control channel.
For the control‑plane, we implement an ONOS controller
(version 1.14) because of its distributed core which
improves the robustness of the control‑plane, by
providing backup control in the event of network
failure [54]. Moreover, ONOS’ distributed core is
self‑coordinating and enables load sharing through
fragmentation of the data‑plane. This controller has
an advanced east/westbound interface to ensure high
inter‑controller communication efϐiciency. Finally,
employing a geographically distributed core reduces the
node‑to‑controller latency, thus improving the controller
reactivity as perceived by the network nodes. Last but
not least, our decision to choose ONOS is inϐluenced
by the results from our ealier controller benchmarking
experiments in [55] which conϐirm ONOS scalability
features making it ideal for carrier grade deployments.

The evaluation of the proposed emulation approach is
carried out on amodel of a local national backbone called
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Table 3 – Average (𝐿𝑎𝑣𝑔) and worst‑case (𝐿𝑤𝑐) latency for varying number of controllers

𝑘 = 1 𝑘 = 2 𝑘 = 3 𝑘 = 4
𝐿𝑎𝑣𝑔 (𝑚𝑠) 2.9 1.81 1.2 0.98
𝐿𝑤𝑐 (𝑚𝑠) 6.8 3.92 5 5.3

Names of locations for 𝐿𝑎𝑣𝑔 Durban Pretoria
East London

Pretoria
Johannesburg
Port Elizabeth

Johannesburg
Durban

East London
Port Elizabeth

Names of locations for 𝐿𝑤𝑐 Bloemfontein Port Elizabeth
Bloemfontein

Cape Town
East London

Durban

Pretoria
Cape Town

Bloemfontein
Port Elizabeth

SANReN, the same network we used in Section 5. It may
however be noted that our approach is generic and can be
used to optimize any other network.

7.1 Experimental setup
The experiment setup is as illustrated by Fig. 7 and Fig.
8 (captured from Miniedit). Node c0 and c1 are ONOS
SDN controller instances running on a dedicated remote
machine (with 8 CPUs, 16 GB RAM and 1 TB HDD and
no swap partition), and h0‑h6 are hosts attached to SDN
Open Virtual Switches (OVS 2.9.90) running OpenFlow
version 1.3. A built‑in application for reactive ϐlow
instantiation is activated to set the ONOS controller to
reactive operational mode. The red dash‑dotted lines
show connection (over WiFi) between switches and
controllers and the blue solid lines are links between
the switches. The switch‑to‑controller communication is
assumed to happen out‑of‑band. Since the links between
the switches are known to be ϐibre, where speed is
approximately the speed of light in ϐibre i.e. about 2 ×
108𝑚/𝑠, we use the latency formula Eq. (9) to conϐigure
the link properties.

𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑙𝑎𝑡𝑒𝑛𝑐𝑦 (𝑠𝑒𝑐) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑚)
𝑠𝑝𝑒𝑒𝑑 ቀ 𝑚

𝑠𝑒𝑐ቁ
(9)

The distances between nodes are calculated using the
Harvesine great circle approach and the actual GPS
coordinates of the nodes.

The data‑plane emulated on Mininet version 2.2.2 (with
default settings, for all experiments) is running on
a separate machine (with 8 CPUs, 16 GB RAM and
1 TB HDD). Each switch in the data‑plane has a
unique data path ID (DPID). The connection between
the control‑plane and data‑plane is via port 6633 of
the controller over a slow WiFi router. The control
link parameters are conϐigured using the Linux Trafϐic
Control (TC) utility (installed on the machine used for
data‑plane emulation) under the assumption that the
optimal controller placement is co‑locatedwith one of the
switches. The programming language used to develop the
software is Python 2.7.14.

Fig. 7 – Experiment setup with one ONOS controller

Fig. 8 – Experiment setup with two self‑coordinating ONOS controllers
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7.2 Methodology
This work constitutes two independent experiments.
The ϐirst experiment is carried out with the intention
to address the controller placement problem leveraging
emulation. The ϐirst experiment analyses two scenarios:
(1) when only one controller is used and (2) when two
controllers are used. The second experiment presents
different approaches through which signalling overhead
on the control channel can be reduced, in consideration
of control‑plane resiliency.

7.2.1 Controller placement

On example of one controller case, Fig. 9 summarizes our
approach in a ϐlow chart (where 𝑛 is the total potential
controller placement locations, i.e. the total number of
nodes in a given topology). For the SANReN network, 𝑛
is 7, meaning there are a total of 7 potential controller
placement locations in the network.

The following procedure (outlined in Fig. 9) is used for
each node to determine average latency: To ϐind optimal
controller locations, ϐirst we install the ONOS controller
in the same geographic location as the ϐirst OpenFlow
switch node (using the Harvesine great circle approach
and the Linux TC utility). The next step is to trigger
a packet‑In message to the controller. This is done by
generating trafϐic ϐlows between all pairs, i.e. between
this node and all other nodes in the SANReN topology. To

do this we generate an ICMP packet using the ping utility
for each pair. This is followed by computation of the
ICMP pinging results to obtain the total average latency
(round‑trip time) from the node to all other nodes in the
network. This step is repeated for all nodes in the SANReN
topology. To ensure valid and reliable results, we repeat
the above procedure 5 times under a soft idle timeout for
the controller entry of 5 seconds (the soft idle timeout
deϐines the expiry time of a controller ϐlow rule when
there is no ϐlow activity) and compute the average results.
The soft idle timeout is set to ensure generation of control
trafϐic upon pinging reiterations.

For the case of two controllers (see Fig. 10), the network
is partitioned into two smaller administrative domains,
namely cluster one and cluster two, each supervised by
a dedicated ONOS instance. The parameters 𝑛1 and 𝑛2
denote the total number of switches in cluster one and
two, respectively. After executing themastershipmodule,
the partition results are as follows: The ϐirst ONOS
instance (𝑐1) is assigned three switch nodes in region
Pretoria, Bloemfontein andDurban, while the otherONOS
instance constitutes switches located in Johannesburg,
Cape Town, East London and Port Elizabeth. In order
to optimize the placement of these two controllers, an
exhaustive search is carried out by iterating through all
possible combinations (within the limits deϐined by each
controller domain). In other words, 𝑐1 is placed at
different regions within its domain. For each placement
of 𝑐1, 𝑐2 is then placed at different regions within its

Fig. 9 – Flow chart of proposed method for one controller[56].
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Fig. 10 – Flow chart of proposed method for two controllers.

domain. For each set of placement, the average latency
is computed following the same procedure as described
above.

7.2.2 Control‑plane signalling overhead and
failover

The centralized control scheme adopted by SDN puts
the control channel at risk of incurring very high
signalling overhead generated during data‑plane
monitoring (e.g. Stats‑Request and Stats‑Reply) and
reactive ϐlow instantiation (such as packet‑In, packet‑Out
and Flow‑Removed). In order to manage this rapid
inϐlux of trafϐic on the control channel, the following
procedure is used: First we conϐigure a cluster of
two ONOS instances each managing a segment of the
network. The cluster is conϐigured using the REST API
of each separate ONOS. Upon data‑plane instantiation,
the switch‑to‑controller placement (in terms of the
number of switches per cluster) is imbalanced. This is
because switch‑to‑controller placement is based solely
on best effort (meaning the controller that completes
the handshake with the switch ϐirst, gets mastership

of the switch). By partitioning the data‑plane into two
clusters, the trafϐic induced by data‑plane monitoring
(code‑named polling) is reduced. Speciϐically, after
clustering, the controller sends and receives monitoring
data from just a fraction of data‑plane nodes. To balance
the switch‑to‑controller placement, we activate the ONOS
mastership management module. This results in a more
balanced monitoring load which we expect to further
decrease control‑plane overhead.

To quantify the impact of switch‑to‑controller placement,
we generate variable trafϐic between two virtual hosts
(the client connected to Johannesburg and the server
connected to Cape Town), a distance of 1399 km from
each other. This is carried out using the Distributed
Internet Trafϐic Generator (D‑ITG) tool. The transport
protocol is set to UDP and the number of packets
per second is varied from 50 000 to 200 000 in
increments of 50 000. The packet size is set to 512
bytes. The link bandwidth was kept at 10 Mb/s.
The duration for the generation process is set to 5
minutes. The key performance indicators are delay,
jitter and packet loss all monitored at the server end.
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This procedure is carried out for two scenarios: 1)
when the switch‑to‑controller placement is imbalanced
(switch‑to‑controller assignment is two and ϐive switches
for controller one and two respectively) and 2) for
the scenario where switch‑to‑controller placement is
balanced (switch‑to‑controller assignment is three and
four for controller one and two respectively).

In addition to switch‑to‑controller balancing, the
control‑plane has several tuneable parameters in the
control‑plane, such as polling frequency and soft idle
timeout [57]. Polling frequency is a parameter that
speciϐies how frequently statistics requests are sent to
the data‑plane. Soft idle timeout speciϐies the total time
an inactive ϐlow entry is stored in the ϐlow tables before
deletion. Tuning these parameters impacts control‑plane
overhead. In other words, increasing polling frequency is
likely to decrease the control‑plane overhead (of course
at the expense of data‑plane protection and restoration)
while increasing the soft idle timeout results in more
ϐlow rules in the ϐlow tables and reduces control‑plane
overhead (with the switch resource (e.g. memory and
storage) exhaustion as a trade‑off). In an operational
environment, OpenFlow switches with TCAM (Ternary
Content Addressable Memory) support are typically
preferred for fast processing [58]. However, TCAM is
very expensive with very limited memory space [59].
Therefore, the soft idle timeout can only be increased up
to a certain threshold to maintain the switch memory
utilization around acceptable levels.

To determine how the soft idle timeout affects
control‑plane overhead, we gradually increase the
soft idle timeout and polling frequency (from 5 s to 40 s
in increments of 5 s) and measure the number of packets
(i.e. Packet‑In, Packet‑Out, Flow‑Mod, Stats‑Request and
Stats‑Reply). In order to evoke control trafϐic we generate
200 000 packets between two hosts (one connected to
the node in Johannesburg and the other connected to
a node in Cape Town). The duration, packet size and
bandwidth are the same as for the switch‑to‑controller
placement experiment. This experiment leveraged the

results from the controller placement experiment (for the
case when two control instances are deployed). In other
words, two control instances were deployed at optimal
locations to minimize propagation latency. Additionally,
the ONOSmastership management module was activated
to balance the switch‑to‑controller placement.

Failover is evaluated by shutting down one controller in
the cluster and calling the “pingall” function. If no packet
loss is observed, then it means all hosts can reach each
other and switch reassignment to the active controller
was successful. We also take note of the time it takes for
the controller to take mastership of the “controller‑less”
switches.

7.3 Results and discussion
This section presents and discusses the results obtained
from following the procedures described above.

7.3.1 Controller placement
Fig. 11 and Fig. 12 present the results obtained from
our analysis of the SANReN network. As per Fig. 11,
our results show that the optimum controller location
when one controller is deployed is Cape Town since this
node has the lowest average latency (𝐿𝑎𝑣𝑔=88.78 ms).
Similarly, the worst location to place the controller when
one controller is deployed is Bloemfontein since this
location yields the highest average latency (𝐿𝑎𝑣𝑔=164.4
ms).

Fig. 12 presents the results obtained when two
controllers are deployed. These results are intepreted
as follows: the blue bars indicate a scenario where one
controller is placed in Pretoria (a region belonging to
cluster one as described in Section 7.2.1), while the other
controller’s location is iterated between Johannesburg,
East London, Port Elizabeth and Cape Town (regions
belonging to cluster two). Similarly, the red and
green bars indicate controller placement in Durban and
Bloemfontein (regions belonging to cluster one)while the
other controller is placed in all regionswithin cluster two.

Fig. 11 – Total average latency for the ONOS controller without clustering.
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Fig. 12 – Total average latency for ONOS controller when network is partitioned into two clusters.

Our results shows thatwhen two controllers are deployed
and the mastership management module is activated, the
optimum controller locations are Pretoria for cluster one
and East London for cluster two, with 𝐿𝑎𝑣𝑔=48.9 ms. The
worst locations are Bloemfontein and Port Elizabeth for
cluster one and cluster two respectively, with 𝐿𝑎𝑣𝑔=118.4
ms. These results coincide with the results from our
mathematical formulation in Section 6.2.

7.3.2 Control‑plane failover and signalling
overhead

The outcome of our failover tests was positive in that
all nodes could reach each other regardless of the failed
control node. This means that the switch nodes under
the supervisionof the failed controllerwere automatically
reassigned to the active controller in the other cluster.
The reassignment took approximately 0.5 seconds. The
reassignment time was measured by carrying out the
ONOS performance benchmark test case provided in [60].
The failure recovery time increases signiϐicantly with the
number of disconnected switches [61]. The recovery
time can potentially be improved by usingmore powerful
servers with more RAM and CPU resources [62].

Fig. 13 and and Fig. 14 depict the results we obtained
both before and after switch‑to‑controller placement
balancing. As expected (see Fig. 13), the average delay
is in overall lower after switch‑to‑controller placement
balancing compared to the case of imbalance. We
believe this is primarily because, after balancing the
switch‑to‑controller placement, data‑plane monitoring
trafϐic is fairly divided between the controller nodes thus
improving overall network performance.

The decline in average delay (both before and after
switch‑to‑controller balancing) is a result of an increased
matching probability of preserved ϐlow rules with newly
arriving packets, which reduces the number of packet‑In
messages to the controller, resulting in a reduction in
network delay. When the number of packets is increased
to 150 000 packets, an increase in average delay is

Fig. 13 – Average latency.

observed. This is likely because during the transmission
of the ϐirst 150 000 packets, the switch has matching
entries in its ϐlow tables on how to route trafϐic, which
eliminates the need to forward incoming packets to the
control‑plane for routing decisions. After a certain time
(from 150 000 packets upwards), the switch reaches
a hard timeout and clears its ϐlow tables leading to an
additional processing delay. The additional processing
delay is likely the cause of the increase in average
delay. Similar results are observed with regards to
network jitter (as shown in Fig. 14). Last but certainly
not least, when the number of packets is increased
to 150 000 and 200 000, we observe a percentage

Fig. 14 – Average jitter.

ITU Journal on Future and Evolving Technologies, Volume 2 (2021), Issue 1

60 © International Telecommunication Union, 2021



Fig. 15 – Impact of soft idle timeout on control‑plane overhead.

packet drop of 0.19% and 0.53% (respectively) before
switch‑to‑controller placement balancing, and 0.14%
and 0.07% (respectively) after switch‑to‑controller
placement balancing.

Fig. 15 depicts the impact of tuning the soft idle timeout
and polling frequency on control‑plane overhead. The
results indicate that, increasing the polling frequency and
soft idle timeout decreases the number of control packets
(synonymous with control‑plane overhead) generated
during reactive ϐlow instantiation. However, from 20
seconds forward, the number of control packets remains
constant. Therefore, we can conclude that conϐiguring
the polling interval and idle timeout to 20 seconds
would be the sufϐicient choice to achieve an acceptable
control overhead and a potentially lower switch memory
utilization. Increasing the timeout beyond 20 seconds
would not change the load on the control channel but will
potentially lead to a higher memory utilization.

8. SOURCE CODES
The source codes for the proposed solution
have been made publicly available on Github,
a world’s leading code repository. The source
codes can be downloaded from this link:
https://github.com/Lusani/SDN‑Controller‑Placement

9. CONCLUSION
This study considers determining the number and
location of SDN controllers in a wide area network,
and associated performance and cost implications and
is intended to be used to address the SDN controller
placement problem. The work is applied to a national
network from a developing country, SANReN. The work
includes mathematical modelling and a method for
obtaining the results through emulation on a popular
controller suitable for real world deployments. The
emulation conϐirmed the modelling and is also used
to derive important practical limits. The modelling
included Silhouette, Gap and PAM approaches. Using
graph modelling, two ”unsupervised” machine learning

algorithms, namely Silhouette and Gap Statistics
algorithms were applied to optimize the number of
controllers to deploy in a given topology. Given the fact
that network operators are more concerned about the
cost associated with network deployment, this study also
takes into consideration the trade‑off between the cost
of installing a new SDN controller and performance. This
is necessary to facilitate decision making regarding the
number of controllers to deploy, based on performance
requirements and cost constraints. To determine the
optimal locations to install the controllers, a classical
algorithm called PAM was used. The applied algorithms
are exhaustive making them ideal for static controller
placement with minimal to no time constraints. In
order to mimic a real SDN deployment and also to
verify the outcome from our mathematical model,
we use exhaustive search on an emulator to address
the controller placement problem. This approach
also takes into account resiliency and control‑plane
overhead metrics. We use the ONOS SDN controller
due to its inherent self‑coordinating distributed core.
Our emulation results show that running a single
controller yields high reaction times as some switches
are located too far away from the controller. Moreover,
running a single controller is not enough to meet
resiliency requirements. When the number of controllers
was increased to two, the reaction time was reduced
considerably since the network was subdivided into two
administrative domains. Moreover, the two controllers
worked collaboratively to alleviate control overhead
and ensure resiliency in the network. Leveraging our
controller placement results as well as balancing the
switch‑to‑controller placement, we also investigated
the impact of soft idle timeout and polling frequency on
control‑plane overhead. Our ϐindings suggested that a
large soft idle timeout and polling frequency reduces
the overall control‑plane overhead. In reading the above
conclusions, it should be noted that the solution to the
controller placement problem is topology dependent
and thus the results presented by this work only apply
to the SANReN topology studied. However, the proposed
approach is “protocol” agnostic and can be adopted
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to solve controller placement in any SDN‑enabled
data‑plane (such as data‑planes that support protocols
such as P4 Runtime, a successor to OpenFlow). We
believe that our method and analysis would be beneϐicial
for operators and service providers, not only during the
initial design, but also during the incremental design of
the SDN‑enabled networks.

10. FUTUREWORK
In future we intend to extend our work to address
dynamic controller placement which is necessary to
meet 5G requirements such as ultra‑reliable low latency
communications achievable through dynamic placement
of the mobile edge computing node. We also plan
to evaluate the security aspect of SDN controllers.
This is motivated by the fact that centralizing the
network control intelligence presents a single point of
attack/failure.

The assumption that the bandwidth for all connection
links is constant (see Section4.1) is not valid for the actual
SANReN network. This assumption was made to simplify
the mathematical model formulation. In future, a more
complicated scenario with different link bandwidths will
be considered.

In this work, trafϐic load was set to 512 bytes which does
not reϐlect the actual trafϐic exchanges between SANReN
nodes. As future work, a characterization of the actual
trafϐic proϐiles combined with a rerun of the evaluation in
Section 7 will be considered. We also intend to use the
proposed approach to optimize data‑planes running P4
Runtimeprotocol. Last but not least, we intend to develop
a dynamic control trafϐic load balancing application based
on current switch resource (RAM, CPU, and storage)
utilization.
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ECONOMIC EFFICIENCY OF SPECTRUM ALLOCATION 
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Abstract – Spectrum demand is rapidly expanding, driven by the developments of incumbent radio systems, as 
well as with the requirements of new technologies and market players to get spectrum access. In this regard, one 
of the fundamental functions of the state spectrum regulator is to create an enabling administrative and legal 
environment to ensure efficient spectrum use and to mitigate scarcity of this valuable natural resource. This 
paper analyses the economic value of spectrum use and suggests an extension of the spectrum’s traditional 
technical boundaries, in order to take into consideration energy, environmental, sanitary and bio-geotechnical 
limits. The study reviews the phenomena of increasing transaction costs and negative externalities of spectrum 
access requiring economic criteria and assessment to achieve optimum resource allocation with a spectrum’s 
demand growth. Results develop an input-output matrix as an allocation instrument to achieve spectrum 
efficiency and optimum equilibrium based on analysis of the economic effects from different band utilization 
scenarios, supplemented by currently used technical criteria. Practical application of proposed economic methods 
should improve the existing spectrum management system. 

Keywords – Input-output matrix, spectrum efficiency, spectrum externalities, spectrum management 

1. INTRODUCTION

Satisfying the ever-growing material, physical and 
social needs of humanity under conditions of 
limited resources, places the implementation of an 
overall strategy for sustainable development at the 
heart of contemporary economic, political, 
environmental, social, and technical research. 
Invention of data transmission by means of 
electromagnetic waves gave humanity a new 
invisible resource: radiofrequency spectrum. Every 
single radio system uses artificially-produced or 
naturally-emitted electromagnetic waves as a 
carrier of data. Radiofrequency spectrum is defined 
as the electromagnetic frequency continuum 
ranging from 3 kHz to 3 000 GHz. Originating from 
maritime applications in the past, nowadays 
spectrum plays an essential role in all areas of 
human activity. For the time being, spectrum is 
primarily utilized based on an exhaustive approach, 
relying predominantly on technical limits defined 
by Shannon theorem and absence of mutual 
harmful interference between the growing number 
of space and terrestrial radio systems. 

The growing problem of spectrum scarcity requires 
spectrum efficiency evaluation and introduction of 
modern methods for its improvement. Nobel 
laureate Prof. R. Coase emphasized that spectrum 
allocation should be determined by market forces 

* The ideas expressed in this paper are those of its author and they do not necessarily represent those of the International
Telecommunication Union, the Radiocommunication Bureau or any known institution.

rather than by administrative decisions, leading to 
zero transaction costs and coping with any 
externalities [1]. Later on his idea was developed in 
more detail, advocating for the implementation of 
alternative spectrum management instruments 
including spectrum privatization, secondary 
trading and auctioning [2]. Several fundamental 
studies designated the introduction of a spectrum 
fee, deregulation of management systems, and 
delegation of some administrative functions to the 
private sector as the basic economic methods to 
improve spectrum management systems [3]. 
In 1996, International Telecommunication Union 
(ITU) initiated studies aimed to develop a guidance 
for Member States in applying economic methods to 
improve their spectrum management systems [4]. 
In 2001, 37 world famous American economists, 
including four Nobel laureates, addressed the US 
Federal Communications Commission with the 
need to implement radical changes in the principles 
governing spectrum usage that would be required 
to ensure the harmonious development of 
telecommunications [5]. Their proposals included 
modifying users’ rights to allow spectrum trading 
and, accordingly, implementing auctions and 
market mechanisms for the resource allocation. 

However, the problem of spectrum efficiency is still 
vital. Conflicts of interests between different 
spectrum users, newcomers and incumbents, public 
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and private operators, national and regional 
telecommunication groups provoke a lot of 
controversial technical discussions leading to non-
optimal allocation decisions. The latter are 
producing negative externalities, innovation delays, 
late comer price, increases in transaction costs and 
non-harmonized spectrum exploitation. The key 
reason for the inefficient decision-making 
mentioned above is the choice of solely depending 
on technical criteria in spectrum management such 
as electromagnetic compatibility with incumbent 
applications. In some cases, the principle of 
“protection of existing radio services” could be seen 
as somewhat obsolete and the introduction of new 
technologies would benefit from the reallocation of 
spectrum from incumbent operators to newcomers. 
The traditional approach requires further 
improvement in international and national 
spectrum management systems by applying 
economic criteria and valuations to accommodate 
booming spectrum demand. 

This paper defines the place and role of the 
spectrum in the digital economy, specifies major 
spectrum users and considers the economic value of 
spectrum use. The author embraces multivariable 
direct and indirect boundaries, related to energy, 
environmental, sanitary and biogeotechnical 
restrictions. The study covers the phenomena of 
increasing transaction costs and negative 
externalities of spectrum access. This work 
proposes input-output Leontief matrix as an 
allocation instrument to achieve spectrum 
efficiency and optimum output based on an analysis 
of the economic effect from different band 
utilization scenarios. The arguments of the present 
article deal with the problem of spectrum efficiency, 
but comments received seem equally applicable for 
post-pandemic economic development in order to 
choose an optimal scenario of natural resources use 
on a global and national level. 

2. ECONOMIC VALUE OF SPECTRUM USE

Table 1 shows that in recent decades spectrum is 
directly or indirectly used practically in all industry 
sectors, standing as one of the key factors 
promoting economic, social and cultural 
development, increasing consumer and producer 
surplus, enhancing public welfare, protecting 
safety-of-life and improving living standards.  

Some facts illustrating the economic value of 
spectrum use for the modern economy and society 
are as follows: 

– the contribution of the mobile industry to
global GDP in 2018 achieved nearly USD 4
trillion [6];

– the economic benefits of accurate weather
forecasts obtained from satellite Earth
monitoring systems that can mitigate the
economic consequences of natural disasters
in EU countries is estimated at 61 billion
Euros annually [7];

– reallocation of 500 MHz spectrum band from
TV companies and federal agencies to mobile
operators created 250 000 new jobs in the
United States of America [8];

– as a part of the US federal plan to combat the
coronavirus, 600 MHz of the spectrum has
been reallocated from satellite to mobile
operators for 60 days, “supporting social life,
to keep economy going and to connect
remotely to health care professionals during
this crisis” [9].

Earth observation and meteorological systems 
contribute towards achieving all the United Nations 
Strategic Development Goals (SDGs), without a 
single exception. In addition, data obtained by using 
relevant radio systems are essential for monitoring 
the results of SDG initiatives. Around 30 of the 232 
indicators developed for monitoring progress 
towards the SDGs can be verified only based on data 
obtained from Earth observation satellites. 

Additional important areas where spectrum use has 
a significant impact are radio astronomy and space 
research, which are crucial to studies of classical 
physics and Universe evolution. Research in these 
areas, based on data obtained with the aid of the 
relevant radio systems, have an enormous impact 
on the development of other sectors of the economy 
which, at first glance, would appear to have no 
relation to those spectrum-based systems. For 
example, the success of algorithms for processing 
large data volumes in radio astronomy and cosmic 
research have been a foundation of the digital 
economy.  

Spectrum use has considerable social importance 
from the point of view of a State's obligations to 
protect the basic rights of its citizens in democratic 
society. It is not coincidental that basic provisions 
concerning spectrum management in France are set 
by legislation on freedom of speech and information. 
Radiocommunication is critical in all phases of 
disaster management. Aspects of 
radiocommunication associated with disasters 
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include disaster prediction, detection, alerting, and 
relief. In certain cases, when the wired 
infrastructure is significantly or completely 
destroyed by a disaster, only radio systems can be 
employed for disaster relief operation in a timely 
manner. 

With technology evolution, spectrum appears to 
play an even more critical role and is becoming an 
essential element of the numerous governmental e-
programs, such as e-medicine, e-government, e-
education etc. A future digital economy implies a 

transition from current intuitive manual forms of 
management to an algorithm-based one that relies 
on the development and use of coherent models for 
political, economic, technological and behavioural 
analysis, as well as decision-making and artificial 
intelligence. It will depend critically on a powerful 
complex of different types of radio systems to 
gather, deliver and disseminate a variety of data, 
boosting spectrum demand. Information collected 
by different sensors and receivers on-board 
satellites, aircraft, and ships, fitted to buoys, 

Table 1 – Main spectrum users 

Users Radio systems used Applications End use output Intersectoral use 
output  

Defence Mobile and satellite 
communication systems, 
microwave links, 
radiolocation, radars, 
navigation  

Operational control, 
management 

Safeguarding national 
security, border control, 
antiterrorist operation 

Development of radio-
electronic industries 
and science 

Security and law-
enforcement 
agencies 

Mobile and satellite 
communication systems, 
microwave links, radars 

Operational control of 
subordinate units  

Maintenance of internal 
security and law 
enforcement, government 
communications 

Radio-electronic 
industries and science 

Communications 
and informatization 

Mobile and satellite 
communication systems, 
microwave links, sensor 
systems 

Provision of access to 
data transmission 
systems and public 
communication 
networks 

Public communication and 
informatization services, 
maintenance of economic 
security 

Radio-electronic 
industries and trade, 
satellite industry, 
social development, 
disaster relief 

Broadcasting  Satellite and radio-relay 
communication systems, 
broadcasting networks 

Broadcasting of TV 
and radio programmes 

Freedom of thought, 
expressions and public 
information 

Commerce, 
advertising, security, 
disaster relief  

Earth exploration 
and monitoring 

Remote Earth sensing 
satellites 

Collection of data on 
the state of the Earth's 
natural characteristics 

Cartography, 
geoinformation, data on the 
state of the climate and 
natural resources 

Construction, natural 
resources 
management, disaster 
relief 

Radionavigation Satellite and land-based 
navigation systems 

Transmission of time 
signals and frequency 
standard emissions 

Precise determination of the 
location, shift and speed of 
objects 

All branches of 
industry 

Meteorology Remote earth sensing and 
data collection satellites, 
radars, meteorology 
probes and sensors 

Collection, 
transmission and 
distribution of 
meteorological data 

Weather forecasting, 
prediction of natural 
disasters, monitoring of 
climate change and SDGs 
indicators 

Defence, emergency 
agencies, transport, 
agriculture and 
forestry, green energy 

Transport Mobile and satellite 
communication and 
navigation systems, 
sensors, radars 

Remote monitoring 
and control of 
transport, broadband 
access 

Improving safety of 
passenger and cargo 
transport, optimization of 
traffic, unmanned transport  

World trade, hotel and 
tourism sector, postal 
services 

Radio astronomy Ground and space radio 
astronomy stations  

Collection of data on 
the Universe 

Development of 
fundamental science 

All branches of 
industry 

Space research International Space 
Station, piloted and robotic 
space missions  

Studies on the near-
Earth space 
environment and 
space objects 

Development of 
fundamental science, search 
for natural resources, 
protection from potential 
hazards from space 

All branches of 
industry 

Production industry Office and corporate 
networks, control, 
automation system 

Improving production 
efficiency and safety 

Optimizing use of resources All branches of 
industry 
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livestock, and so on, once disseminated, will help 
humanity to fight against bureaucracy and 
mismanagement by means of better understanding 
of the relevant technocratic, natural and socio-
economic processes and their interactions and 
impact. 

In terms of importance, the spectrum ranks 
alongside national energy resources or reserves of 
raw minerals. The efficient use of the spectrum in 
the modern world has a major impact on economic 
development and is a critical factor of sustainable 
development. 

3. LIMITATION OF SPECTRUM USE

The spectrum as a natural resource can be classified 
as follows [10]:  

– a category of energy resources, subcategory
artificially activated energy sources, along
with atomic and thermonuclear energy;

– a renewable resource;

– spectrum sharing by multiple radio systems is
possible using a combination of factors
relating to time/phase, space, frequency
dimensions and performance characteristics.

Complex technological processes of spectrum 
exploitation define interdependent vectors of 
interfaced limitation: 

– Physical limits. The choice of spectrum for
most radio technologies is complicated by the
varying quality of the resource in terms of
radiowave attenuation and propagation
characteristic. As an example, only a few
specific bands are suitable for monitoring
particular natural features, depending on the
unique resonance frequencies, and they must
be protected from all man-made radiation in
order to ensure measurement quality.
Physical limits have a major strong impact on
economic indicators of spectrum use projects.
Sometimes a radio application can utilize a
less occupied, higher frequency range
alternative, but it will require more
investment/operational costs to provide the
same quality of service, challenging project
efficiency;

– Technological limits. With industry evolution,
the upper boundary of the usable spectrum is
constantly raised. Currently the spectrum
between 3 kHz and 100 GHz is actively used,
while the range from 100 to 275 GHz has a
certain potential for use, although at present

it is not heavily occupied. Existing wireless 
technology cannot meet the demands of 
future ultra-wideband networks, since data 
rates beyond 10 Gbps are not achievable by 
current millimeter wave systems, which are 
typically operating below 60 GHz. The 
frequency band of 275~3 000 GHz is 
especially of interest for future wireless 
systems with 100 Gbps data rates. Although 
radio equipment for this range is still in a very 
early stage of development, some studies 
show its potential applications [11]. Any 
future use of the range will be extremely 
constrained by the propagation 
characteristics, and in particular by high 
levels of rain attenuation and transmission 
path loss. Such quality of spectrum will make 
ultra-high frequencies unsuitable for the 
majority of conventional applications; 

– Technical limits. Spectrum use is limited by
the extent to which it can be shared by
different radio systems, given the potential
for harmful interference which can have a
major impact on the quality of service. In
other words, technical conditions for a given
system to use spectrum is determined by
electromagnetic compatibility conditions
imposed by other radio systems, operating in
the same band and in the same location. From
the economic theory, unintentional
interference could be regarded as a negative
externality. Waves emitted by a radio system
constitute a wanted signal for the receiver
within that system and enable it to operate,
but may cause harmful interference to other
radio systems, degrading their operating
quality or preventing operation altogether.
Mutual interference is a main reason for
international and national spectrum
management systems, to ensure the
possibility of a globally coordinated use of the
resource. The potential of a radio system in
terms of the creation of and sensitivity to
interference is determined by the
performance of the radio equipment used,
which is dependent on the operational quality
and ultimately the cost of the radio systems;

– Administrative limits. International and
national use of the spectrum is based on block
allocation of the resource among different
users/radio services in technical terms. Any
radio system may use a frequency band that
is administratively defined in an international
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and/or national allocation table to the radio 
service in which the radio system in question 
refers. At the international level, questions 
pertaining to the international frequency 
allocation table are decided at the ITU World 
Radiocommunication Conference (WRC); 

– Health-related limits. The harmful effects of
artificially generated electromagnetic fields
on human health is a matter of growing
concern and is being actively studied by a
number of medical institutions under the
umbrella of the World Health Organization.
Further uncontrolled increases in the
intensity of use of the spectrum may prove
harmful to human health [12]. At present, two
types of limits have been established, namely,
basic restrictions and reference levels. Basic
restrictions are standards relating to the
effect on human beings of time-varying
electrical, magnetic and electromagnetic
fields. These are based directly on their
proven exposures on human health, although
measuring them is difficult (for example,
induced current density in the human body).
Reference levels are derived from the basic
restrictions and are expressed in easily
measurable units. They set maximum
permissible emission power for specific types
of radio system. It is considered that, when
applying reference levels, the overall effect on
the body should not exceed the established
basic restrictions. Increasing the density of
radio systems especially in urban areas could
call into question the viability of the current
approach, as it would be necessary to
improve current WHO and ICNIRP regulation
taking into account the aggregated field
strength in order to protect public health;

– Environmental limits. The large-scale use of
different radio systems creates the problem
of electronic waste (e-waste), in other words,
the necessity to recycle large quantities of
obsolescent or defective radiocommunication
hardware. ITU reported that the total global
volume of e-waste had reached around
53.6 million tonnes in 2019 with a forecast
that this figure may be tripled by 2021. Of this
total amount, 44.5 million tonnes of e-waste
were discarded in landfills, burned, or
illegally traded, causing so called “export of
the environmental crisis” and leading to air
and water pollution, soil contamination, and
biodiversity loss. Environmental limits for

spectrum use should consider space debris 
also.  Under current practice and regulations, 
a geostationary satellite that has come to the 
end of its operational life is to be transferred 
to a higher altitude orbit, but it stays in space. 
There are plans to launch huge constellations 
into non-geostationary orbits in order to 
provide direct broadband access with global 
coverage requiring thousands of satellites. 
Near-Earth space is already polluted by 
artificial junk as a result of satellite collisions 
and explosions, including around 20 000 
fragments larger than 10 cm in size and 
around 500 000 between 1 and 10 cm in size 
[13]. The problem of space debris is expected 
to be left for future generations. 

Delivery of all planned satellites and space 
missions into space will dramatically increase 
demand for rocket launches. Up to now rocket 
launches occur irregularly and annually do 
not exceed 100 globally so that concerns 
about the damage done to the ozone layer by 
rocket emissions have not elicited regulation. 
ITU study predicts, more than 1 000 returning 
launches only for suborbital vehicles in 2025, 
raising a question on appropriate mitigation 
measures at the international level against 
potential negative impacts on Earth’s 
atmosphere, carbon emissions increase, 
ozone depletion etc [14]. 

Booming of radio equipment production 
causes the growth in CO2 emissions. By 2023, 
total carbon emissions resulting from the 
growth in production of mobile equipment 
alone could reach 235 megatons CO2 per year 
[15]. 

– Power limits. The use of higher bands and
increasing demands for transmission speed,
as well as a growth in the number of radio
systems of different types result in a
considerable increase in power consumption,
which exacerbates the global energy
shortage. ITU estimates that the information
and communication technology (ICT) sector’s
share of global electricity consumption in
2015 was 3.9 per cent. A typical 5G base
station consumes up to twice or more the
power of a 4G base station. To address this
challenge, some countries plan further
development of coal power plants to support
an intensive introduction of new generation
radio networks in spite of international
carbon emission limitations;
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– Bio-geotechnical limits. According to the
“1 per cent” law, an artificial change of 1 per
cent in the energy of a natural system as a rule
causes it to depart from a Chatelier's
equilibrium [16]. In other words, our biota
cannot compensate the volume of artificially
generated energy that exceed 1 per cent of its
natural level. Experience of using other
natural resources suggests that violating that
rule may lead to catastrophic change in the
natural environment, such as global warming.
A part of solar energy transforms into a
natural electromagnetic field of the Earth
forming a 1 per cent limit. An aggregate
assessment of man-made emissions is
required when the strategy of spectrum use is
defined to avoid transgressing this threshold.

4. INPUT-OUTPUT ANALYSIS FOR
SPECTRUM MANAGEMENT

A definition of limits is just the first step of any 
economic analysis of efficient resource 
management. Regulators should establish an 
accurate economic model, enabling them to find an 
optimum scenario of development under conditions 
of resource scarcity and negative externalities. 
Nobel laureate W. Leontief pointed out that “the 
essence of input-output analysis in study of the 
resources problem consists in constructing several 
alternative scenarios with different combinations of 
input-output vectors describing the technological 
structure of the different methods of production 
and usage”. The input-output matrix enables a 

resolution to the problem of a shortage of resources, 
taking into account externalities, through planning 
and redistribution. From the analysis of the 
technological process, of interdependencies 
between industry sectors and of the economic 
impacts of spectrum usage, the inter-sector input-
output matrix for spectrum can be used as the 
economic model for assessing spectrum efficiency. 
The proposed matrix for spectrum use is presented 
in Table 2.  

Explanation of the values used in Table 2: 

n —  number of users (i.e. industry sectors) or 
radio services using the spectrum (see Table 
1 for example); 

k —  spectrum allocation scenario; 

snk — aggregate spectrum allocation for the n-th 
user (radio service) in the k-th scenario. Here 
it must be understood that account needs to 
be taken not only of the bandwidth directly 
accessible for the user, but also of other 
technical conditions and restrictions on its 
utilization stemming from shared use. In 
some cases, analysis of this component is 
simplified thanks to the decisions on global or 
regional spectrum harmonization for a 
specific standard; 

Sk — aggregate spectrum allocations in the k-th 
scenario. Analysis of this value is complicated 
by the possibility of shared use of the 
spectrum, i.e. Sk ≠ Σsnk; 

Table 2 – Input-output matrix for spectrum use 
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yintk — economic impact of spectrum use in the 
k-th scenario, as the sum of the impacts of the
production of the n-th spectrum user for the
end user;

yextk — economic impact of spectrum use in the 
k-th scenario, as the sum of the impacts of the
production of the n-th spectrum user for
inter-sector use of output Yk = yintk + yextk —
Overall contribution of use of the resource to
the country’s GDP for the k-th allocation
scenario. Given the complexity of the inter-
sector relationships and technological
processes involved in the use of a resource, of
direct and indirect assessments of a
resource’s economic impact and of the
different manifestations thereof (e.g. the
creation of new jobs), this is a multifaceted
task that calls for the accumulating and
processing of Big Data. The simplest approach
of direct evaluation is spectrum auction. One
of the latest example is underway C-band
auctioning in the US already bidding USD 80
billions [17];

pn — revenue of the n-th user. State operators use 
spectrum in order to fulfil political, economic 
and social purposes, so normally pn = 0. 
Where commercial operators are concerned, 
taking this component into account is very 
important for establishing a favorable 
investment climate in the relevant segment of 
the market; 

capn — capital costs of the n-th spectrum user in 
the k-th scenario. The costs of a radio system 
depend on the available bandwidth and the 
technical conditions of the spectrum use, e.g. 
propagation [4]. The wider and less occupied 
the required band, the lower the capital costs 
for network development, both in terms of 
coverage of the service area and cost of the 
equipment itself. Therefore, when analysing 
the input-output matrix, it is necessary to 
examine the relationship capn = f(snk). In the 
analysis of a spectrum reallocation scenario, 
this item has to take into account the 
associated expenses and of compensation of 
losers in accordance with potential Pareto 
criteria;  

оpn — operating costs of the n-th spectrum user in 
the k-th scenario. These are also a function of 
bandwidth since, first, according to Shannon, 
bandwidth shortfalls for a given quality of 
service can be offset by increasing 
transmission power, and, secondly, in 

congested parts of the spectrum achieving 
interference-free operation of radio networks 
calls for highly qualified technical staff and 
the implementation of special technical 
measures requiring specialized hardware and 
software. On the basis of these 
considerations, it is necessary to examine the 
relationship opn = f(snk). This item may also 
take into account an annual spectrum fee if 
such a fee is levied on users in the band in 
question; 

tcn — transaction costs for the n-th spectrum user 
in the k-th scenario. These can include the 
license and spectrum/auction fees, as well as 
reallocation costs; 

ecn — externality costs of the n-th spectrum user in 
the k-th scenario, defined by spectrum 
limitations. Inclusion of this contributor in 
economic analyses allows the principle on 
internalization to be met and to define real 
social cost of resource use resulting in a 
Pareto-optimal plan. 

The overall costs for the n-th spectrum user in the 
k-th scenario may be expressed as follows:

wn = pn + capn(snk) + opn(snk) + tcn(snk) + ecn(snk) (1)

The basis of the input-output method lies in 
assessing the ratio of impact to costs, such that 
efficiency in use of the spectrum for the n-th user 
may be expressed as: 

en = yn/wn (2) 

In cases where it proves impossible in practice to 
place an objective monetary value on the impact 
generated by use of the specific spectrum use, the 
cost ratio ak may be used as an economic criterion 
to study allocation scenarios: 

ak = snk/wn (3) 

The proposed approach offers an economic 
mechanism to objectively assess the overall impact 
of a decision in regard to the use of a band at any 
stage of the management cycle, and to compare 
alternative options with a view to selecting the 
optimum one in terms of the regulator priorities. A 
full scale introduction of the proposed method in 
order to improve efficiency of the spectrum 
allocation system requires development of big data 
system to support the processing of all required 
information. However, even simplified economic 
criteria (3) could provide essential results to be 
taken into account. For example, WRC-19 allocated 
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two possible bands for 5G introduction – 3.4-3.8 
GHz and 4.8-4.99 GHz. A study of propagation model 
[18] and required base station density [19] in two
bands shows that cost ratio ak for the second
frequency band will be almost twice as much,
making low band utilisation more efficient under all
other equal conditions (penetration rate, spectrum
availability, economies of scale, border
coordination, etc.).

5. CONCLUSIONS

Transition to a sustainable model of development 
through the digital economy is the guiding force 
driving the current stage of human technological 
progress. This is of immense importance, not so 
much for generating economic profit, as for 
identifying ways of ensuring humanity’s continued 
survival. Humanity on board “Noah's Ark” 
consumes resources in an uncontrolled way 
through constantly increasing consumption that 
“bores holes in the hull”, and thus unthinkingly 
destroys its critical life-support systems. We should 
hope that artificial intelligence will help us to 
understand that our current irrational devouring of 
resources has no future, and that even our 
immediate descendants would encounter 
catastrophic problems bequeathed to them by their 
grandparents.  

Successful worldwide implementation of a digital 
economy initiatives must be based on the 
optimization of all available resources use with 
respect of available resources boundaries. One of 

these essential resources is the spectrum, playing a 
role as an integral element of the digital economy 
ecosystem. In terms of economic value, the 
spectrum could be ranked alongside national 
reserves of energy and raw materials. Multisided 
limits of spectrum use require international and 
national actions to avoid them to be transgressed. 
The digital economy urgently requires a digital 
spectrum management system to accommodate 
new radio technologies and to facilitate economic 
growth. 

The input-output model can be considered as the 
proper mechanism for appropriate assessment and 
optimization of the use of resources at the 
macroeconomic level, providing a complex 
evaluation of the consequences of all possible 
scenarios and to assist decision makers in selection 
of those which best serve their strategic goals. Our 
“Noah's Ark” needs not only the wind of A. Smith 
and R. Coase market forces to fill its sails, but a 
steering wheel of W. Leontief and L. Kantorovich is 
required also, heating and bearing to true at all 
times in order to avoid reefs and shoals and to 
overcome storms.  As the current situation shows, 
the market economy in some cases cannot resolve 
problems of negative externality and protect public 
interest. Resource management policy should 
consider social costs and internalization of negative 
externalities to ensure optimal social welfare, 
including environmental quality and protection of 
future generation interests. 
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Abstract – In this paper, we focus on the most relevant Error Correcting Codes (ECCs): the Hamming code and the Reed‑ 
Solomon code in order to meet the trade‑off between the low implementation complexity and the high error correction capac‑ 
ity in a short‑frame OFDM communication system. Moreover, we discuss and validate via simulations this trade‑off between 
complexity (Hamming is the easiest to code) and error correction capability (Reed‑Solomon being the most effective). There‑ 
fore, we have to either improve the correction capacity of the Hamming code, or decrease the complexity cost for the Reed‑ 
Solomon code. Based on this analysis, we propose a new design of parallel Hamming coding. On the one hand, we validate 
this new model of parallel Hamming coding with numerical results using MATLAB‑Simulink tools and BERTool Application 
which makes easier the Bit Error Rate (BER) performance simulations. On the other hand, we implement the design of this 
new model on an FPGA mock‑up and we show that this solution of a parallel Hamming encoder/decoder uses a few resources 
(LUTs) and has a higher capability of correcting when compared to the simple Hamming code.

Keywords – error correcting codes, FPGA, Hamming code, parallel Hamming coding, OFDM communication systems, 
Reed‑Solomon code, short‑frame, sensor’s network, VHDL simulation

1. INTRODUCTION
Nowadays, Orthogonal Frequency Division Multiplexing
(OFDM) systems are increasingly used in several applica‑
tions such as: digital radio, television broadcasting sys‑
tems, mobile communication systems and Power‑Line
Communications (PLC). OFDM is a convenient modula‑
tion scheme which combines the advantages of high data
rates and easy implementation.
However, the main challenge associated with OFDM com‑
munication systems today remains related to Error Cor‑
recting Codes (ECCs) implementation [2]. Encoding and
decoding are very important blocks in OFDM systems in
which redundant information is added to the signal to
allow the receiver to detect and correct errors that may
have occurred in transmission. There are many tech‑
niques for error detection and correction such as: the
Hamming code [3], Turbo code [4], Bose, Chaudhuri, and
Hocquenghem (BCH) code [5], Reed‑Solomon code [6],
Convolutional code/ Viterbi [7], and LDPC [8].
One way to compare the efϐiciency of several ECCs is to
compare their performance in terms of their complexity
of implementation and their error detection or/and cor‑
rection capability. Hamming and Reed‑Solomon codes
have proved to be a good compromise between efϐiciency
and complexity. Hamming is very easy to implement and
does not consumemany resources, and it is a robust ECC,
but the Bit Error Rate (BER) performance is not the most
effective. The Reed‑Solomon is more optimal to elimi‑
nate errors (especially for burst errors), but it is alsomore
complex to implement.
Our domain of application is PLC based on OFDM systems

for aeronautic sensor’s network [9, 10]. According to [10],
a PLC channel hasmajor limitations especially in terms of
bandwidth, impedance mismatches and noise.
Since power consumption has been a critical factor in the
design of sensor’s network, we consider sensor’s network
with short periods of activity, in which some sensors’ de‑
vices go into standby mode. This consideration and the
need for low latency access [11] to sensor data under‑
scores the need for a short‑frame OFDM and fast commu‑
nication protocol.
In this paper, we focus on a low‑powered short‑frame
OFDM communication systemwhere the sensors’ devices
send only one OFDM symbol per frame on the PLC chan‑
nel. We simulate and model the design of this low‑
powered short‑frame OFDM communication system in
terms of error correction. As mentioned previously, the
complexity of the chosenECC is oneof the studied criteria:
the ECC has to be effective and fairly easy to implement at
the same time.
Usually, to have better performance in terms of error cor‑
rection and/or error detection, we have to add several er‑
ror correcting codes (ECCs) in serial either at the encoder
or on the decoder level. Our case of applications requires
a very simple ECC in order to implement it on a High Tem‑
perature (HT)ASICwhosenumber of cabled ϐlip‑ϐlops and
multipliers are limited by the HT technology.
Therefore, the novelty of this paper lies in the perfor‑
mance analysis of a new design based on the parallel
Hamming coding which meets the trade‑off between the
low implementation complexity and the high error cor‑
rection capacity. In the literature, the closestwork to ours
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is [12] in which the authors used parallel ϐilters with only
one Hamming code as an error correcting code. Their
scheme allows more efϐicient protection when the num‑
ber of parallel ϐilters is large.
Our contributions can be summarized as follows:

• The design of this low‑powered short‑frame OFDM
communication system in terms of error correction
is modelled by MATLAB‑Simulink tools.

• We analyse and choose the adapted Error Correcting
Codes (ECCs); such as Hamming and Reed‑Solomon
for this low‑powered short‑frame OFDM communi‑
cation model.

• We discuss the trade‑off between the low implemen‑
tation complexity and the high error correction ca‑
pacity.

• Moreover, we propose a new model of parallel Ham‑
ming coding in order to increase the error correction
capability of our model and we illustrate its perfor‑
mance in terms of Bit Error Rate (BER) vs. EB/N0.

• Finally, we validate the performance of parallel Ham‑
ming encoder/decoder in terms of complexity of im‑
plementation on an FPGA board using VHDL simula‑
tions.

The remainder of this paper is organized as follows: First,
a brief description of the communication model in Sec‑
tion 2. Then, we study the trade‑off between the twoECCs
(Hamming code and Reed‑Solomon code)which aremore
adapted to our communicationmodel. We propose a new
design of a parallel Hamming coding in the case of a short‑
frame OFDM sensor network in Section 3. Moreover, we
illustrate theperformanceof theseECCs in termsofBit Er‑
ror Rate (BER) for different scenarios using BERTool ap‑
plication in Section 4. In Section 5, we validate the per‑
formance of parallel Hamming encoder/decoder in terms
of complexity of implementation on an FPGA board using
VHDL simulations. Finally, we conclude this paper in Sec‑
tion 6.

2. DESCRIPTION OF THE COMMUNICATION
MODEL

Here, we consider a sensor’s network which is composed
of one master device and several slave‑sensor node de‑
vices (𝑆1, 𝑆2, ..., 𝑆20) using Time DivisionMultiple Access
(TDMA) to share the PLC channel illustrated in Fig. 1.

Fig. 1 – Shared bus architecture for our sensor’s network

Since low‑power consumption is a critical factor in the
design of sensor’s network, we consider a low‑powered

short‑frame OFDM communication system where sen‑
sors’ devices send only one OFDM symbol per frame on
the PLC channel. Each time slot is composed of an OFDM
symbol which represents a communication between the
master device and each slave‑sensor node device.
In Table 1, we denote our short‑frame OFDM parameters
that are considered later in our MATLAB‑Simulink simu‑
lations:
Table 1 – Scenarios and short‑frame OFDM parameters used in our
MATLAB‑Simulink simulations

Parameters Value

𝑁𝐹𝐹𝑇 : FFT size 64
𝑁𝑆𝐶 : Used sub‑carriers 30/32
𝑓𝑠: Sampling frequency 1.6 MHz
Δ𝑓 : Sub‑carrier spacing 25 KHz
𝑇𝑠: Total Symbol dura‑
tion 45𝜇𝑠
𝑀 : Modulation size 4 (QPSK)
𝐿: Packets of L bits 50 bits
𝐸𝐶𝐶: Error correcting
codes Hamming, Reed‑Solomon
𝐶𝑅: Coding rates 𝐶𝑅1 = (4/7), 𝐶𝑅2 = (11/15),

𝐶𝑅3 = (23/31) , 𝐶𝑅4 = (26/31),
𝐶𝑅5 = (57/63), 𝐶𝑅6 = (56/64)

𝐵𝐸𝑅𝑇 𝑜𝑜𝑙: BER Perfor‑
mance Analyser GUI 𝑁𝑒𝑟𝑟𝑜𝑟𝑠 = 106;

𝑁𝑏𝑖𝑡𝑠 = 1010 ;
𝐸𝑏
𝑁0

= 0 ∶ 15 dB

In this paper, we use MATLAB‑Simulink tools in order to
model this low‑powered short‑frame OFDM communica‑
tion system as shown in Fig. 2.

Fig. 2 – Short‑frame OFDM communication model using MATLAB‑
Simulink tools: General model

Next, we will describe each block represented in Fig.
2 representing our general low‑powered short‑frame
OFDM communication model:

2.1 Random input generation
In this block, the input data is randomized by a ”Bernouilli
Binary” block in order to spread the energy over all the
bits before being encoded by the following block.

2.2 Error correcting code (ECC)
The purpose of this block is to add enough redundancy
to the data packets being sent, so that even if some of the
received data includes errors, there will be enough infor‑
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mation provided to the receiver to reconstruct the data
from its origin. In our communicationmodel, we suppose
that the ECC will be in charge of correcting all the errors
created by the OFDM communication model.

• ECC encoder: This block is the transmitter side of the
ECC. The communication channel alters the signal,
which introduces errors. We can use error correct‑
ing codes to add redundancy in the transmitted data.
Many encodingmethods have been studied in the lit‑
erature, such as theHamming and the Reed‑Solomon
codes, which are detailed in Section 3.

• ECC decoder: This block is on the reception side of
the model, receiving the information that has passed
through the channel and that has already been de‑
modulated. The decoder has to decode the message
and translate it back into its’ original formby exploit‑
ing the redundant bits thatwere added previously by
the encoder and that allows the decoder to detect an
error and correct it. In general, the decoder is more
complex than the encoder, especially concerning its
implementation (for example Viterbi decoder [7]).

2.3 Mapping/De‑Mapping
This block takes the coded messages and builds a con‑
stellation in an I/Q plane, in order to transmit our digital
streamof bits through the analog channel, under the form
of frequencies.

• Mapping: This block takes a binary stream and out‑
puts a point in the I/Q plane. There are many types
of modulation: such as shifting the phase of the sig‑
nal ’Phase‑Shift Keying (PSK)’, modulate only the am‑
plitude of the signal ’Amplitude Modulation (AM)’,
or both ’Quadrature amplitude modulation (QAM)’.
In our communication model, we use a Quadrature
phase‑shift keying (QPSK) modulation. There are
𝑀 = 4 possible points in the constellation and it can
encode 𝑛𝑏 = log2(𝑀) = 2 bits per symbol.

• De‑Mapping: This block does the inverse of the pre‑
vious mapping block. It takes the signal in the time
domain after the Fast Fourier transform (FFT) block
(which is inside the OFDM modulator block), and
with the constellation reference point it restores the
original binary message corresponding to a given
point.

2.4 Orthogonal Frequency Division Multiplex‑
ing (OFDM) MoDem

OFDM is a type of digital transmission and a method
of encoding digital data on multiple carrier frequencies.
In OFDM, multiple closely spaced orthogonal sub‑carrier
signals with overlapping spectra are transmitted to carry
data in parallel.

• OFDM Modulator: This block introduces the pilot
signals (which are used later in the channel estima‑

tion block to correct the effects of the channel), the
guard bands, the cyclic preϐix and a raised cosine ϐil‑
ter (which serves as windowing to focus our study
on the used frequencies). Then, it includes also an
Inverse Fast Fourier transform (IFFT) module which
allows the information to be transmitted in orthogo‑
nal frequencies through the communication channel.

• OFDMDemodulator: This block does the reverse op‑
eration of the previous one. An FFT module trans‑
forms the information back into the time domain,
the pilot signals are used for the channel estimation,
then they are removed to restore the original mes‑
sage (the guard bands and cyclic preϐix are removed
as well).

2.5 The communication channel
Here, the communication channel is modelized by an Ad‑
ditive White Gaussian Noise (AWGN) block. We induce
noise by using the 𝐸𝑏

𝑁𝑜 which represents a normalized Sig‑
nal toNoiseRatio (SNR)bybit, and iswell adapted to com‑
pare the Bit Error Rate (BER) of different ECCs. The rela‑
tion between these two parameters is given by:

𝑆𝑁𝑅 = 𝐸𝑏
𝑁𝑜 ∗ 𝐵𝑖𝑡 𝑅𝑎𝑡𝑒

𝐶ℎ𝑎𝑛𝑛𝑒𝑙 𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ (1)

The deviation (which is equal to 10𝑚𝑉 in our case) repre‑
sents the thermal noise in our real Power Line Communi‑
cation (PLC) channel [9, 10]. We have estimated this devi‑
ation on LT Spice tools by adding the quantiϐication noise
and converting the sine wave by the ADC/DAC block. In
order to make the channel block more realistic, we ϐixed
these parameters of the AWGNblock the closest to reality.

In the following Section, we will focus only on the ECC
blocks which are described in Section 2.2 and adapted to
our short‑frame OFDM communication system.

3. TRADE‑OFF BETWEEN SIMPLE HAM‑
MING CODE AND REED‑SOLOMON CODE

In this Section,wewill focuson twoerror correcting codes
(ECCs) that meet a trade‑off between the low implemen‑
tation complexity and the high error correction capacity.
Since we have considered a short‑frame OFDM commu‑
nication model, we will study Hamming code and Reed‑
Solomon code which are the most adapted in our case.

3.1 The Hamming code
The Hamming code is one of the error correcting codes
that can be used to detect and correct bit errors that can
occur when data is moved or stored. Like other error cor‑
recting codes, the Hamming code makes use of the con‑
cept of parity bits which are bits that are added to data so
that the validity of the data can be checkedwhen it is read
or after it has been received in a data transmission.
The Hamming code method is based on two methods
(even parity, odd parity) for generating redundancy bits.
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The number of redundancy bits are generated using the
following formula:

2𝑟 = 𝐷 + 𝑟 + 1, (2)

where, 𝑟 represents the number of redundancy bits and
𝐷 the number of information data bits.
For example, if we calculate the number of redundancy
bits for a 𝐷 = 11 bits then it comes to add 𝑟 = 4 redun‑
dancy bits. These parity/redundancy bits (𝑃1, 𝑃2, 𝑃4, 𝑃8)
are added to the information bits (𝐷1, ..., 𝐷11) at the
transmitter (Hamming encoder) and then removed at the
receiver (Hamming decoder) which is able to detect and
correct errors.

Bit po‑
sition 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Encoded
data
bits

𝑃1 𝑃2 𝐷1 𝑃4 𝐷2 𝐷3 𝐷4 𝑃8 𝐷5 𝐷6 𝐷7 𝐷8 𝐷9 𝐷10 𝐷11

𝑃1 x x x x x x x x
𝑃2 x x x x x x x x
𝑃4 x x x x x x x x x
𝑃8 x x x x x x x x

Table 2 – The encoded bits for Hamming code [15, 11]

TheHamming encoder calculates theseparity bits accord‑
ing to Table 2, and outputs a 15 bits message. The Ham‑
ming Decoder calculates the parity bits:

• If each parity bit is equal to zero, i.e.,
(𝑃1, 𝑃2, 𝑃4, 𝑃8) = 0000, there are no errors in
this OFDM communication model.

• If not, the position of the error is displayed in the four
parity bits (𝑃1, 𝑃2, 𝑃4, 𝑃8). The decoder ϐlips then
the concerned bit and returns the 11 bits message
(𝐷1, ..., 𝐷11).

Next, we will simulate the Hamming code [𝑛, 𝑘] for sev‑
eral coding rates: 𝐶𝑅1 = (4/7), 𝐶𝑅2 = (11/15), 𝐶𝑅4 =
(26/31), where each coding rate 𝐶𝑅 = 𝑘/𝑛 is the ratio
between the code dimension 𝑘 and the code length 𝑛, in
order to study its inϐluence on the system’s performance.

The theoretical point of view “the longer the code, the bet‑
ter the error performance” is proved in Fig. 3 and Fig. 4.
Fig. 3 shows that the coding rate is crucial to obtain a good
performance. When 𝐸𝑏

𝑁0
≤ 9 dB, the Hamming code curve

with the coding rate 𝐶𝑅4 is very close to the Hamming
code curve with the coding rate 𝐶𝑅2 in terms of BER.

3.2 The Reed‑Solomon code
The Reed‑Solomon code operates on a block of data
treated as a set of ϐinite‑ϐield elements called symbols.
Reed–Solomon code is able to detect and correct multi‑
ple symbol errors especially burst errors. Since the Reed‑
Solomon code is a non‑binary code, the code has symbols
from𝔽𝑞 withparameters (𝑞−1, 𝑘), which is used tomakea
mapping of primitive polynomial with binary coefϐicients,
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Fig. 3 –BERperformance of theHamming code for different coding rates
𝐶𝑅1, 𝐶𝑅2, 𝐶𝑅4

frequently we have 𝑞 = 2𝑚 to use them as binary codes,
each element being represented as a binary m‑tuple.
In terms of complexity, the Reed–Solomon encoder is
fairly simple in terms of blocks and only involvesmultipli‑
ers and adders in the Galois Field. We can either create a
multiplication module or use RAM slots and create multi‑
plication tables, However, the Reed–Solomon decoder in‑
cludes several algorithms that consume a lot in resources,
especially the Berlekamp algorithm.
Next, we will simulate the Reed‑Solomon code (𝑛, 𝑘) for
several coding rates: 𝐶𝑅1 = (4/7), 𝐶𝑅2 = (11/15),
𝐶𝑅3 = (23/31), where each coding rate 𝐶𝑅 = 𝑘/𝑛 rep‑
resents the ratio between 𝑘 the code dimension and the
code length 𝑛 = 𝑞 − 1, in order to study its inϐluence on
the system’s performance.

0 2 4 6 8 10 12E
b
/N

0
 (dB)

10-6

10-4

10-2

100

B
E

R Reed-Solomon CR
1

Fit Reed-Solomon CR
1

Reed-Solomon CR
2

Fit Reed-Solomon CR
2

Reed-Solomon CR
3

Fit Reed-Solomon CR
3

Fig. 4 – BER performance of the Reed‑Solomon code for different coding
rates 𝐶𝑅1, 𝐶𝑅2, 𝐶𝑅3

Once again, it is a trade‑off between performance and
complexity with different coding rates: as the most ef‑
fective coding is the highest, but also the most complex.
Fig. 4 shows that the three curves converge faster to zero
when compared to the hamming code curves in Fig. 3. In
fact, the Reed‑Solomon curvewith the highest coding rate
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𝐶𝑅3 manages to converge to no errors for 𝐸𝑏
𝑁0

= 8dB,
which represents the noise level that we will ϐind in the
real PLC channel.

3.3 Discussion and comparison
As we discussed before, the complexity and the capacity
of error correction of the chosen ECC are themost impor‑
tant criteria: the ECC has to be effective and fairly easy to
implement at the same time.
The capacity of error correction of each ECC is known and
depends on its structure and their way of coding the in‑
formation. Table 3 summarizes the detection and correc‑
tion capability of each ECC scheme. We denoted here by
SED/DED/MED: the Single/Double/Multiple ErrorDetec‑
tion, and by SEC/DEC/MEC: the Single/Double/Multiple
Error Correction.
Table 3 – The capability of error detection or/and error correction for
each ECC.

ECC SED SEC DED DEC MED MEC

Hamming
code x x
Extended
Hamming x x x
Reed‑
Solomon
Code

x x x x x x

BCH Code x x x x x x

While the Hamming code can be implemented creating
just two fairly simple modules (encoder/decoder) based
on XOR gates, the Reed‑Solomon code requires a higher
number of blocks. In fact, the Reed Solomon encoder
needs: Adder in Galois Field, Multiplier in Galois Field,
Multiplex and Registers [13]. The Reed‑Solomon decoder
needs algorithms to decode the code word such as: Syn‑
drome calculator; Berlekamp‑Massey algorithm (or Eu‑
clid algorithm)which ϐinds the location of the errors by
creating an error locator polynomial; Chien Search Algo‑
rithm which ϐinds the roots of the previous polynomial;
Forney’s algorithm where the symbol’s error values are
found and corrected. Thus, these blocks are complex and
use multiplications (or RAMmemory if we use tables).
Here, we have simulated in Fig. 5 the Hamming code and
the Reed‑Solomon code for the same coding rate 𝐶𝑅2 in
order to compare their BER performance.
The Hamming and Reed‑Solomon codes have proved to
be a good compromise between efϐiciency and complex‑
ity. Hamming is very easy to implement and does not con‑
sume many resources, and it is a robust ECC, but the Bit
Error Rate (BER) performance (in Fig. 5) shows that it is
not the most effective ECC. Reed‑Solomon is more opti‑
mal to eliminate errors, but it is also more complex than
the Hamming code.
In the following Section, we will propose a new model of
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Fig. 5 – Comparing the simple Hamming code to the Reed‑Solomon code

parallel Hamming coding in order to increase the error
correction capability of our model.

4. PARALLEL HAMMING CODING RE‑
SULTS USING MATLAB‑SIMULINK AND
BERTOOL

In this Section, we have selected only a few of the most il‑
lustrative and interesting scenarios to be presented here.
In order to plot the Bit Error Rate (BER) function of the
𝐸𝑏
𝑁0

which is given in equation (1), we have used the Mat‑
lab tools called ”BERTOOL”.

4.1 BER performance analyser for MATLAB‑
Simulink models

Here, we use the Bit Error Rate (BER) analysis GUI (called
BERTool) from Matlab application. The BERTool appli‑
cation is able to analyze the BER performance of differ‑
ent communications systems as a function of signal‑to‑
noise ratio 𝐸𝑏

𝑁0
given in equation (1). It analyzes perfor‑

mance either with Monte‑Carlo simulations of MATLAB
functions andMATLAB‑Simulinkmodels orwith theoreti‑
cal closed‑form expressions for selected types of commu‑
nication systems[14].

Fig. 6 – Bertool Interface: steps to plot the BER vs EB/No simulations
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On the Monte Carlo window in Fig. 6, we have speciϐied
the BERTool parameters (which are detailed in Table 1)
based on our scenarios. In order to generate BER data for
each communication system using the Simulink models,
we follow ϐive steps based on the following BERTool pro‑
cess [15]:

1. We calculate Bit Error Rate (BER) as a function of the
energy per bit to noise power spectral density ratio
(𝐸𝑏

𝑁0
).

2. We ϐix the number of errors (𝑁𝑒𝑟𝑟𝑜𝑟𝑠 = 106) and the
number of bits (𝑁𝑏𝑖𝑡𝑠 = 1010) in order to make ac‑
curate error rate. We have chosen this number of
bits value to prevent the simulation from running too
long, especially at large values of 𝐸𝑏

𝑁0
.

3. We have speciϐied the 𝐸𝑏
𝑁0

range based on our PLC
channel model: 𝐸𝑏

𝑁0
= 0 ∶ 15 dB.

4. We generate the BER data for a chosen Simulink
model. This Simulink Model is displayed and run in
real time on the models being simulated window (as
shown in Fig. 6) for each value of the energy per bit
to noise ratio 𝐸𝑏

𝑁0
. BERTool iterates over our choice of

the energy per bit to noise ratio 𝐸𝑏
𝑁0

value and collects
the results on a list of simulations.

5. Finally, we run the simulation in order to plot the es‑
timated BER values function of the previous steps.
The plot of simulation window is displayed and
shows each curve for each Simulink model. We save
later in the list of simulations each curve in order to
compare graphically the different models.

In the following paragraphs, we will describe the most
interesting models that we have simulated with the
BERTool application interface as shown in Fig. 6.
As we have discussed in the previous Section, Hamming
seems to be the most appropriate ECC for our scenario,
but the small correction capacity could be an obstacle if
there are several errors in the 50 bit package. For in‑
stance, we consider the Hamming code [𝑛, 𝑘] with coding
rate 𝐶𝑅 = 𝑘/𝑛 where 𝑛 represents the code length and 𝑘
the code dimension.

• Model 1: We cut the message on 1 time when we
are coding with Hamming coding rate𝐶𝑅5 = 57/63;
Since in Model 1, the Hamming code has length 63
and dimension 57, we have to append 7 zeros to 50
information bits and then do encoding.

• Model 2: We cut the message on 2 times when we
are coding with Hamming coding rate𝐶𝑅4 = 26/31;
Since in Model 2, the Hamming code has length 62
and dimension 52, we have to append only 2 zeros to
50 information bits before encoding.

• Model 3: We cut the message on 5 times when we
are coding with Hamming coding rate 𝐶𝑅2 = 11/15.
Since in Model 3, the Hamming code has length 75
and dimension 55, we have to append 5 zeros to 50
information bits before encoding.

Model 1: Simple Hamming code [63, 57]
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Fig. 7 – Model 1: (a)Short‑frame OFDM communication model using
MATLAB‑Simulink tools (b) BER performance plotted on BERTool ap‑
plication

We use MATLAB‑Simulink tools in order to model the
simple Hamming code communication system [63, 57] as
shown in Fig. 7.
We generate the BER data for a simple Hamming code
communication system model [63, 57]. This MATLAB‑
Simulinkmodel (see Fig. 7 (a)) is displayed and run in real
time on themodels being simulatedwindow (as shown in
Fig. 6) for each value of the energy per bit to noise ratio
𝐸𝑏
𝑁0

. Then, we obtain the plot in Fig. 7 (b) as the BER per‑
formance vs. 𝐸𝑏

𝑁0
for this model.

For Model 1, we have a very long coding rate (around 50
bits for the input message). In the following, wewill com‑
pare to the concatenation of several encoders/decoders
with shorter coding rates in order to prove that parallel
Hamming has better performances than Hamming sim‑
ple, while keeping the same simplicity of implementation.
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Fig. 8 – Model 2: (a)Short‑frame OFDM communication model using
MATLAB‑Simulink tools (b) BER performance plotted on BERTool ap‑
plication

Model 2: Parallel Hamming code 2*[31,26]

In order to improve the correction capacity of Model 1:
Simple Hamming code Model [63, 57]. Here, we propose
to implement 2 couples of encoders/decoders in parallel
respectively, so we can improve the correction capability
of the Hamming code; which will be 2 bits out of 52 bits
(20% of the total message), and detection would be 4 out
of 52, while the ϐirstmodel could only detect 2 and correct
1. We use MATLAB‑Simulink tools in order to model the
parallel Hamming code communication system 2×[31, 26]
as shown in Fig. 8.

Model 3: Parallel Hamming code 5*[15,11]

For Model 3, we can cut the message on 5 times, each of
𝑁 = 11 bits, which would be coded by 5 encoders Ham‑
ming 5 × [15, 11]. Thus, the capacity of correction in this
case would be of 5 bits out of 55 (10% of the total mes‑
sage), and detection would be 10 out of 55, while the ϐirst
model could only detect 2 and correct 1. We useMATLAB‑
Simulink tools in order to model the parallel Hamming
code communication system 5 × [15, 11] as shown in Fig.
9.
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Fig. 9 – Model 3: (a)Short‑frame OFDM communication model using
MATLAB‑Simulink tools (b) BER performance plotted on BERTool ap‑
plication

4.2 Comparison between parallel Hamming
and simple Reed‑Solomon

In this subsection, we will compare the previous mod‑
els that are adapted to our technical requirements: Ham‑
ming (Model 1, Model 2, Model 3) to Reed‑Solomon 𝐶𝑅6
(Model 4). Wewant to verify if there is a signiϐicant differ‑
ence in BER performance: since parallel Hamming coding
is very interesting in terms of simplicity and robustness,
however Reed‑Solomon is very interesting in terms of er‑
ror correction capability.

In this scenario, we choose Model 4 where 𝐶𝑅6 = 56/64
is the simple Reed‑Solomon coding rate (around 50 bits).
Then we repeat the same simulations done for Model 1,
Model 2 and Model 3 and for Reed‑Solomon (Model 4)
several times for each model and we calculate the aver‑
age points for each value of 𝐸𝑏

𝑁0
. We plot then the results

in Fig. 10.
As we can see in Fig. 10, the parallel coding represents a
gain in correction capacity, and bothModel 2 andModel 3
converge faster to no errors than its equivalent with sim‑
ple Hamming (Model 1). In our application case, and es‑
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Fig. 10 – Comparing simple, parallel Hamming andReed‑Solomon codes
for the same total size (around 50 bits).

pecially through our PLC channel, we have an average er‑
ror probability almost equal to 3 errors for a packet of 50
bits. That ’s why, Model 3 seems to be slightly better, es‑
pecially towards the end, which can seem logical given the
fact that Model 3 can have a correction of up to 5 errors,
while Model 2 can only correct 2 errors.
Even if the Reed‑Solomon code is apparently more efϐi‑
cient, we can see at the end of the Reed‑Solomon simula‑
tion curve that the BER converges suddenly to zero: this
is due to the complexity of the Reed‑Solomon algorithm,
MATLAB‑Simulink tools couldn’t simulate for long peri‑
ods of time and we could only send a ϐinite amount of bits
before it made the simulation stop. The two last points of
the Reed‑Solomon simulation curve are stagnant because
it’s the limit of the simulation given its complexity.
However, Hamming curves (for Model 1, Model 2 and
Model 3) can go to lower values of BER ≤ 10−6, which
proves that it’s easier and robust.
To give an order of magnitude: for Model 1 (simple Ham‑
ming code), we simulated 2 million bits (for each value of
𝐸𝑏
𝑁0

), while for Model 4 (simple Reed‑Solomon) we could
only simulate 700 thousand bits which shows the com‑
plexity of the Reed‑Solomon code when compared to the
Hamming code.
Concerning their performance, in Fig. 10, we remark that
Reed‑Solomon is better, especially for 𝐸𝑏

𝑁0
≥ 8 dB andwith

a high value of 𝐸𝑏
𝑁0

there are few errors to be corrected.
Nevertheless, this gain in effectiveness for Reed‑Solomon
has a cost in complexity when compared toModel 3 of the
Parallel Hamming coding.

Based on the previous analysis, we have discussed and
validated via simulations the trade‑off between complex‑
ity (Hamming is the easiest to code) and error correction
capability (Reed‑Solomonbeing themost effective). Table
4 summarizes the advantages and disadvantages of each
ECC. Therefore, we have chosen to improve the correction
capacity of the Hamming code instead of decreasing the
complexity cost for the Reed‑Solomon code sincewe have

Table 4 – ECCs comparison in terms of complexity of implementation
and capacity of correction

ECCs Advantages Disadvantages

Simple
Reed‑
Solomon

Very effective
especially with
burst errors;
High correction
capacity: can
correct mul‑
tiple errors
simultane‑
ously.

Complex and
need more re‑
sources (LUT)
than Hamming
code.

Parallel
Ham‑
ming 5 ×
[15, 11]

Easy to imple‑
ment;
Correction
capacity: cor‑
rect 5 of 10
detected errors
for a 50 bits
packet.

Not themost ef‑
fective in terms
of BER.

shown in Fig. 10, the curve ofModel 3, which represents a
new design of parallel Hamming coding, is closer to Reed‑
Solomon than the other models of Hamming coding.
For these reasons, we have chosen parallel Hamming
5×encoder/decoder 𝐶𝑅2 (Model 3) to be implemented
next inVHDL in order to show that this solution uses a few
resources and has a higher capability of correcting com‑
pared to the simple Hamming code.

5. IMPLEMENTATION OF PARALLEL HAM‑
MING ENCODER/DECODER

In this Section, we will analyse and validate the low com‑
plexity of Model 3 by implementing the design of the par‑
allel enCOde/DECoder (CODEC) on an FPGAmock‑up and
simulating this design on VHDL code.

5.1 Parallel Hamming CODEC design
As we discussed before, the idea here is to make a trade‑
off between Hamming simplicity of implementation and
Reed Solomon’s capacity of correction and performance.
In fact, with parallel Hamming encoder/decoder (Model
3), we will consume ϐive times more resources than with
simple one Hamming encoder/decoder, but we will have
a notable improvement in terms of BER performance.
In Fig. 11, Hamming encoder/decoder [15, 11] module
is the base module to create our parallel Hamming en‑
coder/decoder (Model 3), which is composed of 5×Ham‑
ming encoders/decoders [15, 11] added toDemux/Mux to
concatenate the messages respectively.
The encoder/decoder circuit to compute the parity bits of
the Hamming encoder/decoder (11, 15) is shown in Fig.
11. These parity bits (𝑃1, 𝑃2, 𝑃4, 𝑃8) are added to the in‑
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(a)

(b)

Fig. 11 – Design in terms of logic ports of: (a) One Hamming encoder
[15, 11]; (b) One Hamming decoder (15,11)

formation bits (𝐷1, ..., 𝐷11) at the transmitter (Hamming
encoder) and then removed at the receiver (Hamming de‑
coder) which is able to detect and correct errors.

5.2 VHDL functional simulations
Next, wewill create the VHDL functional simulation of the
Hamming encoder/decoder [15, 11]module based on two
VHDL ϐiles, one for the encoder which calculates parity
bits and outputs the original message with the parity bits
added in speciϐic positions and one for the decoder which
recalculates the parity bits to locate the error, correct it,
and outputs the original 11 bit message.
Therefore, we make a test bench for each ϐile in order
to test their encoding and correction capability. In the
Fig. 12, we can see the simulation in ModelSim of the test
benches of both the encoder and the decoder. The input
is the 2048 values that the 11 bit message can take, the
output is this same ϐile so our encoder [15, 11] works cor‑

(a)

(b)

Fig. 12 – VHDL functional simulation output of: (a) Hamming encoder
[15, 11]; (b) Hamming decoder (15, 11)

rectly.
Next, once this step has been simulated successfully in
ModelSim, wewewill implement and synthesize the code
in Vivado which represent the Xilinx software for this
FPGA mock‑up.

5.3 Performance and experimental results
As we have seen before, we conclude our study of the
Hamming encoder/decoder [15, 11] by synthesizing and
implementing the VHDL code using Vivado. We have used
a Xilinx Spartan 7mock‑up for the implementation. Using
the same code thatwas validatedpreviously byModelSim,
we create one project for each module (encoder and de‑
coder) and we seek to verify the consumed and utilized
resources in the FPGA mock‑up.
As we can see in Fig. 11, the synthesis was successful and
we manage to create a logic port scheme of both encoder
and decoder.
We denoted by 𝐿𝑈𝑇 : a Look‑up table which represents
a small asynchronous SRAM used to implement combina‑
tional logic and by 𝐼𝑂: an Input/Output Buffer.
Table 5 shows the amount of look‑up tables that are taken
by our encoder and decoder. With a total of 6 + 10 = 16
𝐿𝑈𝑇 𝑠 for the couple encoder/decoder, we conϐirm Ham‑
ming’s code simplicity that was supposed in our analysis
in Section 3.
Furthermore, knowing how much one Hamming en‑
coder/decoder module would consume, we can deduce
that our parallel coding with ϐive couples of encoders/de‑
coders would consume 5 × 16 = 80 𝐿𝑈𝑇 𝑠, which is
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still fewer than Reed‑Solomon’s and without recurring to
multiplication or RAM‑consuming tables. This amount of
𝐿𝑈𝑇 𝑠 consumed is a trivial and negligible amount com‑
pared to the available 𝐿𝑈𝑇 𝑠 in our board.

Table 5 – Parallel Hamming and Reed‑Solomon encoder/decoder re‑
sources

ECC Resource type Utilisation

Hamming Encoder 5 × [15, 11] LUT 30
IO 130

Hamming Decoder 5 × [15, 11] LUT 50
IO 130

Reed‑Solomon Encoder (64, 56) LUT 90
FDRE 20

Reed‑Solomon Decoder (64, 56) LUT 260
FDRE 230

While ourparallelHamming code5×[15, 11] canbe imple‑
mented using only 30 LUTs for the encoders and 50 LUTs
for the decoders, Reed‑Solomon code requires a higher
number of blocks which are complex and uses more re‑
sources for the Reed‑Solomon encoder/decoder up to 3×
parallel Hamming encoder and 5×parallel Hamming de‑
coder. For more details, we have made the comparison
between Hamming code and Reed‑Solomon coding based
on the aspects ofmemory occupation and running time in
our work [13].

6. CONCLUSION
This paper deals with the design of an Error Correct‑
ing Code in a short‑frame OFDM communication system.
In order to respond favourably to the requirements of
the low‑powered sensor network, we have analysed the
performance of several Error Correcting Codes (ECCs):
such as Hamming code and Reed‑Solomon code based
on different parameters. Moreover, we have discussed
the trade‑off between the low implementation complex‑
ity (Hamming is the easiest to implement) and the high
error correction capacity (Reed‑Solomon being the most
effective). Therefore, we have to: either improve the cor‑
rection capacity of Hamming code, or decrease the com‑
plexity cost for Reed‑Solomon code. That ’s why, we pro‑
pose a new design of parallel Hamming Coding. The par‑
allel Hamming Code is chosen as ϐive blocks of simple
Hamming Code [15, 11]. Each encoder takes 11 bytes date
block and generate 15 byte code block to be transmitted
on the communication channel. After an implementation
of this solution on an FPGAmock‑up, we have shown that
this parallel hamming encoder/decoder uses a few LUTs
and has the capability of correcting up to ϐive errors per
message (packet with 55 bits). The encoder and decoder
coding is done in VHDL on Xilinx tool. This process is im‑
plemented on Xilinx Spartan 7 FPGA.
Future work will include modelling the analog part of the
PLC channel by the Matlab toolbox Simscape [16] instead
of the AWGN channel estimation. Moreover, wewill study
also the possibility of decreasing the complexity cost [13]
for the Reed‑Solomon code by removing the multiplica‑

tions on an FPGA processes and simplifying the complex‑
ity of the Reed‑Solomon encoder/decoder design [17].
We will include then the implementation of the complete
chain OFDM Tx‑Rx on an FPGA.
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Abstract – Wireless Sensor Networks (WSN) are efϔicient tools for many use cases, such as environmental monitoring. 
However WSN deployment is sometimes limited by the characteristics of the Radio Access Technologies (RATs) they use. To 
overcome some of these limitations, we propose to leverage the use of a Multiple Technologies Network (MTN). What we refer 
to as MTN is a network composed of nodes which are able to use several RAT and communicating wirelessly through multi‐hop 
paths. The management of the RAT and routes must be handled by the nodes themselves, in a local and distributed way, with a 
suitable communication protocol stack. Nodes may reach multiple neighbors over multiple RAT. Therefore, each stack’s layer 
has to take the technologies’ heterogeneity of the devices into account. In this article, we introduce our custom Routing Over 
Different Existing Network Technologies protocol (RODENT), designed for MTN. It enables dynamic (re)selection of the best 
route and RAT based on the data type and requirements that may evolve over time, potentially mixing each technology over a 
single path. RODENT relies on a multi‐criteria route selection performed with a custom lightweight TOPSIS method. To assess 
RODENT’s performances, we implemented a functional prototype on real WSN hardware, Pycom FiPy devices. Unlike related 
prototypes, ours has the advantage not to rely on speciϔic infrastructure on the operator’s side. Results show that RODENT 
enables energy savings, an increased coverage as well as multiple data requirements support.

Keywords – heterogeneous, Pycom FiPy, routing, TOPSIS, WSN

1. INTRODUCTION
Wireless Sensor Networks (WSN) enable a remote mon‐
itoring of various metrics and many more use cases [1].
Such networks usually rely either on a medium distance
Radio Access Technology (RAT) (e.g., IEEE 802.15.4) and
a multi‐hop path routing or on a long distance RAT (e.g.,
LoRaWAN) and a star topology. The latter simpliϐies the
network structure and enables a wider coverage. When
deployed, WSN usually use a single RAT shared by all
nodes. Deployments are thus constrained by the lim‐
its of the chosen RAT, in terms of coverage and perfor‐
mance (throughput, energy consumption, costs, etc). For
instance, the network of Sigfox, an operator‐based RAT,
provides long range communication (up to km) but is not
available worldwide. Some RATs are even so constrained
that they may not be able to comply with speciϐic data re‐
quirements such as delay‐intolerant data, high through‐
put or ϐirmware over‐the‐air upgrade. Additionally, out‐
door nodes have to bear the weather changes (e.g., rain)
which greatly impact the wireless links’ quality.
Traditional WSN lack ϐlexibility to support multiple use‐
cases. Many different RATs are available for WSN nowa‐
days [2]. Different RATs come with different perfor‐
mances and capabilities. Multiple Technologies Networks
(MTN) could overcome the aforementioned issues [3].
With several RATs built‐in, the nodes’ range of deploy‐
ment would be extended, as nodes could switch from
one RAT to another at each hop and relay data through
multi‐hop. An MTN’s nodes would be able to select the
best technology and route available. The choice would be

based on the routes’ availability and costs, in terms of en‐
ergy, money, etc. If the environment changes, and the se‐
lected route’s quality decreases, a node can dynamically
select a better route and RAT. Nodes that support several
data requirements (e.g., temperature and video monitor‐
ing) can follow several paths accordingly. Network re‐
siliency is increased, as in case of a RAT failure, a node
can switch to an alternative technology.
Thus, nodes have to use speciϐic methods to au‐
tonomously and dynamically choose which technology
is the best suited depending on the data requirements
and current context. This issue is known as Network
Interface Selection (NIS). Several tools are available in
the literature to tackle the NIS problem. Among them
are the Multiple Attribute Decision‐Making (MADM)
methods. MADM methods provide a ranking of different
alternatives based on their attributes and their associated
weights. One of the most used and studied MADM meth‐
ods is Technique for Order of Preference by Similarity to
Ideal Solution (TOPSIS). Said simply, TOPSIS compares
candidates based on their mathematical distances to two
ideal positive and negative alternatives.
However, TOPSIS suffers from an issue known as rank
reversal. A rank reversal happens when the ranking is
modiϐied following the removing of one of the alterna‐
tives under study. This can alter the quality of the ranking
and lead to a sub‐optimal NIS. In our case, this could out‐
come in toomany useless and costly technology switches.
Moreover, considering hardware constrainedWSNnodes,
TOPSIS computation is resource‐intensive. This would
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decrease the devices’ lifetimes and may overload the de‐
vices’ limited memories which leads to hardware failure.
We address those issues in this paper, by proposing a
lightweight TOPSIS‐basedNISmethodoptimized forWSN
devices. Furthermore, our method simpliϐies TOPSIS
computations and completely eliminates rank reversal by
modifying the TOPSIS normalization algorithm. This re‐
sults in less complexity and provides time and energy sav‐
ings.
Currently available routing protocols are not suited for
MTN. In this article, we introduce a novel Routing Over
Different Existing Network Technologies protocol (RO‐
DENT) designed for MTN leveraging our custom TOPSIS
method. Our contribution takes every RAT of each node
into account for the route selection. Every node has a list
of available links between itself and its neighbors. Links
have associated costs and performances, in terms of de‐
lay, energy consumption etc. A node constructs its routes
based on its links’ values and the routes’ values shared by
its neighbors. Criteria for the best route depend on the
use case and the requirements data has tomeet (e.g., data
size, deadline).
RODENT is implemented and its performances are as‐
sessed through experimental evaluation. Results show
that RODENT increases network ϐlexibility and reliability,
decreases energy consumption and enables better con‐
sideration of the data requirements while maintaining a
good Packet Delivery Ratio (PDR). Compared to related
work, RODENT offers a ϐlexible and dynamic way to over‐
come WSN’s limitations without the need of a dedicated
infrastructure other than multi‐RAT nodes.
The contributions of this paper can be summarized as fol‐
lows:

• We designed a lightweight selectionmethod forWSN
based on TOPSIS, free of rank reversal which shows
an improvement in the computation time of around
38%, which in turn results in energy savings, while
the technology selection is equivalent to using the
classic TOPSIS method in 82% of the experiments.

• We designed a multi‐technology routing protocol for
WSN based on our custom selection method. It is ca‐
pable of handling multi‐technology devices and se‐
lecting the best route and technologies for speciϐic
data requirements.

• We designed and developed an MTN prototype com‐
posed of Pycom FiPy devices running a custom im‐
plementation of RODENT.

The rest of this paper is organized as follows: Section 2 in‐
troduces the work related to MTN and TOPSIS. Section 3
presents the background about MADM and TOPSIS. Sec‐
tion 4 explains what issues have to be faced with TOP‐
SIS. Section 5 details our lightweight TOPSISmethod. Sec‐
tion 6 presents our experiments on the selection method
and the results we have obtained. Section 7 exposes the
network model and assumptions RODENT is based on.

Section 8 details RODENT’s inner workings. Section 9
presents the hardware used and ϐirmware implemented
for our MTN prototype. Section 10 introduces the exper‐
imental setup and scenario. Section 11 details the exper‐
iments’ results. Section 12 concludes this article and lists
future work.

2. RELATEDWORK
Several works have been conducted to mitigate rank re‐
versal in TOPSIS or to apply TOPSIS to NIS. To the best
of our knowledge, only few works exist in the literature
about multi‐technology network. This section presents
related work about TOPSIS and multi‐RAT devices.

2.1 TOPSIS method
[4] proposes an iterative TOPSIS method, where TOPSIS
is executed, then the worst alternative is removed from
the ranking, and TOPSIS is re‐executed, as long as there
is more than one alternative in the ranking. The remain‐
ing one is selected as a communication technology. [5]
combines TOPSIS with fuzzy logic, in order to improve
how uncertain attributes are taken into account. [6] in‐
troduces alternative methods based on TOPSIS, but with
different normalization algorithms using maximum and
minimum values of the attributes. [7] compares several
NIS methods applied to heterogeneous WSN. [8] intro‐
duces an original MADM method along with an in‐depth
analysis of TOPSIS. [9] proposes a new Service‐based In‐
terface Selection Scheme algorithm based on TOPSIS to
enable NIS applied to vehicle‐to‐vehicle communications
scenarios. [10] details a fast TOPSIS‐based NIS technique
for vertical handover in heterogeneous emergency com‐
munication systems.
Overall, those propositions reduce the probability of oc‐
currence of rank reversal, but does not nullify it because
the euclidean normalization is still used. Furthermore,
some of the proposed modiϐications tend to increase the
complexity of the TOPSIS method. This would increase
the execution time of TOPSIS and in turn the energy con‐
sumption of the nodes, thus reducing their lifetime.
To the extent of the authors knowledge, no works has
been conducted to propose a rank reversal free TOPSIS‐
based method for NIS speciϐically for energy constrained
devices. Thus, in this in paper we introduce a lightweight
TOPSIS‐based NIS method that aims not only to reduce
the complexity and energy consumption of TOPSIS, but
also to completely eliminate rank reversal.

2.2 Multi‐technology networks
The authors of [11] propose an IoT architecture formulti‐
RAT devices. This architecture is based on a network con‐
vergence layer in charge of the multi‐RAT management
in nodes, and a heterogeneous network controller on the
network operator side. It also proposes a hardware plat‐
form for the nodes, a polling scheme aswell as a compres‐
sion scheme based on Static Context Header Compres‐
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Table 1 – MADM decision matrix.

𝑃1
𝑤1

𝑃2
𝑤2

... 𝑃𝑚
𝑤𝑚

𝐴1 𝑥11 𝑥12 ... 𝑥1𝑚
𝐴2 𝑥21 𝑥22 ... 𝑥2𝑚
... ... ... ... ...
𝐴𝑛 𝑥𝑛1 𝑥𝑛2 ... 𝑥𝑛𝑚

Fig. 1 – Representation of TOPSIS with three alternatives and two at‐
tributes.

sion (SCHC). This increases network ϐlexibility, however
it requires a speciϐic virtual network operator. While the
precedent work focuses on the device side, in [12] the au‐
thors propose a cloud‐based virtual network operator for
multi‐modal LPWA networks. This operator takes care of
the conϐiguration and management of heterogeneous LP‐
WAN equipment. Again this requires speciϐic infrastruc‐
ture on the operator side.
In [13], a green path selection inter‐MAC selection pro‐
tocol is detailed. This protocol allows path selection at
the MAC layer while focusing on energy consumption
and radio frequency minimization. However, it does not
give any information about the routing layer. The arti‐
cle [14] presents theORCHESTRA frameworkwhichman‐
ages real‐time inter‐technology handovers. It is based on
a virtual MAC layer which coordinates the different lay‐
ers fromdifferent technologywith a uniqueMAC address.
This work also focus on the link layer and not on the rout‐
ing layer.
The aforementioned works increase WSN’s ϐlexibility.
However several limitations are still present, such as the
need of a dedicated infrastructure. In this article we pro‐
pose a routing protocol adapted to MTN, which greatly
increase WSN’s capabilities while requesting only multi‐
RAT nodes.

3. TECHNOLOGYSELECTIONBACKGROUND

Multi‐technologydevices have to autonomously select the
best communication technology based on many factors.
In the literature, several tools are available to perform this
Network Interface Selection (NIS): utility and cost func‐
tions, Markov chains, fuzzy logic, game theory, data min‐

ing, Dempster‐Shafer theory, to name a few. Particularly,
Multi‐Attribute Decision Making (MADM) methods [15]
are commonly used for NIS. MADMmethods are interest‐
ing as they rank several alternatives, based on their at‐
tributes as well as the relative importance associated to
those attributes.
The problem can be modelled with a decision matrix as
shown in Table 1. It is composed of 𝐴 = {𝐴𝑖 | 𝑖 =
1, 2, ..., 𝑛} the set of the alternatives, 𝑃 = {𝑃𝑗 | 𝑗 =
1, 2, ..., 𝑚} the set of the attributes and 𝑊 = {𝑤𝑗 | 𝑗 =
1, 2, ..., 𝑚} the set of the weights associated to each at‐
tribute. Applied to NIS, 𝐴 is the set of technologies, 𝑃 the
set of attributes associated to those and 𝑊 the data re‐
quirements. The MADMmethods take as input a decision
matrix and output a ranking of the alternatives. Several
MADMmethods exist, the most known being: Simple Ad‐
ditiveWeighting (SAW),WeightingProduct (WP), Analyti‐
cal Hierarchy Process (AHP) and Gray Relational Analysis
(GRA).
One of the most used and studied methods is Technique
for Order Preference by Similarity to Ideal Solution (TOP‐
SIS) [16]. TOPSIS ranks alternatives depending on their
relative mathematical distance to the ideal solution. The
TOPSIS method runs the following steps:

1. The values𝑥𝑖𝑗 of each attribute from thedecisionma‐
trix (cf. Table 1) are normalized according to Equa‐
tion (1).

𝑟𝑖𝑗 = 𝑥𝑖𝑗

√∑𝑛
𝑖=1 𝑥2

𝑖𝑗
(1)

2. The normalized values 𝑟𝑖𝑗 are weighted according to
Equation (2).

𝑣𝑖𝑗 = 𝑤𝑗𝑟𝑖𝑗,
𝑚

∑
𝑗=1

𝑤𝑗 = 1 (2)

3. The positive and negative ideal alternatives 𝐴+ and
𝐴− are constructed according to Equation (3).

𝐴+ = [𝑣+
1 ...𝑣+

𝑚]
𝐴− = [𝑣−

1 ...𝑣−
𝑚] (3)

4. The attribute values of the ideal alternatives are de‐
termined according to Equation (4) for upward at‐
tributes (e.q. range) or Equation (5) for downward
attributes (e.q. latency).

𝑣+
𝑗 = 𝐴𝑟𝑔𝑚𝑎𝑥{𝑣𝑖𝑗, 𝑖 = 1, ..., 𝑛}

𝑣−
𝑗 = 𝐴𝑟𝑔𝑚𝑖𝑛{𝑣𝑖𝑗, 𝑖 = 1, ..., 𝑛} (4)

𝑣+
𝑗 = 𝐴𝑟𝑔𝑚𝑖𝑛{𝑣𝑖𝑗, 𝑖 = 1, ..., 𝑛}

𝑣−
𝑗 = 𝐴𝑟𝑔𝑚𝑎𝑥{𝑣𝑖𝑗, 𝑖 = 1, ..., 𝑛} (5)
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Table 2 – Simple decision matrix.

𝑃1 𝑃2 𝑃3
𝐴1 1.024537 7.828443 8.650221
𝐴2 4.226149 0.09865402 4.673396
𝐴3 8.026353 5.455392 2.536936
𝐴4 1.700537 1.398855 0.7656412

5. The distances between each alternative and the pos‐
itive and negative ideal alternatives 𝐴+ and 𝐴− are
computed according to Equation (6).

𝑆+
𝑖 =

√√√
⎷

𝑚
∑
𝑗=1

(𝑣+
𝑗 − 𝑣𝑖𝑗)2

𝑆−
𝑖 =

√√√
⎷

𝑚
∑
𝑗=1

(𝑣−
𝑗 − 𝑣𝑖𝑗)2

(6)

6. Finally, the relative closeness to the ideal solution
is computed for each alternative according to Equa‐
tion (7) and a ranking is established based on those
values.

𝐶𝑇 𝑂𝑃𝑆𝐼𝑆 = 𝑆−
𝑖

𝑆−
𝑖 + 𝑆+

𝑖
(7)

When using TOPSIS for NIS, the technologywith the high‐
est value of 𝐶𝑇 𝑂𝑃𝑆𝐼𝑆 is selected. A graphical represen‐
tation of the TOPSIS method with three alternatives and
two attributes is depicted in Fig. 1.

4. TOPSIS PROBLEM STATEMENT
TOPSIS is particularly interesting, as it grades alternatives
based not only on the closeness from the best alternative
but also on the distance from the worst one. However,
TOPSIS suffers from an issue known as rank reversal that
can happen when a non‐optimal alternative is removed
from the ranking. This can alter the quality and perti‐
nence of the ranking. Rank reversal is an issue common to
several MADMmethods. With an ideal method, the rank‐
ing of alternatives should not be altered when another al‐
ternative is removed. The cause of rank reversal is the
normalization algorithm. Indeed, the TOPSIS normaliza‐
tion (a.k.a. euclidean normalization) computes the nor‐
malized values for an attribute based on the values of all
the other alternatives for that same attribute. Thus if set
𝐴 changes, the result of Equation (1) also changes, which
may modify the ϐinal ranking.
To clarify rank reversal let us consider an example. Ta‐
ble 2 represents a simple decisionmatrix randomly ϐilled.
Running TOPSIS on it outputs a ranking order corre‐
sponding to [𝐴1, 𝐴3, 𝐴2, 𝐴4]. If the alternative 𝐴4 was to
be removed from the ranking (e.g. because of a broken
link for example), it is expected that the ranking of the
remaining alternatives should not be altered and there‐
fore should correspond to [𝐴1, 𝐴3, 𝐴2]. However, running
TOPSIS on Table 2 after removal of alternative 𝐴4 out‐
puts a ranking corresponding to [𝐴3, 𝐴1, 𝐴2]. This corre‐
sponds to a rank reversal. Applied toNIS, itmeans that the

loss of the wireless link of technology 𝐴4 would change
the selected technology from 𝐴1 to 𝐴3. This would cause
a technology switch which will require energy and does
not bring any overall improvement.
It is to be noted that rank reversal is not a theoretical
issue for multi‐technology WSN devices. Actually, the
wireless technologies’ links’ quality depends onmany fac‐
tors such as atmospheric and environmental conditions,
which vary heavily across the year. This may results in
broken links, thus removing a technology from the set
of alternatives and potentially resulting in rank reversal,
as seen in the previous example. The frequency of such
events is entirely dependent on external factors and can‐
not be anticipated, thus links’ quality has to be considered
in the NIS process. Rank reversal could lead to the selec‐
tion of a sub‐optimal technology, on top of spending en‐
ergy for switching between technologies.
A second issueposedbyTOPSIS‐basedNISon constrained
devices is the complex computations that are required.
The TOPSIS method as seen in Section 3 is based on com‐
putations that use numerous operations and memory ac‐
cesses. WSN devices are generally hardware constrained,
energy‐limited and a repetitive execution of the TOPSIS
method will have a considerable impact on the energy
consumption of nodes. As an example, the Pycom FiPy’s
CPU [17] holds two cores that can go up to 240 MHz. A
classic laptop CPU, e.g., the Intel® Core™ i7‐8650U, holds
four cores that can go up to 4.20 GHz.

5. LIGHTWEIGHT TOPSIS FORWSN
As stated in Section 4, the rank reversal issue is due to
TOPSIS’ normalization which computes normalized val‐
ues based on all the other alternatives’ values. Moreover,
this normalizationmethod is rather complex, andmay in‐
crease the energy consumption of nodes.
Thus, we propose to use a simpliϐied normalization
method, which will not cause rank reversal and simplify
the computations. Rank reversal happens because other
alternatives are taken into account when computing nor‐
malized values. Thus, our proposition is to compute those
valueswithout taking into account other alternatives’ val‐
ues. Therefore, we need a stable normalization referen‐
tial to measure our values against. We know that multi‐
technology devices have a ϐixed set of technologies avail‐
able. Those are not supposed to change after deployment,
and they have ϐixed maximum and minimum capabilities.
We propose to use thosemaximum andminimumbounds
as referential for our normalization.

5.1 Algorithm
That simpliϐication takes the form of Algorithm 1, which
replaces Equation (1) in the steps of our lightweight TOP‐
SIS. Each value 𝑥𝑖𝑗 is normalized by being divided with
the upper or the lower bound of its attribute 𝑗. Upward
attributes’ values are divided by their upper bound, while
downward attributes divide their lower bound. The set
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Algorithm 1 Lightweight normalization
Require: 𝑥𝑖𝑗 the raw value of each attribute 𝑗 for each
candidate 𝑖
for each attribute 𝑃𝑗 do
if 𝑃𝑗 is an upward attribute then

𝐵+
𝑗 is the upper bound of 𝑃𝑗

𝑟𝑖𝑗 = 𝑥𝑖𝑗
𝐵+

𝑗
else if 𝑃𝑗 is a downward attribute then

𝐵−
𝑗 is the lower bound of 𝑃𝑗

𝑟𝑖𝑗 = 𝐵−
𝑗

𝑥𝑖𝑗
end if

end for
return 𝑟𝑖𝑗 the normalized value of 𝑥𝑖𝑗

𝐵 = {𝐵+
𝑗 , 𝐵−

𝑗 | 𝑗 = 1, 2, ..., 𝑚} is composed of the up‐
per and lower bounds of each attribute 𝑗, such that ∀ 𝑥 ∈
𝐵, 0 < 𝑥 < +∞. B is stable, thus normalized values from
the alternatives will not be altered by the removing of any
other alternative. This completely eliminates rank rever‐
sal and reduces algorithmic complexity at once. Indeed,
Equation (1) requires the computation of the denomina‐
tor √∑𝑛

𝑖=1 𝑥2
𝑖𝑗 for each value of 𝑗 (for 𝑚 attributes). This

is not required with our bounded normalization and only
the division between the bound and the value is com‐
puted. Knowing the ϐixed bounds allows us to simplify
TOPSIS further: Equation (3) is used to establish the ideal
positive and negative alternatives. Extreme values are
found according to Equation (4) for upward attributes or
Equation (5) for downward ones. Those operations re‐
quire many comparisons. With bounded normalization,
we can simplify the determination of the ideal alterna‐
tives: determination of 𝐴+ and 𝐴− is trivial, as the nor‐
malizedmaximumandminimumbounds of the attributes
are respectively equal to 1 and 0. Thus, Equation (4)
and Equation (5) can be simpliϐied by Equation (9). In
turn, determination of the ideal alternatives according
Equation (3) shows that these are static and shown in
Equation (8). Finally, distances computation according
to Equation (6) can be simpliϐied by Equation (10). In‐
deed, as the ideal alternatives are known and static, we
thus know that 𝑣+

𝑗 = 1 and 𝑣−
𝑗 = 0.

Those simpliϐications reduce the complexity of the TOP‐
SIS method. Moreover, as the normalization uses a stable
referential, rank reversal probability is eliminated. Those
modiϐications thus reduce the time required for execu‐
tion, as we will see in Section 10.

𝐴+ = [1...1]
𝐴− = [0...0] (8)

𝑣+
𝑗 = 1

𝑣−
𝑗 = 0 (9)

Fig. 2 – FiPy board from Pycom [18].

Fig. 3 – Pytrack sensor shield from Pycom [18].

𝑆+
𝑖 =

√√√
⎷

𝑚
∑
𝑗=1

(1 − 𝑣𝑖𝑗)2

𝑆−
𝑖 =

√√√
⎷

𝑚
∑
𝑗=1

𝑣2
𝑖𝑗

(10)

5.2 Complexity
The reduced complexity of our algorithm can be assessed
with an algorithmic complexity comparison. As big 𝑂
notation is only pertinent for large inputs, we choose
to quantify the number of operations spared with our
method instead of classic TOPSIS. We consider one oper‐
ation as one of the four basic arithmetic operations: ad‐
dition, subtraction, multiplication and division. We also
consider square root and value comparison as a single op‐
eration. This is just an estimation and is not exact as a
square root is decomposed into multiple simpler opera‐
tions when computed. However, as the exact decomposi‐
tion is dependent on the hardware, it is irrelevant to as‐
sign a precise operation cost to a square root. Hereafter
we consider 𝑛 and 𝑚 to be the dimensions of the decision
matrix.
Firstly, Equation (1) requires at least 3𝑛𝑚 operations,
while using Algorithm 1 instead reduces it to 𝑛𝑚 oper‐
ations. Replacing equations (3), (4) and (5) by Equa‐
tions (8) and (9) spares the cost of themin‐max algorithm,
thus 2(𝑚𝑛 − 1) operations. Finally, using Equation (10)
instead of Equation (6) spares𝑛𝑚 operations. Our propo‐
sition thus spares a total of 5𝑚𝑛 − 2 operations.

6. SELECTION EXPERIMENTS & RESULTS
We implemented both algorithms inMicroPython on FiPy
modules from Pycom, coupled with Pytrack expansion
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Table 3 – Attributes’ weights.

Energy Delay Cost
𝑊𝑚𝑜𝑛𝑖𝑡𝑜𝑟𝑖𝑛𝑔 0.6 0.1 0.3

𝑊𝑎𝑙𝑎𝑟𝑚 0.1 0.8 0.1
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Fig. 4 – Rank reversal prevalence as a function of the decision matrix’
size.

boards. Both are depicted in Fig. 2 and Fig. 3. Those
devices offer ϐive different wireless communication tech‐
nologies, and provide hardware close to the one used
in WSN. The available technologies on FiPy platform are
WiFi, LoRa, Sigfox, LTE‐M, NB‐IoT and Bluetooth Low En‐
ergy. Each one comes with different performances, based
on different metrics such as: energy consumption, eco‐
nomical cost, throughput, delay, loss rate, etc. Attributes
of each technology are used to ϐill the decisionmatrix val‐
ues 𝑥𝑖𝑗 used as input for the NIS algorithms. Weights as‐
sociated to attributes are determined based on the data
requirements. Table 3 shows an example set of weights
that could beused: for regularmonitoringdata theweight
and thus importance of the energy consumption will be
higher. This would probably lead to an NIS of the best
energy‐efϐicient technology (e.g., Sigfox). On the contrary,
for an alarm the weight of delay will be higher, leading to
an NIS of the fastest technology (e.g.,WiFi).

6.1 Rank reversal prevalence
We wanted to know how painful can be a rank reversal
using TOPSIS for NIS. We ran experiments to quantify the
prevalence of rank reversal using TOPSIS. The nodes ex‐
ecute the following steps: i) create a random matrix, ii)
run TOPSIS on it and iii) compute the resulting ranking.
Then we randomly remove one of the potential alterna‐
tives and the new rankingwas computed. TOPSISwas run
again on thematrixwithout the alternative removed from
the ranking, and the resulting rankingwas comparedwith
the previous ranking. If the order of remaining options
was different, then a rank reversal happened.
Results are highly dependent on the size of the matrices.
Generally, the bigger the decision matrix, the more rank
reversals as we can see in Fig. 4. Large matrices are not
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Fig. 5 – Classic and lightweight TOPSIS run times.

a current realistic representation of NIS in WSN. Multi‐
technology WSN nodes have several technologies avail‐
able, but it is very unlikely that plain nodes carry hun‐
dreds of technologies. Similarly, technologies can have
tens of attributes compared, but it is unlikely to be hun‐
dreds. Nonetheless, later, hardware will integrate more
andmore computing resources and communication tech‐
nologies so our proposition will be able to scale with
them. Still, we can see that even with small (5 × 5) ma‐
trices as we can obtain with FiPy modules, rank reversal
happens approximately in 30% of the experiments. Rank
reversal may cause useless technology switches, that are
costly energy‐wise. Larger matrices imply more frequent
rank reversal, which emphasizes theneed for a solution as
ours. This is considerable if we assume TOPSIS to be run
periodically to select the best technology after attributes
or data requirements change.

6.2 Computation time
We compare the performance of a classic TOPSISwith our
lightweight TOPSIS. We measure the time needed for the
algorithms completion with the Timer library available
for the FiPy as well as the similarity between the result‐
ing NIS. It is worth noting that TOPSIS does not embed an
objective comparison referential to estimate the quality
of a ranking. However, TOPSIS is considered to produce
a good quality ranking and is thus commonly used as a
point of comparison. The obtained results are visible in
Fig. 5.
We obtain amean speed up of the computing time of 38%.
At the same time, we still maintain a similarity with TOP‐
SIS ranking in 82% of the experiments. Note that the rank‐
ing in the remaining 18% of the experiments cannot be
qualiϐied as worse for all cases since it mainly depends on
the application and of what is expected or required. The
ranking is only different from TOPSIS’ ranking, which we
used as a reference, but is not a ground truth. If we look
at what we obtained when using a (5 × 5) matrix for a
population of 7000 experiments with the results rounded
to two decimal places, the mean execution time of the
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Fig. 6 – MTN example.
Table 4 – Example link matrix 𝐿𝑀𝐷 .

Energy Money Bit rate
Sigfox BS 12 102 22
NB‐IoT BS 151 87 174
Node E (LoRa) 37 0 72

classic TOPSIS is 4.79 ms, while the mean execution time
of our lightweight TOPSIS is 2.96 ms. This means that a
node could beneϐit from a mean time of 1.83 ms longer
sleep periods between two TOPSIS executions. Based on
the FiPy CPU data sheet [17], with a maximum CPU con‐
sumption of 68 mA and a power supply of 3.6 V, it would
save up to approximately 448 µJ per TOPSIS run. Data
sheets are notoriously optimistic, so in practice the en‐
ergy savings could be evenmore signiϐicant. The standard
deviation is of 0.05 ms, and the conϐidence intervals are
+/ − 2.76 ∗ 10−3 ms and +/ − 2.48 ∗ 10−3 respectively
for classic TOPSIS and for our lightweight TOPSIS, with a
conϐidence level of 99.999%. Largermatrices offer similar
results.

7. NETWORKMODEL & ASSUMPTIONS
We based the design of RODENT on a speciϐic network
model and assumptions made on the lower layers of the
communication stack. In this section we describe this
model and assumptions.

7.1 Network model
In WSN, the nodes usually follow one or multiple trafϐic
patterns [19]. In this work, we assume that the nodes
communicate in a convergecast pattern. Nodes forward
packets exclusively to sink nodes. The nodes taking part
in anMTN are heterogeneous in terms of RAT.We assume
that the network is a connected graph where we consider
every link fromevery node independently of their RAT i.e.,
there can be several links between a single pair of nodes.
Nodes canmeet several data requirements (e.g.,monitor‐
ing, alarm, etc.), as long as those requirements are known
by every node in theMTN. AnMTN is depicted in Fig. 6. In
this example, node B (𝑁𝐵) measures temperature and is
not in range of a Sigfox or NB‐IoT base station. However,

Table 5 – Example route matrix 𝑅𝑀𝐷 .

Energy Money Bit rate Hops
Sigfox BS 12 102 22 1
NB‐IoT BS 151 87 174 1
Node E (LoRa) 49 102 94 2

Table 6 – Requirements vectors.

Energy Money Bit rate
𝑅𝑉𝑚𝑜𝑛𝑖𝑡𝑜𝑟𝑖𝑛𝑔 0.6 0.3 0.1

𝑅𝑉𝑎𝑙𝑎𝑟𝑚 0.1 0.1 0.8

𝑁𝐵 can forward its data to 𝑁𝐴 or 𝑁𝐶 using LoRa. The
latter can then ofϐload 𝑁𝐵’s data to a base station with a
different RAT.

7.2 Data requirements
RODENT aims to support multiple use cases. Nodes can
have multiple purposes (e.g., monitoring temperature,
video recording). The data requirements differ depend‐
ing on the use case. For instance, for video data, we need
a RAT with a high bit rate to ensure low delay and jitter.
For an alarm, we need a very short delay but not neces‐
sary high bandwidth. For regular and small monitoring
data, the focus is on saving the nodes’ energy. A single
node can have multiple data requirements e.g., sending
regular monitoring data of a rainfall and an alarm in case
of a ϐlood. Thus the route selectionmust satisfy as best as
possible all nodes’ data requirements.

7.3 Assumptions on communication stack
This article focuses on the network layer, speciϐically
routing. We assume that the other communication stack’s
layers are comprised of protocols suited to MTN and that
the physical and link layers are able to assess the avail‐
ability and quality of links toward the nodes’ neighbors
i.e., nodes or base stations. We assume that this process
is possible for every RAT. We consider that those layers
are able to gather or estimate information about the cost
and performances of each link i.e., energy cost, bit rate,
etc. Radio link quality estimation inWSN is a well studied
subject [20].
RODENT takes a link matrix as input, to which we refer
to as LMx for node 𝑥. LMx’s size depends on multiple fac‐
tors: the number of characteristics, the number of RAT
available, and the number of 𝑥’s neighbors. For example,
𝑁𝐷 in Fig. 6 could have a link matrix LMD such as the one
in Table 4. LMD is comprised of every available link be‐
tween 𝑁𝐷 and its neighbors, and the characteristics of
those links.
We refer to the route matrix of node 𝑥 as RMx. For route
selection, RMx is composed of all the routes available for
node 𝑥. RMx’s attributes are relative to the routes e.g., the
number of hops, expected transmission count or the to‐
tal energy consumption. For example, 𝑁𝐷 in Fig. 6 could
have a route matrix RMD such as the one in Table 5. TOP‐
SIS takes as input a set of weights for each attribute. The

ITU Journal on Future and Evolving Technologies, Volume 2 (2021), Issue 1

95© International Telecommunication Union, 2021



Fig. 7 – RODENT packet structure.

weights represent the importance of each attribute in the
ranking process. We refer to a set of weights as a Require‐
mentsVector (𝑅𝑉 ). RVx is the requirements vector foruse
case 𝑥 e.g., RVmonitoring. For route selection RV’s values are
set based on the data requirements that the node have to
meet e.g., prioritize speed over energy consumption, and
such that RV {𝑒𝑛 ∈ RV | ∑|RV|

𝑛=1 𝑒𝑛 = 1}. Example require‐
ments vectors are depicted in Table 6.

8. ROUTING OPERATIONS
The distinctive feature of RODENT is to enable multi‐RAT
routes. Each route offers different cost and performances.
In this section we detail RODENT’s routing operations.
The following notations are used further. Node 𝑖 is re‐
ferred to as 𝑁𝑖. Nodes that are in the vicinity of 𝑁𝑖 are
called neighbors. The set of 𝑁𝑖’s neighbors is referred to
asNBR(i) andNBR(i)j is the node 𝑗 such that𝑁𝑗 ∈ NBR(i).
A neighbor𝑁𝑗 of𝑁𝑖 has at least one linkwith𝑁𝑖. For RAT
𝑥, such a link is referred to as 𝐿𝑥

ij . Consequently, the route
from 𝑁𝑖 that follows link 𝐿𝑥

ij is referred to as 𝑅𝑥
ij .

8.1 Overview
Let’s consider the operations of 𝑁𝐷 and 𝑁𝐸 from Fig. 6
as an example. 𝑁𝐷 boots without any knowledge of its
surroundings. 𝑁𝐷’s link layer scans the environment for
every RAT and builds its link matrix LMD as in Table 4.
Based on LMD, the network layer starts to build the route
matrix RMD. The direct links between 𝑁𝐷 and the base
stations are registered in RMD as single‐hop routes. 𝑁𝐸
meanwhile does the same, and selects its only available
route toward the Sigfox base station. 𝑁𝐸 advertises its
route which is received by 𝑁𝐷 through their LoRa link
𝐿𝐿𝑜𝑅𝑎
ED . 𝑁𝐷 constructs its third route by adding the route’s

and link’s costs. Here, we assume that the links’ values
between the Sigfox base station and 𝑁𝐷 and𝑁𝐸 are simi‐
lar. RMD is then similar to Table 5. 𝑁𝐷 then selects a best
route for each of its RV. The selection is made indepen‐

dently of the RAT and based only on the routes’ costs and
performances. In this case and considering Table 6, the
best route forRVmonitoring is the one toward the Sigfox base
station because low energy consumption is favored. The
best route for RValarm is the one toward the NB‐IoT base
station because high bit rate is favored. 𝑁𝐷 then starts to
advertise and use its best routes.

8.2 Packet structure
RODENT packets’ structure is depicted in Fig. 7. A packet
is composed of three parts: (i) the header (ii) the pay‐
load (iii) the trailer. The header contains the required
control data for RODENT. The Network Identifier is a two
byte value shared by all nodes and is used to differentiate
RODENT’s communication. The Source Identifier is a two
byte value corresponding to the packet’s source node’s
unique ID. The Destination Identifier is a two byte value
corresponding to the packet’s destination node’s unique
ID. The Payload Size is a one byte value equal to the pay‐
load’s size in bytes. The Requirement Vector Identifier is
a one byte value which indicates the type (i.e., use case)
of the payload’s data. The Route is a four byte array with
𝑁Source Identifier’s best route’s values i.e., energy, money, bit
rate and number of hops. The payload contains the data
shared by the source. It is a series of 𝑛 bytes with 𝑛 equal
to the header’s Payload Size ϐield. The trailer is a single
byte carrying the CRC8 Checksum of the header and pay‐
load parts.

8.3 Route construction
Let’s consider the operations of node 𝑖. 𝑁𝑖 boots up and
starts the construction of its route matrix RMi. RODENT
accesses two sets of data: the link matrix LMi and the set
of route shared by 𝑁𝑖’s neighbors. 𝑁𝑖’s ϐirst step is to
check LMi for any link toward a base station e.g., a Sigfox
antenna or a LoRaWAN gateway. Such links are turned
to single hop routes based on the links values from LMi.
Routes are stored in RMi. 𝑁𝑖’s second step is to construct
the routes passing throughNBR(i)’s nodes. Let’s consider
the reception of a route from NBR(i)j. 𝑁𝑖 adds the re‐
ceived route’s attributes to the attributes’ values of the
link 𝐿𝑥

ij . The resulting route 𝑅𝑥
ij is stored in RMi.

8.4 Route selection
In classic WSN, route selection is trivial as the route with
the lowest cost or rank is selected. In MTN, a route is a
set of successive links, where each linkmayuse a different
RAT. Different RATs offer various performances and route
selection in MTN has to take account of multiple criteria.
We aim to support multiple use cases with different data
requirements. Section 5 introduced RODENT’s selection
method. For node 𝑁𝑖, our lightweight TOPSIS takes as in‐
put the route matrix RMi and a requirement vector RVx
relative to use case 𝑥. The selection outputs a ranking of
the routes. The route coming out on top best fulϐills the
data requirements of use case 𝑥. For 𝑁𝑖, a best route BR𝑥

𝑖
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is selected for every use case 𝑥.

8.5 Route propagation
Route propagation occurs through two mechanisms: pig‐
gybacking and control packets. Piggybacking allows
routes to be shared without dedicated transmissions.
Considering a RODENT packet carrying a data payload
of use case 𝑥, the header contains RVx’s id number and
the best route BR𝑥

𝑖 . Wireless communications share a
common medium. Thus, 𝑁𝑖 overhears every packet from
NBR(i), which allows 𝑁𝑖 to update RMi opportunisti‐
cally. If 𝑁𝑖 stops overhearing route 𝑅𝑥

ij from its neigh‐
borNBR(i)j e.g., because𝑁𝑗 is down, 𝑅𝑥

ij will time out and
will be removed from RMi. To keep alive unused routes,
NBR(i)jwill senddedicated control packets. Control pack‐
ets are regular packets with an empty payload.

9. PROTOCOL IMPLEMENTATION
Our implementation of RODENT is performed on Pycom
FiPy devices [21]. The speciϐicity of FiPy devices is that
they offer ϐive different RATs. These nodes take part in
the MTN and ofϐload data to WiFi and LoRa base stations
(BS). The hardware and ϐirmware used are detailed in this
section.

9.1 Hardware
Pycom FiPy nodes are composed ofWSN hardware: wire‐
less RAT, ESP32 CPU, little memory available which al‐
lows ultra–low power usage. The available RATs areWiFi,
LoRa, Sigfox, LTE‐M, NB‐IoT and Bluetooth Low Energy
(BLE). Each RAT comes with different performances in
terms of energy consumption, economical cost, bit rate,
etc. RODENT performs route selection based on these
characteristics. FiPy nodes are coupled with Pytrack sen‐
sor shields which provide an accelerometer, a GPS and a
micro‐USB port.
The LoRa BS is a B‐L072Z‐LRWAN1 board [22]. The WiFi
BS is an Edimax EW‐7811Un dongle [23] connected to the
main computer. A Trip Lite U223‐007 (7‐Port USBHub) is
used to connect every device. Themain computer is a Dell
Latitude 5590. It powers devices, collects and analyses
results.

9.2 Firmware
A port of MicroPython available as ϐirmware for the FiPy
allowedus to implementRODENT inPython. Uponboot, a
node 𝑁𝑖 computes its unique ID. Based on LMi it boots up
the needed RAT and constructs routes. The node is then
locked up in the main loop: i) select best route for each
RVx, ii) add next payload to transmission buffer iii) send
every payload in buffer. Neighbor’s routes are added in
RMi upon reception. Neighbor’s payloads are appended
in the transmission buffer. Nodes print on the serial port
the characteristics of the packets sent. Upon the Pytrack’s
button press, nodes switch between the two RV imple‐

Fig. 8 – Experimental setup.
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Fig. 9 – Farmmonitoring scenario.

mented: RVmonitoring and RValarm.
The LoRa BS’s ϐirmware is implemented in C. It listens
constantly for LoRa transmissions. Upon reception of a
RODENT packet, it is unpacked and its characteristics are
printed on the serial port. TheWiFi BS is coded in Python.
It listens for RODENT WiFi transmissions, unpacks them
and prints characteristics on stdout.

10. RODENT EXPERIMENTS
To assess the performances of RODENT, we run experi‐
ments on real hardware. We conϐigured the nodes to fol‐
low a speciϐic scenario and measured the results. The ex‐
perimental setup and scenario are presented in this sec‐
tion.

10.1 Setup
The aforementioned devices in Section 9 are connected
to the main computer through the USB hub. Every node
and BS are powered at the same time and boot up imme‐
diately. As we can see in Fig. 8, every device is laying very
close to each other. The main computer reads the stdout
of the WiFi BS and the serial ports of the nodes and LoRa
BS. Results are then computed ofϐline, post‐experiment.

10.2 Scenario
We simulate a farm monitoring use case. Smart agricul‐
ture can help farmers in their everyday life, but farms
are often an unfriendly environment for wireless sensors
(large rural areas, tall crops...). MTN eases the techni‐
cal difϐiculties by offering nodes multiple possibilities of
communication (operator based networks, personal net‐
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Fig. 10 – Packet Delivery Ratio per node.

works, multi‐hop networks...). In our scenario, nodes are
deployed throughout a ϐield used for cultivating crops.
The simulated setup is illustrated in Fig. 9. Five nodes
monitor environmentalmetrics useful for farmers. Nodes
have to ofϐload numerical data on a regular basis while
saving up power. They may have to send an alarm if a
metric becomes off chart, putting the crops at risk (e.g.,
temperature).

Out of the ϐive RATs available on FiPy, we are using WiFi,
LoRa and BLE in this scenario. Sigfox and LTE‐M/NB‐IoT
are not open technologies, so we could not use them di‐
rectly. LoRa and BLE links are more interesting in terms
of energetic savings thanWiFi. Each node (𝑁𝑥) is in a dif‐
ferent situation. 𝑁1 is the control node, it only has aWiFi
link with the WiFi BS. 𝑁2 can reach the WiFi BS and ben‐
eϐits from the LoRa link when RODENT is active. 𝑁3 has
to choose between reaching theWiFi BS directly at a high
energy cost or forwarding its data to its neighbor𝑁1 via a
BLE link. 𝑁4 needs to be able to send regular monitoring
data as well as alarms, viaWiFi or LoRa. 𝑁5 is an isolated
node, deployed too far away to directly communicatewith
the WiFi BS. Farms are usually located in wide rural en‐
vironments, unfriendly to wireless waves because of tall
crops (e.g., corn). Thus white zones and isolated nodes
are common. Using RODENT, 𝑁5 can forward its data to
its neighbor 𝑁4 using LoRa.

We run three types of experiments. First, RODENT is not
active and nodes only use WiFi links, depicted in blue in
Fig. 9. Second, RODENT is active, which allows nodes to
switch to LoRa and BLE links, depicted in red and green
in Fig. 9. Third, RODENT is active, each LoRa message is
sent two times and each BLEmessage is sent three times,
which increases the network’s reliability. A video of an
experiment running is available online1.

1http://chercheurs.lille.inria.fr/bfoubert/ressources/
rodent.mp4

Fig. 11 – Energy consumption per RAT.

11. EXPERIMENTAL RESULTS
Topology and Packet Delivery Ratio (PDR) are measured.
Nodes transmit at an interval randomly picked in [2; 4]
seconds. We consider a population of 20 experiments
lasting 10 minutes each. A small population is sufϐicient
because of the low standard deviation. Longer experi‐
ments are not relevant because the network stabilizes af‐
ter a few messages have been exchanged. We do not di‐
rectly compare RODENT’s results to related works as the
heavy difference between proposals makes it irrelevant,
and increased ϐlexibility cannot be measured. In this sec‐
tion we present the results obtained.

11.1 Topology
With the use of RODENT, theMTN’s topology changes. 𝑁1
does not change its link because it can only reach theWiFi
BS.𝑁2uses the LoRa link instead of theWiFi link, because
it costs less energy. 𝑁3 decides to use the BLE link to of‐
ϐload its data to 𝑁1, which in turn forwards it to the WiFi
BS. 𝑁4 ofϐloads its monitoring data to the LoRa BS, to re‐
duce energy consumption compared to WiFi. It can still
use the WiFi link to forward alarms that needs a quicker
RAT at the expense of a higher energy cost. 𝑁5 is not iso‐
lated anymore, as it forwards its data to𝑁4 through LoRa
which will ofϐload it to the LoRa BS in turn.

11.2 Packet Delivery Ratio
The Packet Delivery Ratio (PDR) is the ratio between the
total packets received and the total packets sent. The
PDR of every node taking part in the MTN is depicted in
Fig. 10 along with its standard deviation. 𝑁1’s PDR does
not change, as its route remains the same. Without RO‐
DENT, 𝑁5’s PDR is null as the node is isolated and can‐
not ofϐload a single data packet. The PDR of 𝑁2, 𝑁4 and
𝑁5 is around 80% with RODENT which allows them to
use LoRa. It is not the same as WiFi because of frequent
collisions, as nodes do not use a proper MAC. 𝑁3’s PDR
is around 60% with RODENT. The node forwards its data
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through BLE to 𝑁1. We achieved BLE raw transmissions
through the use of single BLE advertisements, hence the
packet losses. With the enhanced RODENT, we can see a
better PDR for all nodes, close to the one obtained with
only WiFi.

11.3 Energy consumption
Physical measurement of the Pycom FiPy’s energy con‐
sumption is hazardous since it suffers from design prob‐
lems which lead to erroneous measurements [24]. We
choose to stick to the energy ratings given in the compo‐
nents data sheets [17, 21] to get a general idea; these are
shown in Fig. 11. Compared to WiFi, BLE needs approxi‐
mately half‐less current andLoRaa tenth. With thePycom
FiPy’s CPU, WiFi and BLE offers the same bit rate. LoRa’s
bit rate is much slower leading to longer transmission for
the same amount of data. WiFi and BLE require a heav‐
ier trafϐic control than LoRa does, which allows LoRa to
consume less energy. Thus, we can assume that RODENT
enables signiϐicant energy savings.

12. CONCLUSION
WSNdeployments are limited by the coverage andperfor‐
mances of the devices’ RAT. The use of several RATs in an
MTN allows these shortcomings to be overcome. In this
article, we introduced the novel Routing Over Different
Existing Network Technologies protocol (RODENT). RO‐
DENT is based on a lightweight TOPSIS method that re‐
duces the complexity of the computations and eliminates
rank reversal issues, lessening computation time of about
38%. The resultingnetwork interface selection is still sim‐
ilar to the one obtained using classic TOPSIS in 82% of the
experiments.
RODENT is designed for routing in MTN and enables the
use of multi‐technology routes. We demonstrate the fea‐
sibility andutility ofMTNwith aprototypenetworkbased
on a custom implementation of RODENT. Results show
that RODENT increase ϐlexibility, reliability, energy sav‐
ings and maintains a good PDR.
For futurework, we plan to preciselymeasure energy sav‐
ings and extend RODENT to support downlink communi‐
cations. This will further increase nodes’ ϐlexibility and
possibilities (e.g., ϐirmwareover the air upgrade). Weplan
to conceive an efϐicient link layer protocol for precise link
costs and performance assessment for multi‐RAT. In ad‐
dition, we plan to combine RODENTwith an efϐicient data
reduction scheme to reduce even more energy consump‐
tion. We intend to run a larger simulation and experimen‐
tation,where end‐to‐enddelaywill bemeasured to assure
that RODENT’s usage does not slow down the network,
and we will show how this satisϐies QoS in terms of delay.
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Abstract – In this paper, we consider a communication connectivity problem involving a primary user (transmitter, for
example, a Ground Control Station (GCS)) servicing a group of secondary users (receivers, for example, drones) under hostile
interference. We formulate this multi‑link communication connectivity problem, where the channels are affected by Rayleigh
fading, as a zero‑sum power resource allocation game between a transmitter and an adversary (jammer). The transmitter’s
objective is to maximize the probability of communication connectivity with all the receivers. It is proven that the problem
has unique equilibrium in power allocation strategies, and the equilibrium is derived in closed form. Moreover, we reduce
the problem of designing the equilibrium in power resource allocation strategies to the problem of ϔinding a ϔixed point of a
real‑valued function. An algorithm based on the bisection method to ϔind the ϔixed point (and so equilibrium strategies) is
developed, and its convergence is proven.

Keywords – communication connectivity, interference, jamming, Nash equilibrium, resource allocation

1. INTRODUCTION
Communication between a transmitter and a receiver un‑
der hostile interference is a well‑studied problem in the
wireless literature (see, for example, the survey in [1]).
Such problems are multi‑objective problems since they
deal with different agents (say, a transmitter and an ad‑
versary (jammer)), and each of these agents has its own
objective. Game theory supplies concepts for analyzing
and solving such multi‑objective problems [2], and, thus,
game theory has been widely used to model jamming
problems. Typically, jamming problems can be catego‑
rized according to two frameworks: (i) maintaining com‑
munication reliability and (ii) maintaining communica‑
tion connectivity. In communication reliability problems,
the transmitter’s payoff is a function of throughput or
Signal‑to‑Interference‑plus‑Noise Ratio (SINR) at the re‑
ceiver, and the transmitter intends to maximize such pay‑
off [3, 4, 5, 6, 7, 8, 9, 10, 11]. Meanwhile, in communi‑
cation connectivity problems the transmitter must keep
its SINR greater than or equal to a threshold value to en‑
sure a connection can be sustained [12, 13, 14, 15, 16, 17,
18, 19]. In this paper, we consider the communication
connectivity problem under hostile interference involv‑
ing a transmitter servicing a groupof secondary users (re‑
ceivers)with the channels affected byRayleigh fading. We
formulate and solve this Multi‑Link Communication Con‑
nectivity (MLCC) problem as a zero‑sum power allocation
problem between the transmitter and the jammer, where
the transmitterwants tomaximize the Probability of Com‑
munication Connectivity (PCC) with all the receivers.
One of the core difϐiculties in communication connectiv‑
ity problems is that the transmitter has to keep its SINR

of the transmitted signal at the receiver greater or equal
to a threshold value, which we refer to as the Threshold of
Communication Connectivity (TCC). This leads generally
to to thenon‑existence of equilibria in power‑level assign‑
ment strategies, i.e., pure strategies, even in a Single‑Link
Communication Connectivity (SLCC) problem [14, 17], and
it may cause destabilization of communication. One of
the ways to stabilize such systems, i.e., to make them
have equilibrium, is to extend the set of feasible strategies
to mixed strategies (in other words, to assign the equi‑
librium strategy via randomization (lottery) over pure
strategies). Although using a lottery introduces a factor of
uncertainty for the decision maker it allows it to ϐind an
equilibrium in such mixed strategies for the MLCC prob‑
lem via the Colonel Blotto game approach [12, 13, 16, 18,
19, 17] and for the SLCC problem via a war of attrition
game approach [17].
To avoid introducing a random factor in decision making,
in [14, 15], another approach was suggested to stabilize
such communication. In [14, 15], it was proven that if
channels are affected by Rayleigh fading and background
noise at the receiver is negligible, then an equilibrium in
power‑level assignment strategies (i.e., pure strategies)
exists and is unique for an SLCC problem.
The goal of this paper is to prove that if channels are af‑
fected by Rayleigh fading and any background noise, a
random factor can be eliminated in decision making for
communication stabilization even in MLCC systems. To
the best of the authors’ knowledge this problem has not
been considered before.
The main contributions of this paper are as follows:
(1) A problem of multi‑link communication connectivity
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under jamming of a transmitter with a group of receivers
when the channels are affected by Rayleigh fading ismod‑
eled as a zero‑sum power power allocation game.
(2) Existence and uniqueness of the equilibrium in power
allocation strategies are proven. Thus, in contrast to
Colonel Blotto games, if channels are affected by Rayleigh
fading, then stability of communication connectivity in a
multi‑link system can be maintained without introducing
a random factor for a decision maker.
(3) We reduce the problem of ϐinding the equilibrium in
power resource allocation strategies to the problem of
solving a ϐixed point equation in a scalar variable. An al‑
gorithm based on the bisection method to ϐind the ϐixed
point (and so equilibrium strategies) is developed, and its
convergence is proven. This algorithm can be considered
to be a learning algorithm since it allows one to reduce the
zone of uncertainty for the equilibrium by a factor of two
on iteration.
The organization of this paper is as follows. In Section 2,
a short summary of an SLCC model is given. In Section 3,
its generalization for the MLCC scenario is suggested as a
zero‑sum game between the transmitter communicating
with a group of receivers and the jammer. In Section 4, the
equilibrium strategies are designed and the uniqueness
of the equilibrium is proven. In Section 5, the equilibrium
strategies are established in closed form for the bound‑
ary cases of network parameters: (a) for small or large
TCC, (b) for small or large total jamming and transmission
power budgets and (c) for small background noise at the
receivers. In Section 6, an algorithm to design the equilib‑
rium in the general case is presented and its convergence
is proven. Finally, in Section 7, illustrations of the results
are given, and, in Section 8, conclusions are offered. All
proofs are provided in the appendix.

2. SHORT OVERVIEW OF A SINGLE‑LINK
COMMUNICATION CONNECTIVITY
MODEL

In this section following [14, 15] we give a short overview
of the SLCC model with one transmitter communicating
directly to a single receiver. This communication is af‑
fected by hostile interference from a jammer. Let 𝐺 and
𝐻 be the channel power gains from the transmitter to the
receiver and the jammer to the receiver, respectively. In
practice, the channel power fading gains depend on dis‑
tances, fading and antenna characteristics. In general, the
channel power gains are random variables (e.g., repre‑
senting channel fading)withmeans 𝐼𝐸[𝐺] = 𝑔 and 𝐼𝐸[𝐻] =
ℎ. Let 𝑝 and 𝑞 be the power levels used by the transmitter
and the jammer, respectively. Thus, ℝ+ is the set of fea‑
sible strategies for the transmitter as well as for the jam‑
mer. The receiver also is affected by noise power𝑁. Thus,
the SINR at the receiver is given by

SINR(𝑝, 𝑞) = 𝐻𝑝
𝑁 + 𝐺𝑞 . (1)

We say that the communication from the transmitter to
the receiver is maintained if and only if the SINR at the
receiver is greater than or equal to a given TCC 𝜖, i.e., the
following condition holds:

SINR(𝑝, 𝑞) ≥ 𝜖. (2)

This TCC 𝜖 depends on the system’s requirements, such as
bit rate and bit error rate (BER).
Then, since𝐺 and𝐻 are randomvariables, the probability
that the link between the transmitter and the receiver is
maintained, i.e., PCC, is given by

𝐼𝑃(𝑝, 𝑞) = 𝐼𝑃 (SINR(𝑝, 𝑞) ≥ 𝜖) . (3)

For the case when the channels are affected by Rayleigh
fading (i.e., 𝐺 and 𝐻 are exponential random variables
with means 𝐼𝐸[𝐺] = 𝑔 and 𝐼𝐸[𝐻] = ℎ, respectively), by
[14, 15], the probability (3) can be represented as follows:

𝐼𝑃(𝑝, 𝑞) = 𝑒
−𝜖 𝑁ℎ𝑝

1 + 𝜖𝑔𝑞ℎ𝑝
. (4)

Note that 𝐼𝑃(𝑝, 𝑞) is continuous in 𝑝 ≥ 0 and 𝑞 ≥ 0 and
𝐼𝑃(0, 𝑞) = 0 for 𝑞 ≥ 0.

3. A MULTI‑LINK COMMUNICATION CON‑
NECTIVITY MODEL

In this section, we generalize the SLCC problem to the
MLCC problem involving a transmitter with 𝑛 receivers as
follows:

• We assume that the transmitter is equipped with 𝑛
directed antennas to communicate with 𝑛 receivers.

• Let 𝑝 = (𝑝1, … , 𝑝𝑛) be the strategy of the transmitter
where 𝑝𝑖 is the power assigned to communicate with
the receiver 𝑖 and

෍
𝑖∈𝒩

𝑝𝑖 = 𝑃 and 𝑝𝑖 ≥ 0, 𝑖 ∈ 𝒩 (5)

with 𝑃 is the transmitter’s total power budget and
𝒩 ≜ {1,… , 𝑛}. Denote by 𝒫 the set of all feasible
strategies for the transmitter.

• Let the jammer also be equipped with 𝑛 directed an‑
tennas.

• Let 𝑞 = (𝑞1, … , 𝑞𝑛) be strategy of the jammer, where
𝑞𝑖 is the power assigned to jam the communication
between the transmitter with receiver 𝑖, and

෍
𝑖∈𝒩

𝑞𝑖 = 𝑄 and 𝑞𝑖 ≥ 0, 𝑖 ∈ 𝒩 (6)

with𝑄 is the total jamming power budget. Denote by
𝒬 the set of all feasible strategies for the jammer.
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• By (4), the PCCwith the receiver 𝑖 is given as follows:

𝐼𝑃𝑖(𝑝𝑖 , 𝑞𝑖) =
𝑒
−𝜖 𝑁𝑖

ℎ𝑖𝑝𝑖

1 + 𝜖𝑔𝑖𝑞𝑖ℎ𝑖𝑝𝑖

, (7)

where ℎ𝑖 and 𝑔𝑖 are channel gains and𝑁𝑖 is the back‑
ground noise.

• The PCC with all the 𝑛 receivers is given as follows:

𝜋(𝑝, 𝑞) =ෑ
𝑖∈𝒩

𝐼𝑃𝑖(𝑝𝑖 , 𝑞𝑖) =ෑ
𝑖∈𝒩

𝑒
−𝜖 𝑁𝑖

ℎ𝑖𝑝𝑖

1 + 𝜖𝑔𝑖𝑞𝑖ℎ𝑖𝑝𝑖

. (8)

The goal of the transmitter is to maximize this PCC, while
the jammer wants to minimize this probability. Such
a problem could arise in military operations where one
radio station (say, GCS) must transmit data to 𝑛 mili‑
tary units (e.g., drones) under hostile interference. Thus,
𝜋(𝑝, 𝑞) is the payoff to the transmitter, while for the jam‑
mer 𝜋(𝑝, 𝑞) is the cost function. Thus, here we deal with a
zero sum game. We look for the Nash equilibrium [2]. Re‑
call that (𝑝∗, 𝑞∗) is a Nash equilibrium in a zero‑sum game
if and only if the following inequalities hold:

𝜋(𝑝, 𝑞∗) ≤ 𝜋(𝑝∗, 𝑞∗) ≤ 𝜋(𝑝∗, 𝑞) for all (𝑝, 𝑞) ∈ 𝒫 × 𝒬.
(9)

Let

𝑣(𝑝, 𝑞) = ln(𝜋(𝑝, 𝑞))

= ෍
𝑖∈𝒩

lnቆ ℎ𝑖𝑝𝑖
ℎ𝑖𝑝𝑖 + 𝜖𝑔𝑖𝑞𝑖

ቇ − 𝜖෍
𝑖∈𝒩

𝑁𝑖
ℎ𝑖𝑝𝑖

. (10)

Since ln(⋅) is an increasing function, the problem to ϐind
the Nash equilibrium with payoff 𝜋(𝑝, 𝑞) to the transmit‑
ter is equivalent to ϐinding theNash equilibriumwith pay‑
off 𝑣(𝑝, 𝑞) to the transmitter, i.e., such (𝑝∗, 𝑞∗) that

𝑣(𝑝, 𝑞∗) ≤ 𝑣(𝑝∗, 𝑞∗) ≤ 𝑣(𝑝∗, 𝑞) for all (𝑝, 𝑞) ∈ 𝒫 × 𝒬.
(11)

Denote this game by Γ = Γ(𝑣, 𝒫, 𝒬).
Note that the transmitter’s equilibrium strategy also re‑
ϐlects the most fair power resource allocation to main‑
tain communicationwith all the receivers under theworst
hostile interference since the utility 𝑣 given by (10) can
also be considered as a proportional fairness utility [20,
21].
Theorem 1 The game Γ(𝑣, 𝒫, 𝒬) has at least one Nash
equilibrium.

The proof can be found in Appendix 9.1.
Note that, generally in resource allocation problems even
if the payoffs are concave the game might have multiple
equilibria (see, for example, [22]). In this paper we es‑
tablish uniqueness of the equilibrium as a side effect of
solving the best response equations associated with (11).

4. SOLUTION OF THE GAME
In this section we ϐind equilibrium strategies in closed
form using a constructive approach via ϐinding all solu‑
tions of the best response equations. Recall that, by (11),
(𝑝, 𝑞) is a Nash equilibrium if and only if each of these
strategies is the best response to the other, i.e., (𝑝, 𝑞) is
a solution of the best response equations:

𝑝 = argmax{𝑣(𝑝, 𝑞) ∶ 𝑝 ∈ 𝒫}, (12)
𝑞 = argmin{𝑣(𝑝, 𝑞) ∶ 𝑞 ∈ 𝒬}. (13)

Note that (12) and (13) are Non‑Linear Programming
(NLP) problems.

4.1 Explicit form for the equilibriumstrategies
In this section we ϐind in closed form all of the possible
solutions of the best response equations, i.e., equilibrium
strategies, as functions of two auxiliary parameters𝜔 and
𝜈 (Lagrange multipliers for the NLP problems (12) and
(13) correspondingly).

Proposition 1 Each equilibrium (𝑝, 𝑞) of the game
Γ(𝑣, 𝒫, 𝒬) has to have the following form

𝑝𝑖 = 𝑝𝑖(𝜔, 𝜈)

≜

⎧
⎪
⎪

⎨
⎪
⎪
⎩

ට 𝜖𝑁𝑖
ℎ𝑖𝜔 ,

𝜖𝑔2𝑖
𝑁𝑖ℎ𝑖𝜔 ≤ 𝜈2,

1 + ඨ1 + 4𝜖𝑁𝑖ℎ𝑖
ቆ𝜔 + ℎ𝑖

𝜖𝑔𝑖
𝜈ቇ

2ቆ𝜔 + ℎ𝑖
𝜖𝑔𝑖

𝜈ቇ
, 𝜖𝑔2𝑖

𝑁𝑖ℎ𝑖𝜔 > 𝜈2

(14)

and

𝑞𝑖 = 𝑞𝑖(𝜔, 𝜈)

≜

⎢
⎢
⎢
⎢
⎢
⎣

1
𝜈 −

ℎ𝑖
𝜖𝑔𝑖

1 + ඨ1 + 4𝜖𝑁𝑖ℎ𝑖
ቆ𝜔 + ℎ𝑖

𝜖𝑔𝑖
𝜈ቇ

2ቆ𝜔 + ℎ𝑖
𝜖𝑔𝑖

𝜈ቇ

⎥
⎥
⎥
⎥
⎥
⎦+

, (15)

where 𝑖 ∈ 𝒩 and ⌊𝜉⌋+ ≜ max{𝜉, 0}. Thus, ⌊𝜉⌋+ = 𝜉 if 𝜉 ≥ 0
and ⌊𝜉⌋+ = 0 otherwise. Moreover, 𝜔 > 0 and 𝜈 > 0 are
solutions of the following equations:

𝑃(𝜔, 𝜈) ≜ ෍
𝑖∈𝒩

𝑝𝑖(𝜔, 𝜈) = 𝑃, (16)

𝑄(𝜔, 𝜈) ≜ ෍
𝑖∈𝒩

𝑞𝑖(𝜔, 𝜈) = 𝑄. (17)

The proof can be found in Appendix 9.2.
Note that, by Theorem1 and Proposition 1, the non‑linear
equations (16) and (17) have at least one solution. To ϐind
this solution and to establish its uniqueness we cannot
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apply a non‑linear modiϐication for the Gaussian elimi‑
nation method suggested in [23] of a search game, and,
further, in [24], applied for an Orthogonal Frequency‑
DivisionMultiplexing (OFDM) jamming game and, in [22],
for a multi‑user OFDM game. The issue is that although
we can establish monotonicity in one direction by both
variables for one of the functions (in our case, 𝑃), the
other function (in our case, 𝑄) generally is not mono‑
tonic in opposite directions of its variables. Instead of that
approach, we reduce the non‑linear equations (16) and
(17) to a ϐixed point equation on 𝜈 and prove that it has
a unique solution and then develop an algorithm to ϐind
this ϐixed point.

4.2 Auxiliary monotonicity properties
In this section we establish monotonicity properties of
𝑃(𝜔, 𝜈)with respect to its parameters and derive a bijec‑
tive relation between 𝜔 and 𝜈 based on (16).
Proposition 2 Function𝑃(𝜔, 𝜈) has the following proper‑
ties:

(a) 𝑃(𝜔, 𝜈) is continuous in 𝜔 > 0 and 𝜈 ≥ 0;1

(b) for a ϔixed 𝜈 > 0, 𝑃(𝜔, 𝜈) is decreasing in𝜔 from inϔin‑
ity for 𝜔 ↓ 0 to zero for 𝜔 ↑ ∞;

(c) for a ϔixed 𝜔 > 0, 𝑃(𝜔, 𝜈) is decreasing in 𝜈 from

𝑃(𝜔, 0) = 1
2𝜔 ෍

𝑖∈𝒩
ቌ1 + ඨ1 + 4𝜖𝑁𝑖ℎ𝑖

𝜔ቍ for 𝜈 = 0

(18)
to

𝑃(𝜔,∞) = ෍
𝑖∈𝒩

ඨ 𝜖𝑁𝑖
ℎ𝑖𝜔

for 𝜈 ↑ ∞; (19)

(d) for a ϔixed 𝜈 ≥ 0 there exists the unique𝜔 = Ω(𝜈) such
that

𝑃(Ω(𝜈), 𝜈) = 𝑃. (20)

Moreover, Ω(𝜈) ∈ [Ω∞, Ω0] and Ω(𝜈) can be found via
the bisection method;

(e) Ω(𝜈) is continuous and decreasing from Ω0 for 𝜈 = 0
to Ω∞ for 𝜈 ↑ ∞, where Ω0 is the unique root of the
equation:

1
2Ω0

෍
𝑖∈𝒩

ቌ1 + ඨ1 + 4𝜖𝑁𝑖ℎ𝑖
Ω0ቍ = 𝑃 (21)

and

Ω∞ = 𝜖
𝑃
2 ቌ෍

𝑖∈𝒩
ඨ𝑁𝑖ℎ𝑖

ቍ

2

. (22)

The proof can be found in Appendix 9.3.
1𝜉 ↓ 𝑎 denotes that 𝜉 tends to 𝑎 decreasingly. Similarly, 𝜉 ↑ 𝑎 denotes
that 𝜉 tends to 𝑎 increasingly.

4.3 An auxiliary ϐixed point equation
In this sectionwe reduce Equation (16) and Equation (17)
to a ϐixed point equation. First note that multiplying both
sides of Equation (17) by 𝜈 implies that Equation (17) is
equivalent to

�̃�(𝜔, 𝜈) = 𝑄𝜈, (23)

where

�̃�(𝜔, 𝜈) ≜ 𝜈𝑄(𝜔, 𝜈). (24)

Moreover, by (15) and (24), we have that

�̃�(𝜔, 𝜈) ≜ ෍
𝑖∈𝒩

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 −

ℎ𝑖
𝜖𝑔𝑖

𝜈 ቌ1 + ඨ1 + 4𝜖𝑁𝑖ℎ𝑖
ቆ𝜔 + ℎ𝑖

𝜖𝑔𝑖
𝜈ቇቍ

2ቆ𝜔 + ℎ𝑖
𝜖𝑔𝑖

𝜈ቇ

⎥
⎥
⎥
⎥
⎥
⎥
⎦+

.

(25)

In the following propositionwe establishmonotonicity of
�̃�(𝜔, 𝜈) on parameters𝜔 and 𝜈, and reduce Equation (16)
and Equation (17) to a ϐixed point equation.

Proposition 3 Function �̃�(𝜔, 𝜈) has the following proper‑
ties:

(a) �̃�(𝜔, 𝜈) is continuous in 𝜔 > 0 and 𝜈 ≥ 0;

(b) for a ϔixed𝜔 > 0, �̃�(𝜔, 𝜈) is decreasing in 𝜈 from 𝑛 for
𝜈 = 0 to zero for 𝜈 ≥ 𝜈 where 𝜈 is the unique positive
root of the equation

𝐴 + 𝐵𝜈 = 𝐶𝜈3/2 (26)

with

𝐴 = 2Ω0, 𝐵 = 2max
𝑖∈𝒩

ℎ𝑖
𝜖𝑔𝑖

and 𝐶 = min
𝑖∈𝒩

ℎ𝑖𝑁1/2
𝑖

𝜖𝑔3/2𝑖
;

(27)

(c) for a ϔixed 𝜈 > 0, �̃�(𝜔, 𝜈) is increasing in 𝜔 and tends
to 𝑛 for 𝜔 ↑ ∞;

(d) function

𝜑(𝜈) ≜ �̃�(Ω(𝜈), 𝜈) (28)

is decreasing in 𝜈 from 𝑛 for 𝜈 = 0 to zero for 𝜈 ≥ 𝜈,

(e) The following ϔixed point equation has the unique pos‑
itive root 𝜈∗:

𝜑(𝜈∗)/𝑄 = 𝜈∗. (29)

This root can be found via the bisection method with
[0, 𝜈] as the initial localization interval for such 𝜈∗.

The proof can be found in Appendix 9.4.
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4.4 Equilibrium and its uniqueness
In this section we ϐind the equilibrium and establish its
uniqueness.

Theorem 2 In the game Γ(𝑣, 𝒫, 𝒬), Nash equilibrium
(𝑝, 𝑞) is unique. Moreover, this Nash equilibrium is
(𝑝(𝜔, 𝜈), 𝑞(𝜔, 𝜈)) given by (14) and (15), where 𝜈 = 𝜈∗
uniquely given by (29) and 𝜔 = Ω(𝜈∗) uniquely given by
(20).

The proof can be found in Appendix 9.5.

5. THE BOUNDARY CASES
In this sectionwe ϐind the equilibrium strategies in closed
form for boundary cases of network parameters such
as the TCC, the total jamming/transmission power re‑
sources and background noise at the receivers.

5.1 Negligible background noise at the re‑
ceivers

In this section we consider the scenario with negligible
background noise at the receivers.

Proposition 4 Let the background noise at the receivers
be negligible, i.e.,

𝑁𝑖 = 0 for 𝑖 ∈ 𝒩. (30)

Then the unique Nash equilibrium (𝑝, 𝑞) is given as follows:

𝑝𝑖 =
𝑔𝑖𝑄/(𝜖𝑔𝑖𝑄 + ℎ𝑖𝑃)

∑𝑗∈𝒩 𝑔𝑗𝑄/(𝜖𝑔𝑗𝑄 + ℎ𝑗𝑃)
𝑃, (31)

𝑞𝑖 =
𝑔𝑖𝑄/(𝜖𝑔𝑖𝑄 + ℎ𝑖𝑃)

∑𝑗∈𝒩 𝑔𝑗𝑄/(𝜖𝑔𝑗𝑄 + ℎ𝑗𝑃)
𝑄, 𝑖 ∈ 𝒩. (32)

The proof can be found in Appendix 9.6.
Proposition 4 implies that, for negligible background
noise at the receivers, the equilibrium strategies of the
transmitter and the jammer areproportional to ratio𝑃/𝑄.
Note that, in the SLCC problem solved in [14, 15] for
negligible background noise at the receiver, equilibrium
strategies are given in closed form. Proposition 4 also
supplies the equilibrium strategies in closed form for the
MLCC problem. Thus, an increase in the number of com‑
munication links does not lead to an increase in the com‑
plexity involved in designing the equilibrium strategies.

5.2 Large and small total transmission power
In this section we consider the cases where total trans‑
mission power is either large or small.

Proposition 5 Let the total transmission power 𝑃 be
large. Then the Nash equilibrium (𝑝, 𝑞) can be approxi‑

mated as follows:

𝑞𝑖 ≈
𝑔𝑖
ℎ𝑖
቞𝜏 − 𝑁𝑖ℎ𝑖

𝑔2𝑖
቟
+
, (33)

𝑝𝑖 ≈
𝑃
𝑇 ൞

ට𝑁𝑖ℎ𝑖 , 𝜏 ≤ 𝑁𝑖ℎ𝑖
𝑔2𝑖

,

√𝜏
𝑔𝑖
ℎ𝑖
, 𝜏 > 𝑁𝑖ℎ𝑖

𝑔2𝑖
,

(34)

where 𝜏 is the unique positive root of the equation:

෍
𝑖∈𝒩

𝑔𝑖
ℎ𝑖
቞𝜏 − 𝑁𝑖ℎ𝑖

𝑔2𝑖
቟
+
= 𝑄 (35)

and

𝑇 = ෍
𝜏≤𝑁𝑖ℎ𝑖/𝑔2𝑖

ඨ𝑁𝑖ℎ𝑖
+ √𝜏 ෍

𝜏>𝑁𝑖ℎ𝑖/𝑔2𝑖

𝑔𝑖
ℎ𝑖
. (36)

The proof can be found in Appendix 9.7.
Proposition 6 Let the total transmission power 𝑃 be
small. Then the Nash equilibrium (𝑝, 𝑞) can be approxi‑
mated as follows:

𝑝𝑖 ≈
ඥ𝑁𝑖/ℎ𝑖

∑𝑗∈𝒩 ඥ𝑁𝑗/ℎ𝑗
𝑃, (37)

𝑞𝑖 ≈ 𝑄/𝑛 for 𝑖 ∈ 𝒩. (38)

The proof can be found in Appendix 9.8.
In particular, Proposition 5 and Proposition 6 imply that
for large or small total transmission power the transmit‑
ter’s strategies and the jammer strategy are insensitive to
the TCC.

5.3 Large or small total jamming power
In this section we consider the cases where the total jam‑
ming power is either large or small.
Proposition 7 Let the total jamming power 𝑄 be large.
Then, the Nash equilibrium (𝑝, 𝑞) can be approximated as
follows:

𝑝𝑖 ≈ 𝑝𝑖(Ω0, 0) =
1
2Ω0

෍
𝑖∈𝒩

ቌ1 + ඨ1 + 4𝜖𝑁𝑖ℎ𝑖
Ω0ቍ , (39)

𝑞𝑖 ≈ 𝑄/𝑛 for 𝑖 ∈ 𝒩, (40)

where Ω0 is given by (21).

The proof can be found in Appendix 9.9.
Proposition 8 Let the total jamming power 𝑄 be small.
Then, the Nash equilibrium (𝑝, 𝑞) can be approximated as
follows:

𝑝𝑖 ≈
ඥ𝑁𝑖/ℎ𝑖

∑𝑗∈𝒩 ඥ𝑁𝑗/ℎ𝑗
𝑃 for 𝑖 ∈ 𝒩 (41)

𝑞 ∈ 𝒬 such that supp(𝑞) ⊂ ℐ, (42)
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where Ω0 is given by (21), and

supp(𝑞) ≜ {𝑖 ∈ 𝒩 ∶ 𝑞𝑖 > 0}, (43)
ℐ ≜ {𝑖 ∈ 𝒩 ∶ 𝑁𝑖ℎ𝑖/𝑔2𝑖 = min

𝑗∈𝒩
𝑁𝑗ℎ𝑗/𝑔2𝑗 }. (44)

The proof can be found in Appendix 9.10.
In particular, Proposition 7 and Proposition 8 imply that
with large or small total jamming power resources, the
jammer’s strategy and the transmitter’s strategy are in‑
sensitive to the TCC.

5.4 Large or small threshold of communica‑
tion connectivity

In this section we consider the cases where the TCC is ei‑
ther small or large.

Proposition 9 (a) Let the TCC 𝜖 be large. Then the Nash
equilibrium (𝑝, 𝑞) can be approximated by (37) and
(38) of Proposition 6.

(b) Let the TCC 𝜖 be small. Then, the Nash equilibrium
(𝑝, 𝑞) can be approximated by (34) and (33) of Propo‑
sition 5.

The proof can be found in Appendix 9.11.

6. ALGORITHM TO ARRIVE AT THE EQUI‑
LIBRIUM

In this section, an algorithm based on superposition of
two bisection methods to arrive at equilibrium strategies
is given.
Algorithm 1 The algorithm for deriving the equilibrium
strategies 𝑝(𝜔, 𝜈) and 𝑞(𝜔, 𝜈), where 𝛿 > 0 is a tolerance for
the algorithm.

Procedure Strategies()
let 𝜈𝐿 = 0 and 𝜈𝑅 = 𝜈
repeat

let 𝐹𝐿 = �̃�(Ω(𝜈𝐿), 𝜈𝐿) − 𝑄𝜈𝐿
let 𝐹𝑅 = �̃�(Ω(𝜈𝑅), 𝜈𝑅) − 𝑄𝜈𝑅
let 𝜈𝐶 = (𝜈𝐿 + 𝜈𝑅)/2
let 𝐹𝐶 = �̃�(Ω(𝜈𝐶), 𝜈𝐶) − 𝑄𝜈𝐶
if 𝐹𝐶𝐹𝐿 < 0 then

let 𝜈𝑅 = 𝜈𝐶
else

let 𝜈𝐿 = 𝜈𝐶
end if

until 𝜈𝑅 − 𝜈𝐿 > 𝛿
return strategies 𝑝(Ω(𝜈𝐶), 𝜈𝐶) and 𝑞(Ω(𝜈𝐶), 𝜈𝐶)
End Procedure
ProcedureΩ(𝜈)
let 𝜔𝐿 = Ω∞
let 𝜔𝑅 = Ω0
repeat

let 𝐹𝐿 = 𝑃(𝜔𝐿 , 𝜈)
let 𝐹𝑅 = 𝑃(𝜔𝑅 , 𝜈)
let 𝜔𝐶 = (𝜈𝐿 + 𝜈𝑅)/2
let 𝐹𝐶 = 𝑃(𝜔𝐶 , 𝜈)
if (𝐹𝐶 − 𝑃)(𝐹𝐿 − 𝑃) < 0 then

let 𝜔𝑅 = 𝜔𝐶
else

let 𝜔𝐿 = 𝜔𝐶
end if

until𝜔𝑅 −𝜔𝐿 > 𝛿
return 𝜔𝐶
End Procedure

Proposition 10 Algorithm 1 converges to an equilibrium.

The proof can be found in Appendix 9.12.
The complexity involved in designing the equilibrium
strategies by Algorithm1 is log2(𝜈/𝛿) log2((Ω0−Ω∞)/𝛿).

7. DISCUSSION OF THE RESULTS
In this section we illustrate Algorithm 1 using a system
consisting of 𝑛 = 5 receivers, with fading gains from
the transmitter to the receivers ℎ = (1, 2, 3, 4, 5), fading
gains from the jammer to the receivers 𝑔 = (3, 2, 1, 4, 1),
the background noises at the receivers 𝑁 = (3, 2, 1, 4, 1),
the total transmitter power budget 𝑃 = 2 and the to‑
tal jamming power budget 𝑄 = 3. Fig. 1(a) illustrates
that an increase in the total transmission power leads to
an increase in the PCC (i.e., in 𝜋), while an increase in
the jamming power reduces the PCC. Fig. 1(b) illustrates
the transmitter’s normalized strategies, i.e., 𝑝/𝑃, while
Fig. 1(c) illustrates the jammer’s strategies for the total
power transmitter budget 𝑃 ∈ {0.1, 1, 10, 100}. It shows
that the jammer’s strategy for a small total transmitter
power budget 𝑃 tends to a uniform strategy (Proposi‑
tion 6), while for a large total transmitter power budget
𝑃 the jammer’s strategy tends to waterϐilling‑form strate‑
gies given by (33). Due to the waterϐilling form of Equa‑
tion (33), smaller 𝑁𝑖ℎ𝑖/𝑔2𝑖 calls for applying larger jam‑
ming efforts. Here we have that

𝑁ℎ/𝑔2 = (0.3, 1, 3, 1, 5). (45)

For this reason, the largest jamming effort is focused on
receiver 1 while receiver 2 and receiver 4 face approxi‑
mately equal‑level of interfering signals. Fig. 2(a) illus‑
trates that an increase in the total jamming power leads
to a decrease in the PCC, while an increase in the to‑
tal transmission power reduces such negative effect from
jammer’s interference. Fig. 2(c) illustrates normalized
jammer’s strategies, i.e., 𝑞/𝑄, while Fig. 2(b) illustrates
transmitter’s strategies for total jamming power budget
𝑄 ∈ {0.1, 1, 10, 100}. By (44) and (45), we have that
ℐ = {1}. That is why, jamming efforts for small total
power jamming budget𝑄 is focused on receiver 1 (Propo‑
sition 8), while jamming efforts for large total jamming
power budget𝑄 tends to uniform distribution over all the
receivers (Proposition 7). Fig. 3(a) illustrates that an in‑
crease in the TCC 𝜖 leads to a decrease in the PCC, while
Fig. 3(b) and Fig. 3(c) illustrate that the jammer’s strat‑
egy focuses jamming efforts on receiver 1 due to a wa‑
terϐilling form of Equation (33) and (45) for a small TCC.
For a large TCC, jammer’s strategy tends to a uniform one
(Proposition 9). In all of the cases, the transmitter tries
to communicate with each receiver (i.e., 𝑝𝑖 > 0 for all
𝑖). This observationmakes theMLCCproblemremarkably
different from standard OFDM communication scenarios
where the transmitter, lacking sufϐicient transmission re‑
sources, must avoid transmission in some of the channels.
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(a) (b) (c)

Fig. 1 – (a) The PCC 𝜋, (b) normalized transmitter’s strategy 𝑝 with 𝑄 = 3 and (c) jammer’s strategy 𝑞 with 𝑄 = 3 as functions of 𝑃.

(a) (b) (c)

Fig. 2 – (a) The PCC 𝜋, (b) transmitter’s strategy 𝑝 and (c) normalized jammer’s strategy 𝑞 as functions of 𝑄.

(a) (b) (c)

Fig. 3 – (a) The PCC 𝜋, (b) normalized transmitter’s strategy 𝑝 with 𝑄 = 3 and (c) jammer’s strategy 𝑞 with 𝑄 = 3 as functions of 𝑃.
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Also, in OFDM communication, the transmitter’s strategy
becomes uniform in a high SINR mode, i.e., large trans‑
mission power, [25], while in the MLCC problem the jam‑
mer’ strategy tends to auniformone if either the total jam‑
ming resource budget is large, or the total transmission
resource budget is small.

8. CONCLUSIONS
A problem of multi‑link communication connectivity un‑
der jamming of a transmitter with a group of receivers
when the channels are affected by Rayleigh fading has
been formulated as a zero‑sum power resource alloca‑
tion game. Existence and uniqueness of the equilibrium
in power allocation strategies have been proven. Thus,
in contrast to Colonel Blotto games, if channels are af‑
fected by Rayleigh fading, then the stability of commu‑
nication connectivity in a multi‑link system can be main‑
tainedwithout introducing a random factor for a decision
maker. Also, the problem of designing the equilibrium
power allocation strategies has been reduced to the prob‑
lem of ϐinding a ϐixed point of a real‑valued function. An
algorithm based on the bisection method for ϐinding the
ϐixed point has been developed and its convergence has
been proven.
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9. APPENDIX

9.1 Proof of Theorem 1
Note that 𝑣(𝑝, 𝑞) is an additively separable function of
(𝑝𝑖 , 𝑞𝑖), 𝑖 ∈ 𝒩 and

𝜕𝑣2(𝑝, 𝑞)
𝜕𝑝2𝑖

= −𝜖𝑞𝑖𝑔𝑖(𝜖𝑔𝑖𝑞𝑖 + 2ℎ𝑖𝑝𝑖)
(𝜖𝑔𝑖𝑞𝑖 + ℎ𝑖𝑝𝑖)2𝑝2𝑖

− 2𝜖𝑁𝑖
ℎ𝑖𝑝3𝑖

< 0 (46)

and
𝜕𝑣2(𝑝, 𝑞)
𝜕𝑞2𝑖

= 𝜖2𝑔2𝑖
(𝜖𝑔𝑖𝑞𝑖 + ℎ𝑖𝑝𝑖)2

> 0. (47)

Thus,𝑣(𝑝, 𝑞) is concave in𝑝 andconvex in𝑞, and the result
follows from the Nash’s theorem [2] since sets𝒫 and 𝒬 of
feasible strategies of the transmitter and the jammer are
compact.

9.2 Proof of Proposition 1
By (46), theNLPproblem (12) is a concave problem. Thus,
to solve the NLP (12) we introduce Lagrangian ℒ𝑇,𝜔(𝑝)
with 𝜔 is a Lagrange multiplier: ℒ𝑇,𝜔(𝑝) = 𝑣(𝑝, 𝑞) +
𝜔 ቀ𝑃 − ∑𝑛

𝑖=1 𝑝𝑖ቁ . Then, for a ϐixed 𝑞 ∈ 𝒬, following [21]
and the KKT Theorem, 𝑝 ∈ 𝒫 is the best response if and

only if the following condition holds:

𝜕ℒ𝑇,𝜔(𝑝)
𝜕𝑝𝑖

= 𝜖𝑔𝑖𝑞𝑖
(𝜖𝑔𝑖𝑞𝑖 + ℎ𝑖𝑝𝑖)𝑝𝑖

+ 𝜖𝑁𝑖
ℎ𝑖𝑝2𝑖

−𝜔 ൝= 0, 𝑝𝑖 > 0,
≤ 0, 𝑝𝑖 = 0.

(48)
By (47), the NLP (13) is a convex problem. Thus, to solve
the NLP (13) we introduce Lagrangian ℒ𝐼,𝜈(𝑞) with 𝜈 is
a Lagrange multiplier as follows: ℒ𝐽,𝜈(𝑞) = −𝑣(𝑝, 𝑞) +
𝜈 ቀ𝑄 − ∑𝑛

𝑖=1 𝑞𝑖ቁ . Then, similarly, for a ϐixed 𝑝 ∈ 𝒫, 𝑞 ∈ 𝒬
is the best response if and only if the following condition
holds:

𝜕ℒ𝐽,𝜈(𝑞)
𝜕𝑞𝑖

= 𝜖𝑔𝑖
𝜖𝑔𝑖𝑞𝑖 + ℎ𝑖𝑝𝑖

− 𝜈 ൝= 0, 𝑞𝑖 > 0,
≤ 0, 𝑞𝑖 = 0. (49)

By (48), we have that
𝑝𝑖 > 0 for any 𝑖. (50)

Then, by (48) and (49),𝜔 > 0 and 𝜈 > 0 correspondingly.
By (48), only two cases arise to consider: (I)𝑝𝑖 > 0, 𝑞𝑖 = 0
and (II) 𝑝𝑖 > 0, 𝑞𝑖 > 0.
(I) Let 𝑝𝑖 > 0 and 𝑞𝑖 = 0. Then, by (48),

𝑝𝑖 = ඨ 𝜖𝑁𝑖
ℎ𝑖𝜔

. (51)

Substituting (51) into (49) implies
𝜖𝑔2𝑖
𝑁𝑖ℎ𝑖

𝜔 ≤ 𝜈2. (52)

(II) Let 𝑝𝑖 > 0 and 𝑞𝑖 > 0. Then, by (48) and (49), we have
that 𝜖𝑔𝑖𝑞𝑖

(𝜖𝑔𝑖𝑞𝑖 + ℎ𝑖𝑝𝑖)𝑝𝑖
+ 𝜖𝑁𝑖
ℎ𝑖𝑝2𝑖

= 𝜔 (53)

and
𝜖𝑔𝑖𝑞𝑖 + ℎ𝑖𝑝𝑖 =

𝜖𝑔𝑖
𝜈 . (54)

Thus,
𝑞𝑖 =

1
𝜈 −

ℎ𝑖
𝜖𝑔𝑖

𝑝𝑖 . (55)

Substituting (55) into (53) implies
1
𝑝𝑖
+ 𝜖𝑁𝑖
ℎ𝑖𝑝2𝑖

= 𝜔 + ℎ𝑖
𝜖𝑔𝑖

𝜈. (56)

Solving (56) on 𝑝𝑖 implies that

𝑝𝑖 =
1 + ඨ1 + 4𝜖𝑁𝑖ℎ𝑖

ቆ𝜔 + ℎ𝑖
𝜖𝑔𝑖

𝜈ቇ

2ቆ𝜔 + ℎ𝑖
𝜖𝑔𝑖

𝜈ቇ
. (57)

Thus,

𝑞𝑖 =
1
𝜈 −

ℎ𝑖
𝜖𝑔𝑖

1 + ඨ1 + 4𝜖𝑁𝑖ℎ𝑖
ቆ𝜔 + ℎ𝑖

𝜖𝑔𝑖
𝜈ቇ

2ቆ𝜔 + ℎ𝑖
𝜖𝑔𝑖

𝜈ቇ
. (58)
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By (57), 𝑝𝑖 > 0. By (58), 𝑞𝑖 > 0 if and only if

2
𝜈 ቆ𝜔 + ℎ𝑖

𝜖𝑔𝑖
𝜈ቇ > ℎ𝑖

𝜖𝑔𝑖
ቌ1 + ඨ1 + 4𝜖𝑁𝑖ℎ𝑖

ቆ𝜔 + ℎ𝑖
𝜖𝑔𝑖

𝜈ቇቍ .

The last inequality is equivalent to

1
𝜈 ቆ2𝜔 + ℎ𝑖

𝜖𝑔𝑖
𝜈ቇ > ℎ𝑖

𝜖𝑔𝑖
ඨ1 + 4𝜖𝑁𝑖ℎ𝑖

ቆ𝜔 + ℎ𝑖
𝜖𝑔𝑖

𝜈ቇ. (59)

A straightforward calculation shows that (59) is equiva‑
lent to

𝜖𝑔2𝑖
𝑁𝑖ℎ𝑖

𝜔 > 𝜈2. (60)

Thus, 𝑞𝑖 , given by (58), is positive if and only if (60) holds.
Finally, combining (I) and (II) implies the result.

9.3 Proof of Proposition 2

A straightforward substituting 𝜖𝑔2𝑖
𝑁𝑖ℎ𝑖𝜔 = 𝜈2 into (14) im‑

plies (a).
Let

𝜂(𝑥) = 1 + √1 + 𝑎𝑥
𝑥 = 1

𝑥 +
ඨ 1
𝑥2 +

𝑎
𝑥 , (61)

where 𝑎 is a positive parameter. It is clear that

𝜂(𝑥) is decreasing in 𝑥 > 0. (62)

Let
𝑥 = 𝜔 + ℎ𝑖

𝜖𝑔𝑖
𝜈 and 𝑎 = 4𝜖𝑁𝑖ℎ𝑖

. (63)

Substituting (63) into (61), by (14) and (62), yields (b) and
(c). (d) follows from (b). (e) follows from (a) and (b),
while (21) and (22) follow from (18), (19) and (20).

9.4 Proof of Proposition 3
(a) follows from (25).
Let

𝑓(𝜈) = 𝜈
𝑐 + 𝑎𝜈 +

ඥ1 + 𝑏(𝑐 + 𝑎𝜈)
𝑐 + 𝑎𝜈 , (64)

where 𝑎 = ℎ𝑖/(𝜖𝑔𝑖), 𝑏 = 4𝜖𝑁𝑖/ℎ𝑖 and 𝑐 = 𝜔. Then

𝑑𝑓(𝜈)
𝑑𝜈 = 𝑐

(𝑐 + 𝑎𝜈)2 +
(𝑎2𝑏𝜈2 + 3𝑎𝑏𝑐𝜈 + 2𝑏𝑐2 + 2𝑐)
2(𝑎𝜈 + 𝑐)2√𝑎𝑏𝜈 + 𝑏𝑐 + 1

> 0.

(65)

Nowwe establish that

�̃�(𝜔, 𝜈) = 0 for 𝜈 ≥ 𝜈 and 𝜔 ∈ [Ω∞, Ω0] (66)

By (25), �̃�(𝜔, 𝜈) = 0 if and only if for all 𝑖 the following
inequality holds:

2ቆ𝜔 + ℎ𝑖
𝜖𝑔𝑖

𝜈ቇ ≤ ℎ𝑖
𝜖𝑔𝑖

𝜈 ቌ1 + ඨ1 + 4𝜖𝑁𝑖ℎ𝑖
ቆ𝜔 + ℎ𝑖

𝜖𝑔𝑖
𝜈ቇቍ .

(67)
Since 𝜔 ≥ Ω∞ > 0, substituting 𝜔 = Ω∞ into the right‑
side of (67) implies that if the following inequality holds
then (67) also holds:

2ቆ𝜔 + ℎ𝑖
𝜖𝑔𝑖

𝜈ቇ ≤ ℎ𝑖
𝜖𝑔𝑖

𝜈ඨ4𝜖𝑁𝑖ℎ𝑖
ℎ𝑖
𝜖𝑔𝑖

𝜈. (68)

Taking into account notations (27) and that 𝜔 ≤ Ω0, (68)
holds for all 𝑖 if the following inequality holds:

𝐴 + 𝐵𝜈 ≤ 𝐶𝜈3/2 (69)

with 𝐴, 𝐵 and 𝐶 given by (27). It is clear that Equation
(26) has the unique positive root 𝜈 = 𝜈. Then, (69) holds
for 𝜈 ≥ 𝜈, and (66) follows.
Thus, (25), (64), (65) and (66) imply (b). (c) follows
from (25) and (61)‑(63). Also, (b), (c), (66) and Propo‑
sition 2(e) imply (d).
Since the right‑side of Equation (23) is increasing from
zero for 𝜈 = 0 to inϐinity for 𝜈 ↑ ∞while, by (d), the right‑
side of Equation (23) is decreasing and reaches zero for
𝜈 ≥ 𝜈, (e) follows.

9.5 Proof of Theorem 2
By Proposition 1, all the equilibrium strategies have to
have the form given by (14) and (15), where (𝜔, 𝜈) is a
positive solution of (16) and (17). By Proposition 2, (14)
establishes a bijection relation between 𝜔 and 𝜈 given by
function 𝜔 = Ω(𝜈). Substituting this function into (15)
yields into Equation (23) of one variable 𝜈. By Proposi‑
tion 3, this equation has the unique root. Thus, the equi‑
librium also is unique, and the result follows.

9.6 Proof of Proposition 4
By (30), (52) cannot hold for any 𝑖. Thus, by (14) and (15),
𝑝𝑖 > 0 and 𝑞𝑖 > 0 for any 𝑖. Substituting (30) into (14)
and (15) implies

𝑝𝑖(𝜔, 𝜈) =
1

𝜔 + 𝜈ℎ𝑖/(𝜖𝑔𝑖)
, (70)

𝑞𝑖(𝜔, 𝜈) =
𝜔/𝜈

𝜔 + 𝜈ℎ𝑖/(𝜖𝑔𝑖)
for any 𝑖. (71)

Dividing (71) by (70) implies that

𝑞𝑖(𝜔, 𝜈) = (𝜔/𝜈)𝑝𝑖(𝜔, 𝜈). (72)

Summing up (72) by 𝑖 and taking into account that 𝑝 ∈ 𝒫
and 𝑞 ∈ 𝒬 we have that

𝑄 = (𝜔/𝜈)𝑃. (73)
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Thus, 𝜈 = 𝑃𝜔/𝑄. Substituting this 𝜈 into (70) implies that

𝑝𝑖(𝜔, 𝜈) = 1/(𝜔(1 + ℎ𝑖𝑃/(𝜖𝑔𝑖𝑄))). (74)

Since 𝑝 ∈ 𝒫, summing up (74) yields that 𝜔 =
∑𝑖∈𝒩 1/(𝑃(1 + ℎ𝑖𝑃/(𝜖𝑔𝑖𝑄))). This and (74) yield (31),
while (32) follows from (31) and (72).

9.7 Proof of Proposition 5
Since 𝑃 ↑ ∞ there is at least one 𝑖 such 𝑝𝑖 ↑ ∞. Then, by
(54), 𝜈 ↓ 0 and for large 𝑃 we have that

𝑝𝑖 ≈ 𝜖𝑔𝑖/(ℎ𝑖𝜈). (75)

By (56), for large 𝑝𝑖 we have that

1/𝑝𝑖 ≈ 𝜔 + (ℎ𝑖/𝜖𝑔𝑖)𝜈. (76)

Thus, 𝜈 ↓ 0while 𝑃 ↑ ∞. Moreover, by (75) and (76),

𝜔/𝜈 ↓ 0 for 𝑃 ↑ ∞. (77)

Then, since √1 + 𝑎𝑥 ≈ 1 + 𝑎𝑥/2 for small 𝑥, (15) implies
that

𝑞𝑖 ≈
⎢
⎢
⎢
⎢
⎣

1
𝜈 −

ℎ𝑖
𝜖𝑔𝑖

2 + 2𝜖𝑁𝑖ℎ𝑖
ቆ𝜔 + ℎ𝑖

𝜖𝑔𝑖
𝜈ቇ

2ቆ𝜔 + ℎ𝑖
𝜖𝑔𝑖

𝜈ቇ

⎥
⎥
⎥
⎥
⎦+

= ቞ 𝜔
𝜈2(𝜔/𝜈 + ℎ𝑖/(𝜖𝑔𝑖))

− 𝑁𝑖
𝑔𝑖
቟
+
. (78)

By (77) and (78), we have that

𝑞𝑖 ≈
𝑔𝑖
ℎ𝑖
቞𝜖𝜔𝜈2 − 𝑁𝑖ℎ𝑖

𝑔2𝑖
቟
+
. (79)

Let 𝜏 = 𝜖𝜔/𝜈2. Substituting this 𝜏 into (79) and taking
into account that 𝑞 ∈ 𝒬 imply (33) and (35).
By (14) and (75), we have that

𝑝𝑖 ≈ ൞
ට 𝜖𝑁𝑖
ℎ𝑖𝜔 , 𝜏 ≤ 𝑁𝑖ℎ𝑖

𝑔2𝑖
,

𝜖𝑔𝑖
𝜈ℎ𝑖 , 𝜏 > 𝑁𝑖ℎ𝑖

𝑔2𝑖
.

(80)

Summing up (80) and taking into account that
𝑝 ∈ 𝒫 yields the following relation: 𝑃 =
ට 𝜖
𝜔 ቆ∑𝜏≤𝑁𝑖ℎ𝑖/𝑔2𝑖 ට

𝑁𝑖
ℎ𝑖
+ √𝜏∑𝜏>𝑁𝑖ℎ𝑖/𝑔2𝑖

𝑔𝑖
ℎ𝑖
ቇ . This allows to

deϐine ඥ𝜖/𝜔. Substituting this ඥ𝜖/𝜔 into (80) implies
(34) and (36), and the result follows.

9.8 Proof of Proposition 6
Note that 𝑝𝑖 ↓ 0 since 𝑃 ↓ 0. Then, by (53),

𝜔 ↑ ∞. (81)

Since 𝑞 ∈ 𝒬, by (55), 𝜈 is upper‑bounded on 𝜔. This, (14)
and (15) imply that 𝑞𝑖 > 0 for any 𝑖. Then, by (55),

𝑞𝑖 ≈ 1/𝜈 for all 𝑖 and small 𝑃. (82)

Since 𝑞 ∈ 𝒬, summing up (82) by 𝑖 ∈ 𝒩 implies that

𝜈 ≈ 𝑛/𝑄. (83)

Then, (82) and (83) imply (38).
Substituting (83) into (53), by (81), implies that for small
𝑃 the following approximation holds:

𝑝𝑖 ≈ ඥ𝜖𝑁𝑖/(ℎ𝑖𝜔). (84)

This and the fact that 𝑝 ∈ 𝒫 implies (37).

9.9 Proof of Proposition 7
Since 𝑞 ∈ 𝒬, 𝑄 ↑ ∞ implies that 𝑞𝑖 ↑ ∞ for at least one
𝑖. Then, by (55), 𝜈 ↓ 0. Thus, by (55), for large 𝑄 we have
that

𝑞𝑖 ≈ 𝜈 for all 𝑖. (85)

Taking into account that 𝑞 ∈ 𝒬 summing up (85) yields
that 𝜈 = 𝑄/𝑛. Substituting this 𝜈 into (85) implies (40).
While substituting 𝜈 = 𝑄/𝑛 into (14) and taking into ac‑
count that 𝑄 ↑ ∞ imply (39), and the result follows.

9.10 Proof of Proposition 8
First prove that 𝜈 cannot tend to inϐinity while 𝑄 tends to
zero. Assume that 𝜈 ↑ ∞. Then, by (55), 𝑝𝑖 ↓ 0 where
𝑞𝑖 > 0. Thus, by (53), 𝜔 ↑ ∞. So, by (14), 𝑝𝑖 ↓ 0 also
for 𝑞𝑖 = 0. This contradicts the fact that 𝑝 ∈ 𝒫. Thus,
𝜈 cannot tend to inϐinity while 𝑄 ↓ 0. Then, since 𝑞𝑖 ↓ 0
while 𝑄 ↓ 0, by (55), we have that

𝜈 ≈ 𝜖𝑔𝑖/(ℎ𝑖𝑝𝑖) for 𝑞𝑖 > 0. (86)

While, by (53), since 𝑞𝑖 ↓ 0, we have that,

𝑝𝑖 ≈ ඥ𝜖𝑁𝑖/(ℎ𝑖𝜔) for 𝑞𝑖 > 0. (87)

By (14), 𝑝𝑖 = ඥ𝜖𝑁𝑖/(ℎ𝑖𝜔) for 𝑞𝑖 = 0. This, (87) and the
fact that 𝑝 ∈ 𝒫 implies (41).
Substituting (87) into (86) implies (42), and the result fol‑
lows.

9.11 Proof of Proposition 9
By (8), since 𝑝 ∈ 𝒫, the equilibrium strategies are deϐined
by ratio 𝑃/𝜖, and the result follows.
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9.12 Proof of Proposition 10
First note that procedure Ω(𝜈) reϐlects the bisection
method to solve equation 𝑃(𝜔, 𝜈) = 𝑃 for a ϐixed 𝜈.
By Proposition 2, this procedure converges. Procedure
Strategies() reϐlects the bisection method to solve equa‑
tion �̃�(Ω(𝜈), 𝜈)−𝑄𝜈 = 0.ByProposition 3, this procedure
also converges. Thus, Algorithm 1 converges as a super‑
position of two converging procedures.
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