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Abstract – A new paradigm called the Internet of MetaMaterial Things (IoMMT) is introduced in this paper where artificial materials with real-time tunable physical properties can be interconnected to form a network to realize communication through software-controlled electromagnetic, acoustic, and mechanical energy waves. The IoMMT will significantly enrich the Internet of Things ecosystem by connecting anything at any place by optimizing the physical energy propagation between the metamaterial devices during their lifetime, via “eco-firmware” updates. First, the means for abstracting the complex physics behind these materials are explored, showing their integration into the IoT world. Subsequently, two novel software categories for the material things are proposed, namely the metamaterial Application Programming Interface and Metamaterial Middleware, which will be in charge of the application and physical domains, respectively. Regarding the API, the paper provides the data model and workflows for obtaining and setting the physical properties of a material via callbacks. The Metamaterial Middleware is tasked with matching these callbacks to the corresponding material-altering actuations through embedded elements. Furthermore, a full stack implementation of the software for the electromagnetic metamaterial case is presented and evaluated, incorporating all the aforementioned aspects. Finally, interesting extensions and envisioned use cases of the IoMMT concept are discussed.
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1. INTRODUCTION

Recent years have witnessed the advent of the Internet-of-Things (IoT), denoting the interconnection of every electronic device and the smart, orchestrated automation it entails [1]. Vehicles, smart phones, sensors, home and industrial appliances of any kind expose a functionality interface expressed in software, allowing for developers to create end-to-end workflows. As an upshot, smart buildings and even smart cities that automatically adapt, e.g., power generation, traffic and heat management to the needs of residents, have been devised in recent years. This current IoT potential stems from exposing and controlling a high-level functionality of an electronic device, such as turning on/off lights and air-conditioning units based on the time of day and temperature. This paper proposes the expansion of the IoT to the level of physical material properties, such as electrical and thermal conductivity, mechanical elasticity, and acoustic absorption. This novel direction is denoted as the Internet of MetaMaterial Things (IoMMT), and can have groundbreaking potential across many industrial sectors, as outlined in this paper. There are two key enablers for the proposed IoMMT:

Key Enabler 1:
The first key enabler of the proposed IoMMT are the metamaterials, the outcome of recent research in physics that has enabled the creation of artificial materials with real-time tunable physical properties [2, 3]. Metamaterials are based on the fundamental idea stating that the physical properties of matter stem from its atomic structure. Therefore, one can create artificially structured materials (comprising sufficiently small elementary “units” of composition and geometry) to yield any required energy manipulating behavior, including types not found in natural materials. Metamaterials manipulating electromagnetic (EM) energy were the first kind of metamaterials to be studied in depth, mainly due to the relative ease of manufacturing as low-complexity electronic boards [3].

Going beyond EM waves, the collectively termed elastodynamic metamaterials can manipulate acoustic, mechanical and structural waves, whereas thermodynamic and quantum-mechanic metamaterials have also been postulated [4]. Elastodynamic metamaterials, empowered by recent advances in nano- and micro-fabrication (e.g. additive manufacturing/3D printing), can exhibit effective/macroscopic nonphysical properties such as tunable stiffness and absorption/reflection, extreme mass-volume ratios, negative sonic refraction, etc [5]. Their cell-size spans several length scales, depending on the application: acoustic cloaking/ anisotropy/isolation, ultra-lightweight and resilient materials, devices for medical/surgical applications and food/drug adminis-
tation, MEMS, anti-seismic structures, etc. Tunability of elastodynamic metamaterials can be achieved with electric, magnetic, optical, thermal or chemical stimuli. In a nutshell, their operation is as follows: Impinging EM waves create inductive currents over the material, which can be modified by tuning the actuator elements within it (e.g., simple switches) accordingly. The Huygens principle states that any EM wavefront departing from a surface can be traced back to an equivalent current distribution over a surface [3]. Thus, in principle, metamaterials can produce any custom departing EM wave as a response to any impinging wave, just by tuning the state of embedded switches/actuators. Such EM interactions are shown in Fig. 1 (on the right side). The same principle of operation applies to mechanical, acoustic and thermal metamaterials [6].

**Key Enabler 2:**
The second key enabler of the IoMMT is the concept of networked metamaterials. These will come with an application programming interface (API), an accompanying software middleware and a network integration architecture that enable the hosting of any kind of energy manipulation over a metamaterial in real time (e.g., steering, absorbing, splitting of EM, mechanical, thermal or acoustic waves), via simple software callbacks executed from a standard PC (desktop or laptop), while abstracting the underlying physics. The goal is to constitute the IoMMT directly accessible to the IoT and software development industries, without caring for the intrinsic and potentially complicated physical principles. Regarding the IoMMT potential, large scale deployments of EM metamaterials in indoor setups have introduced the groundbreaking concept of programmable/intelligent wireless environment (Fig. 2) [7]. By coating all major surfaces in a space (e.g., indoors) with EM metamaterials, the wireless propagation can be controlled and customized via software. As detailed in [7] this can enable the mitigation of path loss, fading and Doppler phenomena, while also allowing waves to follow improbable air-routes to avoid eavesdroppers (a type of physical-layer security). In cases where the device beamforming and the EM metamaterials in the space are orchestrated together, intelligent wireless environments can attain previously unattainable communication quality and wireless power transfer [7].

Extending the EM case, we envision the generalized IoMMT deployed as structural parts of products, as shown in Fig. 3:

- EM interference and unwanted emissions can be harvested by IoMM-coated walls and be transformed back to usable EM or mechanical energy.
- Thermoelectric and mechanical metamaterials can micro-manage emanated heat and vibrations from devices, such as any kind of motor, to recycle it as energy while effectively cooling it. The same principle can be applied to a smart household or a noisy factory.

Assuming a central controller to optimize a given IoMMT deployment allows for further potential. For instance, one can allow for quickly “patching” of overlooked physical aspects (e.g., poor ecological performance) of IoMM-enabled products during operation, without overburdening the product design phase with such concerns. The “patching” may also be deferred in the form of “eco-firmware”, distributed via the Internet to ecologically tune a single product or horizontal sets of products.

In this context, the principal contributions of the paper are as follows:

- We propose the concept of the IoMMT and discuss
its architecture and interoperability with existing network infrastructures.

- We define two novel categories of software: the Metamaterial API and the Metamaterial Middleware, which enable any software developer to interact with a set of networked metamaterials, in a physics-agnostic manner. We establish the data models, workflows, and test bed processes required for profiling and, subsequently, componentizing metamaterials.

- We present an implemented and experimentally verified version of the metamaterial API and the Metamaterial Middleware for the EM case.

- We highlight promising, new applications empowered by the featured IoMMT concept.

In this aspect, the potential of our IoMMT paradigm is the first to offer true control over the energy propagation within a space, in every physical domain, i.e., for any physical material property and corresponding information-carrying wave. For instance, control over the equivalent RLC parameters of an electric load controls the power that can be delivered to it by an EM wave. Moreover, the presented software is a mature prototype platform for the development of IoMMT applications. This constitutes a major leap towards a new research direction. On the other hand, other research directions have proposed and explored the Internet of NanoThings [9]. Although similarly named, these directions are not related to the IoMMT, as they are about embedding nano-sized computers into materials in order to augment the penetration level of applications (e.g., sense structural, temperature, humidity changes within a material, rather than just over it, etc.), and not to control the energy propagation within them.

The remainder of this paper is organized as follows, devoting a section to each of the principal contributions of our work. In Section 2 we provide the related work overview and the necessary prerequisite knowledge for networked metamaterial. In Section 3 we present the architecture for integrating the IoMMT in existing Software-Defined Networks (SDNs) and systems. In Section 4 we present the novel metamaterial API, and Section 5 follows with the description of the Metamaterial Middleware and its assorted workflows. In Section 6 we present the implemented version of the software for the EM metamaterial case, along with a description of the employed evaluation test bed. Finally, novel realistic applications enabled with our new paradigm are discussed in Section 7, and we conclude the paper in Section 8.

2. PREREQUISITES AND RELATED WORK

Metamaterials are simple structures that are created by periodically repeating a basic structure, called a cell or a meta-atom [3]. Some examples across physical domains are shown in Fig. 4. The planar (2D) assemblies of meta-atoms, known as metasurfaces, are of particular interest currently [10, 11]. For instance, EM are currently heavily investigated by the electromagnetic/high-frequency community, for novel communications, sensing and energy applications [12–14]. A notable trait of metamaterials is that they are simple structures and, therefore, there exists a variety of techniques for generally low-cost and scalable production [3]. The techniques such as printed circuit boards, flexible materials such as Kapton, 3D printing, Large Area Electronics, bio-skins and microfluidics have been successfully employed for manufacturing [3]. In each physical domain, a properly configured metamaterial has the capacity to steer and focus an incoming energy wave towards an arbitrary direction or even completely absorb the impinging power. In the EM case this capability can be exploited for advanced wireless communications [7, 15–19], offering substantially increased
our paper focuses more on the networking approaches for metamaterials, which has only been treated in our previous work [8], and only for the EM case. Finally, the work of Chen et al. [27] also advocates for the use of metamaterial in any physical domain for distributed energy harvesting, e.g., in a smart house or a city. However, software enablers and networking considerations are not discussed or solved in [27]. Moreover, the energy manipulation type is restricted to harvesting which can be viewed as a subset of our proposed IoMMT potential.

Metamaterials: Principles of Operation, Classification and Supported Functionalities

A conceptual metamaterial is illustrated in Fig. 5 [3]. Basically, a metamaterial consists of periodically repeated meta-atoms arranged in a 3D grid layout, with the metasurfaces being a sub-case. In particular, unit cells comprise passive and tunable parts, required in reconfigurable metamaterials as well as optional integrated sensory circuits, which can extract information of the incident energy wave. Furthermore, tunable parts are crucial for metamaterials, as they enable reconfigurability and switching between different functions. For illustration, in EM metasurfaces at microwave frequencies, the tunable parts embedded inside the unit cells can be voltage-controlled resistors (varistors) and/or capacitors (varactors), micro-electromechanical switches (MEMS), to name a few [3, 19].

On the other hand, in mechanical and acoustic metamaterials, the tunable parts can be micro-springs with a tunable elasticity rate [28, 29]. The meta-atoms may also form larger groups, called super-atoms or supercells, repeated in specific patterns that can serve more complex functionalities, as discussed later in this paper.

Lastly, the software-defined metamaterials include a gateway [7], i.e., an on-board computer, whose main tasks are to: i) power the whole device and ii) control (get/set) the state of the embedded tunable elements, iii) interoperate with the embedded sensors, and iv) interconnect with the outside world, using well-known legacy networks and protocol stacks (e.g., Ethernet).

The relative size of a meta-atom compared to the wavelength of the excitation (impinging wave) defines the energy manipulation precision and efficiency of a metamaterial. For example, EM metasurfaces share many common attributes with classic antenna-arrays and reflectarrays. Antenna arrays can be viewed as independently operating antennas, being very effective for coarse beam steering as a whole. Reflect-arrays typically consist of smaller elements (still subwavelength), permitting more fine-grained beam steering and a very coarse polarization control. Metamaterials comprise orders of magnitude smaller meta-atoms, and may also include tunable elements and sensors. Their meta-atoms are generally considered tiny with regard to the exciting wavelength, hence allowing full control over the form of the departing energy wave.

Fig. 4 – Energy manipulation domains of artificial materials: (a) Electromagnetic [20] (b) Mechanical [21] (c) Acoustic [22] (d) Thermoelectric [23].

bandwidth and security between two communicating parties.

The potential stemming from interconnected metamaterials has begun to be studied only recently [8]. The perspective networking architecture and protocols [7, 8], metamaterial control latency models [24], and smart environment orchestration issues have been recently studied for the EM case [25, 26].

Notably, a similarly named concept, i.e., the Internet of NanoThings [9], was recently proposed to refer to materials with embedded, nano-sized computing and communicating elements. In general, these materials are derived from miniaturizing electronic elements and placing them over or embedding them into fabrics and gadgets, to increase their application-layer capabilities.

For instance, this could make a glass window become a giant, self-powered touchpad for another IoT device. Originally, the concept of software-defined metasurfaces was based on the nano-IoT as the actuation/control enabler [17]. Nano-devices can indeed act as the controllers governing the state of the active cells, offering manufacturing versatility and extreme energy efficiency. Nonetheless, until nano-IoT becomes a mainstream technology, other approaches can be adopted for manufacturing software-defined metasurfaces, as reported in the related physics-oriented literature [6]. It is also noted that nano-IoT as a general concept is about embedding nano-sized computers into materials in order to augment the penetration level of applications (e.g., sense structural, temperature, humidity changes within a material, rather than just over it, etc.), and not specifically to control the energy propagation within them.

In contrast, our work refers specifically to the case of metamaterials and the capabilities they offer for the manipulation of energy across physical domains. Moreover, our paper introduces the software enablers for this direction, which has not been proposed before.
Regardless of their geometry and composition, the operating principle of metamaterials remains the same. As depicted in Fig. 5, an impinging wave of any physical nature (e.g., EM, mechanical, acoustic, thermal) excites the surface elements of a metamaterial, initiating a spatial distribution of energy over and within it. We will call this distribution “exciting-source”. On the other hand, well-known and cross-domain principles state that any energy wavefront, which we demand to be emitted by the metamaterial as a response to the excitation, can be traced back to a corresponding surface energy distribution denoted as “producing-source” [3, 6]. Therefore, a metamaterial configures its tunable elements to create a circuit that morphs the exciting-source into the producing-source. In this way, a metamaterial with high meta-atom density can perform any kind of energy wave manipulation that respects the energy preservation principle. Arguably, the electromagnetism constitutes a very complex energy type to describe and, as a consequence, manipulate in this manner, as it is described by two dependent vectors (electric and magnetic field) as well as their relative orientation in space, i.e. polarization (mechanical, acoustic and thermal waves can be described by a single scalar field in space). As such, incoming EM waves can be treated in more ways than other energy types. The common types of EM wave manipulation via metamaterials, reported in the literature [3], can designate a set of high-level functionality types as follows:

- Amplitude: Filtering (band-stop, -pass), absorption.
- Polarization: Waveplates (polarization conversion, modulation).
- Wavefront: Steering (reflecting or refracting), splitting, focusing, collimating, beamforming, scattering.
- Bandwidth: Filtering.
- Modulation: Requires embedded actuators that can switch states fast enough to yield the targeted modulation type [30].
- Frequency: Filtering, channel conversion.
- Doppler effect mitigation and non-linear effects [8].

Additionally, sensing impinging waves may be considered one of the above functionalities and, as an outcome, the embedded sensors can extract information of any of the above parameters related to the incident wave. In this aspect, the role of the contributed metamaterial API is to model these manipulation types into a library of software callbacks with appropriate parameters. Then, for each callback and assorted parameters, the Metamaterial Middleware produces the corresponding states of the embedded tunable elements that indeed yield the required energy manipulation type. In other words, a metamaterial coupled with an API and a Metamaterial Middleware can be viewed as a hypervisor that can host metamaterial functionalities upon user request [8].

In the following, we focus on EM metamaterials which, as described, yield the richest API and most complex Metamaterial Middleware. The expansion to other energy domains is discussed via derivation in Section 7.
3. NETWORKED METAMATERIALS AND SDN WORKFLOWS

Many metamaterials deployed within an environment can be networked through their gateways. This means that they may become centrally monitored and configured via a server/access point in order to serve a particular end objective.

An example is given in Fig. 6, where a set of metamaterials is designed with the proper commands for energy wave steering and focusing, in order to route the energy waves exchanged between two wireless users, thus avoiding obstacles or eavesdroppers. Other applications include wireless power transfer and wireless channel customization for an advanced quality of service (QoS) [7, 13]. Such a space, where energy propagation becomes software-defined via metamaterials is called a programmable wireless environment (PWE) [8].

As shown in [7], the PWE architecture is based on the software-defined networking (SDN) principles. The PWE server is implemented within an SDN controller [31]; the southbound interface abstracts the metamaterial hardware, treating metamaterial devices as networking equipment that can route energy waves (e.g. similar to a router, albeit with a more extended and unique parameterization.) Thus, the metamaterial API constitutes a part of the northbound SDN interface, atop of which the security, QoS and power transfer concepts can be implemented as SDN controller applications. On the other hand, the Metamaterial Middleware is part of the SDN middleware, translating metamaterial API callbacks into metamaterial hardware directives.

A notable trait of the Metamaterial Middleware is that it is divided into two parts, in terms of system deployment [32]:

1. The metamaterial manufacturing stage component, a complex, offline process requiring special metamaterial measurement and evaluation setups (discussed in Section 5), and

2. The metamaterial operation stage component, which operates in real time based on a codebook. This codebook is a database populated once by the manufacturing stage component and contains a comprehensive set of configurations for all metamaterial API callbacks, supported by a given metamaterial.

The operation stage component simply retrieves configurations from the codebook and optionally combines them as needed, using an interleaving process described in Section 5. Notably, other studies propose the use of online machine learning as a one-shot process, which can be more practical when response time is not a major concern [33]. However, in this work we propose the aforementioned separation in deployment, to ensure the fastest operation possible overall, thus covering even the most demanding cases.

It is noted that SDN is not a choice due to restrictions, but rather a choice due to compatibility. In the software-defined metasurfaces presented in this paper, a key point is the abstraction of physics via an API that allows networking logic to be reused in PWEs, without requiring a deep understanding of physics. SDN has (among other things) already introduced this separation of control logic from the underlying hardware and its administrative peculiarities. Therefore, we propose an integration of PWE within SDN to better convey the logical alignment of the two concepts.

4. APPLICATION PROGRAMMING INTERFACE FOR METAMATERIALS

In the following, we consider a metamaterial in the form of a rectangular tile. The term tile is used to refer to a practical metamaterial product unit, which can be used to cover large objects such as walls and ceilings in a floorplan.

A software process can be initiated for any metamaterial tile supporting a unique, one-to-one correspondence between its available switch element configurations and a large number of metamaterial functionalities. The metamaterial tiles in this work incorporate tunable switch elements, which dictate the response of each individual cell, locally. In this way, providing an arrangement of all the tile cells allows the tuning of the “concerted” metamaterial response of the entire tile.

Fig. 6 – SDN schematic display of the system model and the entire workflow abstraction.
Fig. 7 – (a) Case diagram of the main functions supported by the three basic entities. Tasks highlighted with the database icon indicate that a set of data is to be retrieved from the Configuration Database. (b) Wavefront description in data object format. (c) A simplified overview of the structure of the Configuration Database. The <Tile> table hosts all information regarding a tile’s physical implementation. The <Functionality> table combines a set of metamaterial parameters to define new functionalities. Both tables are combined in the <Configuration> table with a set of entries from the <States> table to compose a new configuration that supports the functionality FID on tile TID (VID refers to an entry in the table <Variables>).
In this section, we present the API that grants access to the tile’s metamaterial applications by defining an abstract representation of the metamaterial, its switch element configurations and their respective functionalities. Specifically, the API resides between a user, operating a common PC (desktop, smartphone, etc.) and a tile gateway, linked to the network of switch element controllers. The case diagram of the proposed concept, presented in Fig. 7(a), involves the following main entities:

- A Configuration Database which stores all information regarding the tiles, the switch element configurations, and their corresponding functionalities.
- A User which initiates all API callbacks through either the source code or button click events in the Graphical User Interface (GUI).
- The HyperSurface Gateway which represents the electronic controller of the hardware.
- An Interrupt handling service which acts as a persistent daemon, receiving and dispatching commands to the Hypersurface Gateway.

4.1 Data Structures of the Metamaterial API

In the configuration Database (DB), each tile is associated with an element array \( S \) that represents all possible arrangements of switch element states on the metamaterial under study. Each switch element is represented by either a discrete or a continuous variable, creating a mathematical space of \( V_1 \times N \times M + \cdots + V_n \times N \times M \) dimensions, where \( V_i \) is the number of elements of the same type (e.g. capacitors) and \( N,M \) the number of unit cells towards the two perpendicular directions. Furthermore, every object in this space corresponds to a different state of \( S \) and therefore a different configuration. As an example, a tile with two controllable resistive and one diode elements per unit cell is parameterized by a \( 2 \times N \times M + 1 \times N \times M \) array, where the first and second sets span a continuous \([R_{\text{min}}, \ldots, R_{\text{max}}]\) and a discrete \([0,1]\) range, respectively. In this case, 0 and 1 correspond to the OFF and ON states of the diode. This representation will then acquire the following form

\[
F \leftarrow [(d_1, d_2, i_1)_{n=1, \ldots, (d_1, d_2, i_1)_{n=N \times M}]} (1)
\]

where \( d_1, d_2 \) are double-type variables, \( i_1 \) is an integer variable, and \( F \) is the appointed functionality. The primitive data types of all variables should be selected so as to minimize the total parameter space of combined states without any loss of relevant information. This lays a better optimized communication and computational burden to both the API and the Compiler, especially during the compilation process where a sizable amount of mathematical computations is required. Accordingly, all functionalities are, also, associated with their own representation and classified pertinent to their own type and defining parameters. For instance, a complex beam-splitting and polarization control operation is parameterized by a discrete variable corresponding to the number of outgoing beams, their directivity amplitudes, and an appropriate number of \((\theta, \varphi)\) pairs, indicating the steering angles. The most complex functionality can be generally described by a custom scattering pattern and represented herein by a collection of variables that indicate the reflected power towards all directions within the tile’s viewing area.

It is, also, worth noting that the data objects being passed as arguments in the callbacks are primarily descriptions of wavefronts. A simplified data structure is illustrated in Fig. 7(b). Hence, a wavefront is described by a type (string identifier), such as “Planar”, “Elliptic”, “Gaussian”, “Custom”, etc. For each type, a series of headers defines the location and attributes of the creating source (for impinging wavefronts only) as well as the coordinate system origin with respect to which all distances are measured. Moreover, the direction of arrival and departure are arrays that can be used to define multiple impinging or departing wavefronts at the same time. Notably, the information within the headers may be sufficient to produce any value of the wavefront via simply analytical means. In such cases, the data part can be left empty. In custom wavefronts, the data is populated accordingly. A mechanism for defining periodicity is supplied via the notion of ranges (i.e. coordinate ranges where the energy field is approximately equal), to potentially limit the size of the overall data object.

The parameters that represent the functionalities and configurations of a tile constitute the set of variables that are exposed to the programmer through the metamaterial API. They are organized in a unified manner within the Database, as shown in Fig. 7(c) which provides an illustration of the unique association between all primary tables. Particularly, the \(<\text{Tile}>\) table stores all information of a tile’s hardware implementation, such as the number of variables per unit cell and the type of switch elements. The \(<\text{Functionality}>\) table stores the representation scheme described in subsection 2 for all available metamaterial functionalities. Each parameter associated with a functionality is organized in a separate table, including a table that stores an identification variable representing the type of functionality. This table ID enumerates all possible operations supported by the tile, including full power absorption, wavefront manipulation (steering, splitting, etc.), and wavefront sensing. Finally, the \(<\text{Configuration}>\) table combines, in an exclusive manner, both primary tables \(<\text{Tile}>\) and \(<\text{Functionality}>\) to link each stored functionality with a specific set of switch element states, acquired from the pool of available entries in the secondary table \(<\text{States}>\).

4.2 API Callbacks and Event Handling

Using the Database as a reference point, the API is responsible for interpreting a configuration array to the
proper set of hardware commands, when a suitable callback is executed. In general, an API callback can refer to a number of common requests such as:

- Detect the number and type of accessible tiles in the environment.
- Get the current state of all switch elements or set them to a specific configuration.
- Check the health status and handle interrupts from the tiles or the Database.

Prior to any other callback, the API follows an initiation process, while the software detects all presently active and connected (discoverable) tiles by broadcasting a corresponding network message. The tiles report their location and a unique identifier, e.g., a fixed value, that associates all tiles with the same hardware specifications. The API validates the support of the active tiles by checking if the identifier exists in the tile list present in the database. It then, retrieves the switch element arrays that correspond to these tiles and remains idle until a new "get" or "set" request is received for a currently active or new configuration, respectively. This means that the API is now open to receive new functionality requests from a user, physically operating the software, or generate its own requests by reacting to unexpected changes in the environment of devices linked to the MS network. When a new functionality request is received, the API retrieves one of the available configurations from the Database and translates it to a proper set of element states on an active metamaterial tile. The corresponding API callback process is illustrated in Fig. 8. In particular, the Caller (user) executes a metamaterial Function Deployment request, which, in turn, invokes the Configuration Resolver, identifying a tile that supports the requested functionality. Next, the resolver queries the Database and returns a configuration that matches the intended metamaterial application, looking for a proper entry in the <Configuration> table. The API creates a string command, using the tile identifier and a hardware representation of the element state variables, which is then, conveyed to the tile Gateway using the corresponding protocol. This notifies the intra-tile control network to assign the switch element states to their suitable values. Finally, feedback from a successful or failed configuration setup is received from the tile, notifying the user. The state of the newly set configuration is evaluated through either the identification of failed or unresponsive switches, or by activating the sensing app, in controlled conditions, as a self-diagnosing tool for the tile.

A more advanced API callback may involve the assignment of a secondary or supplementary functionality, on top of an already existing operation. For instance, the Metamaterial Middleware may receive independent requests from different users to steer the wavefront of several point power sources (i.e., the users’ cellphones) towards the direction of a single nearby network hotspot. This can be handled by the API in many ways. In the case where several tiles are present in the environment, each tile can be repurposed to host a separate functionality, distributing all users to their own active tiles. When this is not feasible, the API can divide a single tile into separate areas and associate the respective element switches to different configurations (the division is usually performed in equal-sized rectangular patterns, but interlacing can, also, be used). Lastly, two functionalities can be combined into a single one, when a corresponding physical interpretation exists. For example, two separate steering operations, from the same source, may be combined into a single dual-splitting operation, expressed by a single unified pattern on the metamaterial.

In other cases, the configuration resolver may need to combine several functionalities to produce a special new application. This occurs when a functionality is parameterized by a continuous variable (e.g., a steering angle), while the Metamaterial Middleware can evaluate and store only a finite number of entries in the database. In such a scenario, the resolver seeks the two closest matching entries through an appropriate minimization function (e.g., for a beam-steering operation, the minimum distance between the requested and currently stored steering angles), whereas performing an interpolation of the switch state values.

---

**Fig. 8** - A metamaterial Function Deployment request initiates an API callback on the tile (TID). The Configuration Resolver seeks an appropriate configuration that supports the selected functionality (FID). The matrix of states is conveyed to the Hypersurface Gateway, where it is translated to a set of corresponding hardware states.
5. THE METAMATERIAL MIDDLEWARE

For the metamaterial to be reconfigured between different functionalities, a physical mechanism for locally tuning each unit cell response must be infused [8]. In the context of the present work, we assume that the response of the unit cells is controlled by variable impedance loads connected to the front side metallization layer of the metamaterial, where structures such as the resonant patch pair resides [3]. The loads are complex valued variables, comprising resistors and capacitors or inductors. The value of the $i$-th load, $Z_i = R_i + jX_i$, comprises two parameters: its resistance ($R_i > 0$) and reactance ($X_i = -/(\omega C_i)^{-1}$ or $X_i = +/(\omega L_i)^{-1}$), for capacitive and inductive loads, respectively. The loads are, thus, electromagnetically connected to the surface impedance of the “unloaded” unit cell and, by tuning their values, we can regulate the unit cell response, e.g., the amplitude and phase of its reflection coefficient. The latter is a natural function of frequency and incoming ray direction and polarization. When the metamaterial unit cells are properly “orchestrated” by means of tuning the attached ($R_i$, $X_i$) loads, the desired functionality (global response) of the metamaterial is attained.

In the most rigorous approach, the metamaterial response can be computed by full-wave simulations, which implement Maxwell’s laws, given the geometry and metamaterial properties of the structure as well as a complex vector excitation, i.e. the impinging wave polarization and wavefront shape (phase and amplitude profile). The full-wave simulation captures the entire physical problem and, hence, does not require a metamaterial-level abstraction for the structure. Frequency-domain solvers, which assume linear media and harmonic excitation (i.e. the same frequency component in both the excitation and the response), are the prime candidates for full-wave simulation. They typically discretize the structure’s volumes or surfaces at a minimum of $\lambda/10$ resolution, formulate the problem with an appropriate method (e.g. the finite-element or the boundary-element method) and, then, numerically solve a large sparse or full-array system to compute the response, in our case, the scattered field. Conversely, time-domain solvers assume a pulsed excitation, covering a predefined spectral bandwidth and iteratively propagate it across the structure, solving Maxwell’s equations to compute its response; they, typically, require a dense discretization of the structure, e.g. a minimum of $\lambda/20$ resolution. From this process, it becomes evident that metamaterial with a wide aperture, i.e. spanning over several wavelengths along the maximum dimension, require high computational resources in the full-wave regime, scaling linearly, when parametric simulations need to be performed to optimize the structure and/or the response. For instance, broadband simulation for the response of a unit cell of volume ($\lambda^3/2$) on a contemporary desktop computer could take several minutes, especially if the cell includes fine subwavelength features. The memory and CPU resources scale-up linearly for metasurfaces comprising hundreds of thousands of unit cells. Moreover, full-wave simulations do not explicitly unveil the underlying principles that govern the metamaterial functionality.

5.1 Functionality Optimization Workflow: Metamaterial Modeling and State Calibration

In this section we establish the optimization workflow of Fig. 9 that drives the calibration process of the metamaterial via an appropriate approximation model. Here calibration denotes the matching of actual active element states (e.g., the states of a tunable varactor) to the corresponding model parameter values (e.g., phase difference per cell in the reflectarray model). In this workflow, the optical scattering response is initially investigated and, then, the solution is hill-climbed via an optimization loop relying on either field measurements or full-wave simulations. The approximate models are as follows.

The simplest model is the phased antenna-array analysis, where each single unit cell is treated as an independent antenna, excited by a single impinging ray and...
emitting a single ray in response, with a local phase and amplitude alteration. Assuming a metamaterial consisting of $M \times N$ unit cells, the scattered $E$-field complex amplitude pattern at a given frequency can be calculated by the envelope (coherent superposition) of all rays scattered from the metamaterial [2]

$$E(\theta, \varphi) = \sum_{m=1}^{M} \sum_{n=1}^{N} A_{mn} e^{j\alpha_{mn}} f_{mn}(\theta_{mn}, \varphi_{mn}) \cdot \Gamma_{mn} e^{j\gamma_{mn}} f_{mn}(\theta, \varphi) e^{j\Phi_{mn}(\theta, \varphi)}. \quad (2)$$

In (2), $\varphi$ and $\theta$ are the azimuth and elevation angles in the scattering direction, $(\theta_{mn}, \varphi_{mn})$ denotes the direction of the wavefront `ray’ incident on the $mn$-th cell, $A_{mn}$ and $\alpha_{mn}$ are the amplitude and phase of the incident wavefront on the $mn$-th cell, $\Gamma_{mn}$ and $\gamma_{mn}$ form the reflection coefficient (amplitude and phase) of the $mn$-th cell, while $f_{mn}$ defines the scattering pattern of the $mn$-th cell, which, according to reciprocity, is identical for the incident and scattered direction, and, in this work, is assumed that $f_{mn}(\theta, \varphi) = \cos(\theta)$. Finally, $\Phi_{mn}(\theta, \varphi)$ is the phase shift in the $mn$-th cell stemming from its geometrical placement, as

$$\Phi_{mn}(\theta, \varphi) = k \sin \theta [d_x m \cos \varphi + d_y n \sin \varphi] + \phi_0(\theta, \varphi), \quad (3)$$

where $d_{x,y}$ are the rectangular unit-cell lateral dimensions, $k = 2\pi/\lambda$ is the wavenumber in the medium enclosing the metamaterial, and $\phi_0$ is the reference phase denoting the spherical coordinate system center, typically in the middle of the metamaterial aperture. Given a uniform, single-frequency impinging wave, any departing wavefront is essentially a Fourier composition of the individual meta-atom responses. Thus, we can, also, calculate the meta-atom amplitudes $\Gamma_{mn}$ and phases $\gamma_{mn}$ that yield a desired departing wavefront, by applying an inverse Fourier transform, as elaborately discussed in [2]. The calculated $\Gamma_{mn}$ and $\gamma_{mn}$ values must be mapped to the $R_i$ and $X_i$ values that generate them, since the latter are the actual tunable metamaterial parameters. This process requires a set of simulations yet it can be automated: existing model calibration techniques, such as the Regression and Goodness of Fit can be employed [34].

The shortcoming of the antenna-array approach is that the coupling between adjacent unit cells (e.g., compare against Fig. 5) is not properly accounted for, which can result to model imprecision [2]. To this aim, the Metamaterial Middleware user is presented with an alternative model. It utilizes the phased array and equivalent circuit model, which assumes not only the transmitting-responding antenna per meta-atom, but, also, circuit elements that interconnect them and account for the cross-meta-atom metamaterial interactions. The disadvantage of this approach is that an expert needs to define this circuit model, that is generally unique per metamaterial design [3]. Once this model has been selected and provided in the proper format, the optimization workflow of Fig. 9 continues, once again, with the calibration phase, which is identical as before. The key difference and merit is that the calibration is, now, extremely precise with regard to the full-wave simulations, while it takes much less time to complete, as detailed in the corresponding study of [2].

An intermediate solution, combining the precision of the circuit model and the automation of the antenna-array model, is an equivalent propagation model, mentioned here for the sake of completion. The main idea is to introduce a generic mechanism to capture the cross-interactions among meta-atoms (as opposed to the strict, physics-derived nature of the circuit model) and then proceed with automatic model calibration, avoiding the need for expert input. The equivalent ray model uses a neural network approach as the generic cross-talk descriptor [35]. A short summary is as follows. Each meta-atom is mapped to a neural network node, and the locally impinging wave amplitude and phase are its inputs. Then, we close this layer (omitting the inputs) and form a number of intermediate, fully connected layers (usually 3-5), thereby emulating a recurrent network with a finite number of steps. We define links per node (shared among all node clones), which define an alteration of the local phase and amplitude, and its distribution to other neighboring meta-atoms/nodes. Next, we proceed to calibrate the model via feed-forward/back-propagation, thereby obtaining a match between $R$, $X$, $\Gamma_{mn}$, and $\gamma_{mn}$ values. Nonetheless, despite its automated nature, a major drawback of this model is the need for considerable computational resources, without which the model loses its value, since it becomes restricted only to very simple metamaterial designs.

Since computational complexity is a concern regardless of the chosen model, the Metamaterial Middleware workflow allows the user to define solution reduction across three directions. First, meta-atoms may be grouped into periodically repeated super-cells. Thus, the optimization workflow needs only to optimize the configuration parameters of a super-cell, as opposed to optimizing the complete metamaterial. Second, the range of possible $R$ and $X$ values per meta-atom can be discretized into regular or irregular steps, reducing the solution space further. Finally, some $R$ and $X$ values or ranges can be discarded due to the physical nature of the optimization request. For instance, if we seek to optimize a wave steering approach with an emphasis on minimal losses over the metamaterial (maximum reflection amplitude), the Ohmic resistance $R$ needs to receive its boundary value. On a related track, machine learning-based approaches can quickly estimate the performance deriving from one set of $R$ and $X$ values, thereby discarding non-promising ones and accelerating convergence [36].

\[1\text{Notably, contemporary optimization engines already incorporate equivalents to this direction, as they are able to detect strongly and loosely connected inputs/outputs [34].}\]
Subsequently, the Metamaterial Middleware workflow moves to the optimization stage, where it attempts to hill-climb the initial solution detected via any of the described approximate models. At this point, the workflow is compatible to any modern optimization engine, which receives an input solution and outputs one or more proposed improvements upon it at each iteration. Herein, we stress the existence of engines that, also, incorporate machine learning mechanisms, to accelerate the optimization cycle [34]. The optimization can be based either on full-wave simulations or a real measurement test bed, described in Section 6. The optimization metric can be any reduction of the produced departing wavefront. Various metrics relevant to antenna and propagation theory may be extracted, namely: the number of main lobes (beam directions), the directivity of main lobes, the side (parasitic) lobes and their levels, the beam widths, etc. Such metrics can be used to quantify the metamaterial performance for the requested functionality, e.g. the main lobe directivity and beam width measures how “well” a metamaterial steers an incoming wavefront to a desired outgoing direction. Lastly, the hill-climbed metamaterial configuration pertaining to the metamaterial API callback is stored into a database for any future use by metamaterial users. Finally, we note that multiple simultaneous functionalities can be supported by interlacing different scattering profiles across the metamaterial. In general, this is performed by spatially mixing the profiles in phasor form

\[ A_{mn} e^{j\alpha_{mn}} = \sum_{c=1}^{N_c} A_{c,mn} e^{j\alpha_{c,mn}}, \]  

where \( c \) iterates over single, "low-level" functionalities and \( n, m \) are the unit cell indices. Typically, low-level functionalities correspond to simple beam steering operations, which are produced exclusively by phase variations on the metamaterial \( (A_{mn} = 1) \). In this case, a "high-level" functionality will correspond to a multi-splitting operation with variable spatial distribution of \( A_{mn} \) amplitude, raising the hardware requirements for the metamaterial. Therefore, a metamaterial with no absorption capabilities (and thus no control over \( A_{mn} \)) will have limited access to high-level operations, unless a mathematical approximation is to be applied, skewing the scattering response from its ideal state. As discussed in Section 6, a method for minimizing amplitude variations has been successfully investigated by increasing the number of secondary parasitic lobes. Such a problem can be easily reformulated into an optimization task, where an optimal match to the ideal high-level operation can be pursued under specific constraints (e.g. \( A_{mn} > \text{const.}, \forall m,n \)).

5.2 The Metamaterial Functionality Profiler

The optimization workflow of Fig. 9 opts for the best metamaterial configuration for a given, specific pair of impinging and departing wavefronts. However, in real deployments, it is not certain that a metamaterial will always be illuminated by the intended wavefront [24]. For instance, user mobility can alter the impinging wavefront in a manner that has limited relation to the intended one and, consequently, to the running metamaterial configuration. As such, there is a need for fully profiling a metamaterial, i.e. calculate and cache its expected response for each intended metamaterial configuration, but, also, for each possible (matching or not) impinging wavefront of interest. This profiling process is outlined in Fig. 10.

The profiling process begins by querying the existing cache (part of the DB) or trained model for the given metamaterial and an estimation (or existing calculated outcome) of the expected metamaterial response for a given impinging wave. If it exists, this response is stored into a separate profile entry for the metamaterial in the Metamaterial Middleware DB2. If the response needs to be calculated anew, the process proceeds with either an analysis-, simulation- or measurement-driven evaluation. Therefore, the choice is given as a means to facilitate the expert into reducing the required computational time, as allowed per case. Then, the profiler proceeds to, also, calculate all possible reductions of the departing wavefront, e.g. the number of main lobes (beam directions), the directivity of the main lobes, the side (parasitic) lobes and their levels, the beam widths, etc.

2In case of an estimated response, the user has control over the process to filter out estimations with low confidence. However, the selected estimation engine must be able to provide a confidence degree for this automation.
6. SOFTWARE IMPLEMENTATION AND EVALUATION

Employing the concepts of the previous sections, we developed a complete Java implementation of the described software. The software is subdivided into two integral modules: i) an implementation of the metamaterial API that handles the communication and allocation of existing configurations and ii) the Metamaterial Middleware that populates the configuration DB with new data (new tiles, configurations, and functionalities). The Metamaterial Middleware incorporates a full GUI environment, guiding the user through a step-by-step process to produce new configurations. It utilizes all available theoretical and computational tools for the accurate characterization of a metamaterial tile. Furthermore, it offers direct access to the configuration DB, manually, via a custom-made Structured Query Language (SQL) manager or through the automated process following a successful metamaterial characterization. Through this process, all the necessary data related to a newly produced configuration become explicitly available to the API.

A microwave metasurface was selected to demonstrate the capabilities of the developed concepts and methods for software-tunable metamaterials. We adapted the design of [37], where a set of RF diodes can be employed to toggle the reflection-phase of each cell between 16 states. We numerically extracted the response of the metasurface (i.e., its scattering pattern) and finally used the developed software to demonstrate how the metasurface response can be controlled. For the practical demonstration of the developed software in the same measurement environment (anechoic chamber) with a simpler, 1-bit metasurface hardware, we redirect the reader to [20, 30], since the hardware manufacturing topic is quite extensive and clearly beyond the software aspects that constitute the focus of this paper.

In the following, we list and comprehensively describe the steps undertaken during an optimization process, as seen through the GUI environment of the Metamaterial Middleware. In summary, this process involves:

- The definition of a new unit cell structure and tile array (if required).
- The parameterization of a new functionality.
- The analytical evaluation of the scattering profile on the metamaterial for the selected functionality.
- The association of the metamaterial profile to the set of element states, through the use of numerical simulations.
- The experimental evaluation of the exported configuration through physical measurement of a metamaterial prototype. Notably, the presented software has been verified experimentally, and a full report can be found online [20].

The final storing of all configuration parameters into the configuration DB to complete the function optimization process.

In this context, Fig. 11(a) depicts all the individual steps in separate panels. If a new configuration is to be defined for a tile already present in the configuration DB, then, the first step can be skipped. Alternatively, the user must input all essential parameters of the unit cell structure, i.e. the number and type of all variables that correspond to the sum of reconfigurable metamaterial elements. The definition of a new configuration begins with the parameterization of the desired functionality (Fig. 11(a.2)). The current implementation supports plane wave or point source inputs (for far- and near-field energy sources) and a set of output options corresponding to all basic metamaterial functionalities, discussed in Section 2. Here, we select a beam splitting operation and proceed to the first main step of the characterization process.

The analytical evaluation of the energy scattering profile is performed in the software locally and in real time. During this step, the Metamaterial Middleware calculates the proper scattered field response of the impinging wave, for each unit cell at the $N \times M$ tile, via either the analytical methods of Section 5 or through an optimization process. The scattered fields are evaluated for each unit cell as a double complex variable $(A_1e^{i\phi_1}$ and $A_2e^{i\phi_2}$, magnitude and phase of the reflected TE and TM polarizations, respectively), a process physically correct under the condition that the unit cell is a subwavelength entity. This simply implies that the input of the “physical size” field in Fig. 11(a.1) must comply with this specification or a warning message will appear. In our example, the selected tile consists of binary elements (D stands for diodes), which may only control the phase of the co-polarized scattered field $(\phi_1$ term). By clicking the “View suggested” button, we analytically calculate and display $\phi_0 - \phi_1$ ($\phi_0$ is the phase of the incoming wavefront), which should give an indication of the diode states at the metamaterial. Alternatively, a similar result can be extracted by launching the metaheuristic optimizer, either via a blind optimization process (all-0 initial solution) or an assisted optimization, using the analytically evaluated profile as an initial solution. The latter practice leads to more refined results, over an analytical evaluation, by considering the finite size of the tile and the non-infinite size of the unit cell.

etc. Finally, once all required impinging wavefronts have been successfully processed, the profiling process is concluded.

It is clarified, that the middleware operations are one-time only, i.e., once the database containing the behavior profile of a metasurface is complete, it can be used in any application setting in the real world by any tile of the same type.
Fig. 11 – (a) Snapshots of the Metamaterial Middleware GUI during the metamaterial characterization process. The user may select an existing tile or create a new one by drawing its unit cell topology and variable elements within. A new functionality for this tile is assigned by selecting the desired parameters for the impinging and outgoing waves. The process begins by evaluating the scattering response profile, calculated as a phase and amplitude array for the selected metamaterial function. During the final step the Metamaterial Middleware seeks the set of optimal states that can realize the scattering response into an actual hardware configuration. (b) After a successful characterization process the configuration is saved to the DB. Herein, as an instance, a snapshot of the DB manager that was created during development of the software is presented. (c) The Metamaterial Middleware offers extensive experimental capabilities through a dedicated module. (d) Utilizing the hardware present in an anechoic chamber, the Metamaterial Middleware was able to acquire full scattering diagrams of a metamaterial tile, mounted on the available positioning equipment. The three-dimensional (3D) schematic, shown on the left, is updated live as the turntable or the positioner head rotates during a measurement or optimization process. On the right hand side, the Metamaterial Middleware host (white laptop) connects via Ethernet to the VNA (measuring the Rx/Tx antennas) and to the positioner controller.
In the final step, we seek to match the scattering field response (i.e., the \((A_1 e^{i\phi_1}, A_2 e^{i\phi_2})_{i,j}\) pairs calculated in the previous step) to the appropriate set of element states, such as the resistance \(R\) and reactance \(X\) (capacitance or inductance) of the loads, for all unit cells indexed by \(i,j\). The correspondence between the scattering response of a unit cell and its physical structure constitutes a highly complex and demanding propagation problem. Actually, the search for a proper set of states for a fully defined response constitutes an inverse problem with closed-form solutions available only for very simple unit cell types. As such, it demands the use of highly efficient optimization algorithms and strong computation power to perform the necessary numerical simulations. In our implementation, we employ a cluster of interconnected computer clients (that serve as simulation nodes) receiving instructions through a TCP/IP network from the host Metamaterial Middleware running on the main machine. In a lightweight scenario, a single-cell simulation assigned to one of the clients can be completed in less than a minute but this may grow substantially when the complexity of the design is increased. An acceptable convergence is expected to be reached within a few thousands simulation trials. In perspective, the prototype studied in this work displayed a typical evaluation time of 8 to 12 hours for a full characterization of its configuration space and all possible impinging plane waves \((\theta, \phi)\) sets) at the operation frequency of the hardware. The evaluation is performed through Algorithm 1 (see next page) whose steps are described below. Specifically, the user:

- selects one of the three options: i) a gradient based optimizer, recommended for a small number of variables (less than four), ii) a metaheuristic optimizer, recommended for a higher count of variables (more than three), and iii) a database-based optimization process that configures the proper switch-states, through simulation results already stored in the configuration DB.
- suggests a convergence limit \(Tol\) to the optimizer in the Tolerance text box for all variable targets,
- fills the IP list with all available simulation nodes and initiates a connection. All nodes will launch the installed simulation software, open the corresponding geometry model, and remain idle until further instructions are received.
- modifies, if necessary, the value range, step and initial value for each variable in the unit cell.
- begins the optimization process by clicking the “RUN” button. The software will iterate over all unit cells (from top-left \((0,0)\) to bottom-right \((N,M)\)), seeking a set of optimal values for the variables of each cell. During this sequence, each unit cell \((i,j)\) initiates an independent optimization process and a new series of simulations begins until a sufficiently close convergence to the targeted scattering field response \(S_{ij} = (A_1 e^{i\phi_1}, A_2 e^{i\phi_2})_{i,j}\) is achieved. Prior to each simulation, the optimizer looks up all entries in the associated table of the configuration DB, in case a result \((S_{ab})\) is already stored. If not, the simulation will start and the result will be stored afterwards. Over time, this process can populate the DB with enough results, making option (iii) of the initial step a highly efficient method for evaluating new functionalities for this particular tile.

By completing the previous steps, the software has successfully defined a new configuration for the chosen tile, which, now, remains to be stored in the configuration DB. Before doing so, we can apply an additional evaluation step by conducting an experimental measurement on a physical prototype (if available). Our current implementation is able to assess multi-splitting or absorption functionalities by measuring the full scattering diagram on the front metamaterial hemisphere, which can then be compared to the scattering profile produced by the software. As presented in the corresponding technical report [20], several tests with a metamaterial unit have already been successfully conducted in a fully equipped anechoic chamber (Fig. 11). This test bed incorporates a variety of algorithms, meeting individual needs for accuracy and speed for various cases of scattering response measurements (e.g., a full 3D-pattern versus a 2D-slice might be required for arbitrary lobe scattering). A simple case is outlined in Algorithm 2, where the user has previously set the appropriate parameters in the GUI (Fig. 11(c)). The GUI automates

\begin{algorithm}
\caption{Physical Element Calibration. Highlighted commands run in a separate thread.}
\begin{algorithmic}
\State Set index to \(i = 0, j = 0\)
\While index does not exceed max \(i\)
\State Get \(S_{ij}\); Get \(Tol\)
\If \(|S_{ab} - S_{ij}| < Tol\)
\While searching \(\Rightarrow S_{ab} = S_{sim}\)
\State Select node where state == free
\State Set to busy
\EndIf
\EndWhile
\EndWhile
\EndWhile
\end{algorithmic}
\end{algorithm}
Fig. 12 – (a) Element states and far-field scattering diagram of a 4-bit metamaterial array for 6 different cases. (b) Element states and scattering diagrams for triple- and quintuple-beam scattering, assuming continuously adjustable states with absorption capabilities. (c) Comparison between a tile with resistor elements (left) and a tile without (right) for an in-plane triple-beam splitting functionality. A non-uniform amplitude pattern \( A_{mn} \) can eliminate all side-lobes and provide increased security to the signal. The incident field in all cases is a vertically impinging plane wave, chosen for simplicity; yet any plane wave or point source input can be considered by a corresponding shift of the phase for each unit cell.
Algorithm 2 Evaluate Scattering Response, 3D, slow rotation case. Highlighted commands refer to HW instructions.

Set $N \leftarrow$ number of equidistant points on the hemisphere
Set $P[N] \leftarrow$ Struct of $(\theta, \phi)$ points
for all elements $i \in P$
    Send rotation command $\rightarrow$ Positioner
    (Mast - $P[i]$.theta, Head - $P[i]$.phi, Speed)
    Receive $\leftarrow$ Positioner feedback
    Refresh 3D Figure
    Send measurement command $\rightarrow$ VNA
    $E[i] = \text{Receive} \leftarrow S21$ power
    Refresh Plot graph
end for
Save $(P[i], E[i])$ to DB

the process of measuring metamaterial devices in the anechoic chamber by supporting several communication interfaces for the following equipment:

- Vector network analyzer (VNA): produces the energy signal and receives the response (i.e. $S_{21}$ parameter) from the antenna setup.

- Positioner: allows the mechanical support of the metamaterial and antenna devices. Its controller can instruct the rotation of both heads (towards $\theta, \phi$), allowing a complete characterization of the scattering profile.

- metamaterial controllers: A metamaterial hosting reconfigurable elements incorporates a communication network for the explicit control of its element states. The Metamaterial Middleware implements the proper interface for the evaluation prototypes (serial port connection, WiFi, and Bluetooth have been integrated). The same interfaces are, also, used for the metamaterial API developed in Section 4.

A supplementary note is that the final switch-state configuration can be re-evaluated using the same metaheuristic optimizer utilized in step 3 of Fig. 12(a) via actual experimental results. The optimizer starts with the software-defined configuration as an initial solution and gradually adjusts the switch-state matrices to more optimally converge to the pursued functionality under true operational conditions. The implemented algorithm follows the template of Algorithm 2, where $N$ correspond to the number of optimization variables (e.g. the number of scattering lobes) and a second for loop nests the existing loop, seeking to maximize the $\text{Sum}_{i}(E[i])$ metric.

For further evaluation purposes, we validate a number of indicative examples from the literature, based on previously measured and simulated results. Hence, Fig. 12(a) presents the optimization outcome for a 4-bit metamaterial array, which can switch over four available states per unit cell with reflection phases $(-90, 0, 90, 180)$ and full reflection amplitude ($A = 1$) [14, 38]. The outcome complies fully with the results provided by the corresponding authors, indicating that the Metamaterial Middleware may cooperate with arbitrary hardware configurations and thus be compatible with any reasonable design in a future diverse metamaterial market. Following these results, we, also, test four exclusive cases that highlight the additional capabilities of our software. In particular, Fig. 12(b) displays the results for a triple- and a quintuple-beam splitting case, while Fig. 12(c) shows the optimization outcome for an in-plane triple-beam splitting functionality. For the latter case, the integrated theoretical algorithms were able to eliminate all side lobes by suggesting a non-uniform pattern for the amplitude $A$ of the co-polarized scattered field. This particular case demands a tile with controllable absorption elements (resistors). Finally, in Fig. 13 we proceed to showcase the optimization of an arbitrary departing wavefront formation. A smiley-face shaped scattering pattern is selected as the required energy wave response of the metamaterial to a planar impinging wave. The optimization process successfully produces the required wavefront, and the corresponding metamaterial element states are shown to the right of Fig. 13.

7. DISCUSSION: THE TRANSFORMATIONAL POTENTIAL OF THE IOMMT AND FUTURE DIRECTIONS

While the potential of the IOMMT paradigm alone may be worth the investigation, here we evaluate its practical opportunities affecting the industry, the end users and the environment, namely:

- How can the IOMMT prolong the life cycle of products across deployment scales?
- How can the IOMMT help maintain a high-speed product development pace, without sacrificing ecological concerns during the product design phase?
To these ends, we believe that the concept of Circular Economy (CE) and its associated performance indices is a fitting framework for the initial exploration and evaluation of the IoMMT paradigm [39, 40]. CE seeks to make technological products reusable, repairable and recyclable across their lifetime (i.e., development, purchase, usage and disposal) by introducing cross-product and cross-manufacturer interactions. Instead of the traditional, linear order of life cycles phases, i.e., i) raw resource acquisition, ii) processing, iii) distribution, iv) use and v) disposal, the CE advocates to create links from disposal to all preceding phases, promoting i) re-processing or refurbishment, ii) redeployment and redistribution, and iii) multiple uses.

However, according to the literature [41], the CE introduces a paradoxical tension in the industry: While the industry is pressed for faster growth and, hence, a faster product development rate, CE can introduce a series of design considerations that make for a slower product development rate. In this view, the paradigm of IoMMT is by its nature impactful for the energy and ecological footprint of multiple products, across disciplines and scales.

The fact that it enables the tuning and optimization of the physical properties of matter allows for a tremendous impact both in terms of quality of service per product and scale, but also for energy savings in a horizontal manner. Moreover, the IoMMT can contribute a software-driven way for optimizing material properties. Using this new technology, the industrial players can maintain a fast-paced product design, where energy efficiency and sustainability can be upgraded programmatically via “eco-firmware” during its use, thereby off-loading the product design phase of such concerns.

An important future research direction of the IoMMT is to quantify the financial savings stemming from adopting this technique. While the Circular Economy-derived paradoxical tensions have been around for long and are hard to eradicate, IoMMT can facilitate their resolution by quantifying them, potentially aligning fast-paced marketing with environmental sustainability.

Apart from the CE line of work, future work will seek to provide the theoretical and modeling foundations of the IoMMT. Our vision, overviewed in Fig. 14, is for a full-stack study of this new concept, covering: the physical layer modeling, the inter-networking and communications layer, and the application layer.

At the physical layer, future research needs to classify and model metamaterials in a functionality-centric way, and introduce fitting Key-Performance Indicators for each offered energy manipulation type. Metasurface-internal control variations (technologies and ways of monitoring embedded active elements) can be taken into account, and aspire to deduce models covering the aspects of control data traffic, energy expenditure and feature-based manufacturing cost estimation. This will enable the creation of the first, cross-physical domain profiling and recommendation system for metamaterials, to match the requirements and specifications of any envisioned application.

Moving to the networking layer, research can follow the proposed northbound/southbound abstraction model inspired from the SDN paradigm. This will provide the necessary platform for: i) Interconnecting the IoMMT to the vast array of existing networked devices and assorted standards, models and protocols. ii) Provide the necessary software abstractions, to open the field of energy micromanagement to software developers (i.e., without specialty in Physics), enabling the energy-propagation-as-an-app paradigm. In this aspect, we also envision the need for algorithms optimizing IoMMT deployments for minimal-investment-maximal-control, and orchestrating IoMMT deployments for any set of generic energy micromanagement objective.

The control time granularity depends on the application scenario and the volatility of the factors affecting the energy propagation within an environment. In an indoors wireless communications setting, such as the one studied in [7], where the Intelligent Wireless Environment needs to continuously adapt to the position of user devices, the control granularity can be considered to be 10-25 msec (i.e., randomly walking users running a mobile application).

Finally, at the application layer research can define key-applications of the IoMMT at multiple scales, starting from the internals of equipment, such as motors, heating, cooling and insulating surfaces. This will provide the basic units for IoMMT incorporation to devices spanning home appliances (ovens, refrigerators, washers, heating and cooling units), electronics (from interference cancellation, to smart cooling) and building materials (acoustic, thermal and mechanical insulators). Various scales can be taken into consideration, from indoor (smart-house) and outdoor (city-level, ve-
hicular networks] IoMMT deployments.

8. CONCLUSION

In this paper, we pursue the systematic expansion of the concept of software-defined metamaterials by establishing the key software elements of a metamaterial network. With this goal in mind, we introduce two special categories of software, the Metamaterial Middleware, which can methodically produce novel configurations for a single metamaterial tile and the metamaterial API, which is in charge of supervising the energy propagation within a metamaterial-coated space. The two components were studied and developed autonomously, and then merged into a unified application via a common layer of abstraction.

For the API, we explored the means to interpret a metamaterial, its configuration space, and the supported energy manipulation functionalities via a group of well-defined software objects. The key objective was to successfully conceal the physical layer of the metamaterial, and only expose the essential parameters for configuring an operation. In light of this definition, the API is capable of instructing its environment to steer, focus, absorb or split the incoming signals through a simple interface, without any reference to the underlying physics.

The Metamaterial Middleware was developed by means of various theoretical and computational tools, including analytical algorithms that assess the scattering response, full-wave simulations that accurately evaluate a unit cell response, and experimental modules that can perform physical measurements of metamaterial devices. Through a step-by-step process we defined a robust characterization methodology, supporting a large set of metamaterial operations with no restriction on the specifications for the metamaterial. We also discuss the prospect of applying different optimization algorithms for each stage of the metamaterial characterization process. Finally, the evaluation of the middleware outcomes demonstrated that the IoMMT paradigm can be employed successfully within a unified framework.
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