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	Purpose
This document provides information on emerging risks associated with conversational artificial intelligence (AI) systems in relation to child and youth online safety. It highlights recent academic research, published case-based evidence and relevant ITU resolutions concerning AI interactions.
Action required
This document is transmitted to the Council Working Group on child online protection for information.
_______________
References
Resolution 214 (Rev. Bucharest, 2022) of the Plenipotentiary Conference on Artificial intelligence technologies and telecommunications/information and communication technologies
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1.0 Introduction

Artificial Intelligence (AI), as defined within the ITU framework, refers to set of methods or automated entities that together build, optimize and apply a model so that the system can, for a given set of predefined tasks, compute predictions, recommendations, or decisions[footnoteRef:1]. AI is also defined as an interdisciplinary field, usually regarded as a branch of computer science, dealing with models and systems for the performance of functions generally associated with human intelligence, such as reasoning and learning[footnoteRef:2]. [1:  ITU-T Rec. Technical Report (05/2022) XSTR-SEC-AI Guidelines for security management of using artificial intelligence technology]  [2:  Recommendation ITU-T F.748.25 (09/2023) - Requirements for speech interaction of intelligent customer services] 


Advances in computing power, data availability and machine learning have accelerated the integration of AI into digital platforms that interact directly with users. As a result, AI has evolved from primarily back-end analytical tools into front-facing technologies that increasingly mediate everyday digital interactions across sectors[footnoteRef:3]. [3:  Artificial intelligence for good] 


Within this evolution, conversational AI has emerged as a prominent category of user-facing AI. Conversational AI refers to applications, such as text- and voice-based chatbots, that engage users through natural language interfaces and generate context-aware, human-like responses. These systems are now widely deployed in online environments that may also be accessed by children and young persons[footnoteRef:4]. [4:  Andrew R. Freed, Conversational AI, Manning Publications, New York, 2021, p 7-8.] 


The human-like and persistent characteristics of conversational AI distinguish it from earlier forms of automated interaction. While these features may enhance usability and accessibility, they also raise important considerations for child and youth online safety, particularly when such systems are used in contexts involving emotional vulnerability or psychological distress.

Malaysia recognises that child online protection frameworks must continue to evolve in response to emerging digital technologies. The increasing use of conversational AI systems raises questions regarding safety-by-design, age-appropriate safeguards and developer responsibilities when such systems interact directly with children and youth. These issues fall within the scope of Resolution 214 (Rev. Bucharest, 2022), which encourages ITU and its Member States to examine opportunities and challenges associated with AI technologies deployed through telecommunications and information and communication technology (ICT) ecosystems.

2.0 [bookmark: _Hlk216688877]Background

Generative AI systems, including LLM-based chatbots, are designed to generate human-like responses by learning statistical patterns from large-scale datasets. Technical descriptions of contemporary LLM systems commonly highlight transformer-based architectures and large-scale training, with subsequent alignment techniques used to shape outputs[footnoteRef:5]. One widely known example is ChatGPT, developed by OpenAI, which has demonstrated the ability to produce coherent, context-aware and conversational responses across diverse topics through large-scale language modelling and related training approaches[footnoteRef:6]. [5:  Language Models are Few-Shot Learners]  [6:  GPT-4 Technical Report] 


The rapid adoption of conversational AI systems has been driven by their ease of access, versatility and perceived usefulness across applications such as information retrieval, education and digital assistance. At the same time, child-centred policy guidance highlights that AI systems are increasingly integrated into digital environments used by children and adolescents, and that emerging risks including emotional dependency on companion chatbots and other AI-enabled harms require robust governance and safeguards[footnoteRef:7]. [7:  Chatbots and mental health: a scoping review of reviews] 


In December 2025, UNICEF released Guidance on AI and Children 3.0[footnoteRef:8], reflecting updated evidence on children’s exposure to AI technologies and associated opportunities and risks. The guidance notes that novel risks include, among others, emotional dependency on companion chatbots and AI-generated harms, and it outlines child-centred requirements such as safety, transparency, accountability and alignment with child rights frameworks. [8:  Guidance on AI and Children ] 


3.0 Case Study: Conversational AI, Child Users and Suicide Risk

Recent investigative reporting has drawn international attention to potential risks associated with prolonged interactions between vulnerable individuals and conversational AI systems, particularly where such systems are accessed by children and adolescents. In November 2025, BBC News reported on multiple cases involving minors who developed intensive and emotionally dependent relationships with AI chatbot characters, including a widely publicised case concerning a 14-year-old boy in the United States who died by suicide following prolonged interactions with a chatbot hosted on the Character.ai platform[footnoteRef:9]. [9:  'A predator in your home': Mothers say chatbots encouraged their sons to kill themselves] 


According to the report, the child engaged in extensive private conversations with an AI chatbot modelled on a fictional character. Following his death, the child’s family discovered a large volume of chatbot messages that were emotionally intimate and, in some instances, explicit in nature. The family alleged that the chatbot encouraged emotional reliance, undermined parental authority and included statements interpreted as romanticised references to death and reunion in an afterlife. Legal proceedings were subsequently initiated against the platform operator, alleging that the chatbot’s design and responses contributed to psychological harm.

Although the specific circumstances of each case differ, the reported findings have significant implications for child and youth online protection. The cases illustrate how conversational AI systems may be perceived by young users as trusted or supportive interlocutors during periods of emotional vulnerability, potentially deepening isolation from family members or delaying engagement with professional support services. For children and adolescents, who may have limited capacity to critically assess the nature, intent and limitations of AI systems, such interaction patterns may pose heightened psychological and emotional risks.

Broader concerns regarding conversational AI systems acting as perceived “AI companions” for young users have also been raised. The BBC investigation documented additional cases involving minors in different jurisdictions, including a 13-year-old child in the United Kingdom who reportedly formed an emotionally dependent relationship with an AI chatbot while experiencing bullying and social isolation. Child protection advocates and parents expressed concern that some chatbot interactions exhibited characteristics resembling grooming behaviour, including progressive emotional intimacy, discouragement of parental involvement and escalation to harmful or inappropriate content[footnoteRef:10]. [10:  AI 'friend' chatbots probed over child protection] 


Taken together, these reported cases underscore the importance of examining the design and deployment of conversational AI safety mechanisms, particularly in contexts involving mental health vulnerability among children and adolescents. They have contributed to wider international discussion on issues such as sustained personalised interaction, the consistency and timing of crisis-response measures, and the need for timely escalation to human support when high-risk indicators are present. These considerations are directly relevant to child online protection objectives and warrant continued attention within the Council Working Group on Child Online Protection.

4.0 Global Best Practices and Alignment with ITU Frameworks

Global experience increasingly demonstrates that managing risks associated with conversational AI systems, particularly those accessed by children and youth, requires a combination of safety-by-design principles, regulatory oversight and multi-stakeholder cooperation. International organisations, academic research communities and ITU Member States have begun to articulate and implement approaches that address characteristics of conversational AI that may be especially relevant in child contexts, including human-like interaction and sustained engagement over time.

At the international level, UNICEF has provided comprehensive policy guidance through its updated Guidance on AI and Children 3.0, which discusses both opportunities and risks for children, including risks associated with emotional dependency on companion chatbots and other AI-enabled harms. The guidance emphasises that AI systems used by, or accessible to, children should incorporate age-appropriate design, transparency about system capabilities and limitations, and safeguards to prevent emotional over-reliance or psychological harm, including safeguards applied across the AI lifecycle (design, deployment and ongoing monitoring). UNICEF has also developed practical implementation resources, including the Safer Chatbots materials and Implementation Guide[footnoteRef:11], which provide technical and operational measures for making chatbot interactions safer for users who may be at risk, including children and young people. [11:  Safer Chatbots] 


In parallel, several ITU Member States have begun implementing national initiatives that reflect emerging global practices. Australia provides a notable example of a proactive regulatory approach. In October 2025, Australia’s eSafety Commissioner issued legal notices to four AI companion chatbot providers requiring them to explain how they are protecting children from exposure to a range of harms, including sexually explicit content and suicidal ideation and self-harm. Australia has also issued safety advisories warning that unrestricted access to conversational and companion chatbots may pose risks to child development[footnoteRef:12]. These measures are complemented by the introduction of mandatory age-based safeguards under Australia’s online safety framework, which, from December 2025, require age-restricted social media platforms to take reasonable steps to prevent users under 16 years of age from creating or maintaining accounts, supported by proportionate age assurance measures and regulatory oversight[footnoteRef:13]. [12:  eSafety requires providers of AI companion chatbots to explain how they are keeping Aussie kids safe]  [13:  Social media age restrictions] 


Multiple national and regional policy actions further reflect global concern about the safe use of AI by children and youth. In the United States, the Federal Trade Commission (FTC) launched an inquiry into AI chatbots acting as companions to understand how firms evaluate and mitigate risks, including steps taken to limit potential negative effects on children and teens and to inform users and parents about associated risks[footnoteRef:14]. In Europe, the European Parliament adopted a non-binding resolution proposing a harmonised EU digital minimum age of 16 for access to social media, video-sharing platforms and AI companions, while allowing access for 13–16-year-olds with parental consent, reflecting evolving approaches to age-appropriate online engagement[footnoteRef:15]. [14:  FTC Launches Inquiry into AI Chatbots Acting as Companions]  [15:  European lawmakers seek EU-wide minimum age to access AI chatbots, social media] 


At the state level in the United States, California enacted legislation in October 2025 requiring companion chatbot platforms to provide repeated disclosures to minors that they are interacting with a chatbot rather than a human, and to implement safety protocols associated with risks such as self-harm and suicidal language, reflecting a transparency-and-safeguards approach to youth protection[footnoteRef:16]. Italy adopted a comprehensive national AI law in September 2025 which, among other measures, includes a requirement that access to AI tools by users under 14 is subject to parental consent, alongside broader provisions on oversight and safeguards across multiple sectors[footnoteRef:17].  [16:  California plans on protecting minors and preventing self-destructive content by regulating AI]  [17:  Italy takes bold step with strict new AI laws and protections! | Windows Central] 


These emerging practices align closely with Resolution 214, which calls on Member States, the private sector and relevant international organisations to strengthen child online protection measures in response to evolving digital technologies. In this context, conversational AI represents an area where lessons from national initiatives, international guidance and research-based evidence can inform collective approaches within ITU frameworks, including through information sharing and capacity-building.

5.0 Malaysia’s Approach to Child Online Protection in the Age of AI

Malaysia’s approach to child online protection has evolved in response to longstanding online harms affecting children, including exposure to harmful content, online exploitation, cyberbullying and unsafe digital interactions. Prior to the widespread deployment of conversational and generative AI technologies, regulatory efforts led by the Malaysian Communications and Multimedia Commission (MCMC) focused on addressing risks such as child sexual abuse material (CSAM) and other forms of online harm across digital platforms and services. These efforts are grounded in Malaysia’s domestic legal framework and reinforced by its participation in regional and international initiatives on child online protection.

Building on this foundation, Malaysia recognises that risks arising from conversational AI, generative AI and chatbot technologies largely extend existing online safety concerns, rather than constituting entirely new categories of harm. AI-enabled services may intensify risks through persistent interaction, personalised engagement and automated content generation, particularly when accessed by children and adolescents. Malaysia therefore addresses AI-related risks through its existing child online protection, platform governance and content regulation frameworks, applied in a manner that remains adaptable to evolving technologies, rather than through technology-specific regulation.

Within this technology-neutral approach, Malaysia strongly encouraged online platforms to adopt transparency and risk-mitigation measures for AI-enabled features. These include the labelling of AI-generated or manipulated content on social media platforms, particularly where such content may affect children and youth. While such labelling is not currently mandated by law, major platforms operating in Malaysia have implemented these measures following regulatory engagement in line with public safety expectations, supporting user awareness and harm prevention within existing regulatory frameworks.

This approach is consistent with Resolution 214 (Rev. Bucharest, 2022), which encourages Member States to examine both the opportunities and challenges associated with AI technologies deployed through telecommunications and ICT ecosystems, including through information-sharing and capacity-building.

5.1 Regulatory

Malaysia’s online safety framework is anchored in the Online Safety Act 2025 (ONSA), which establishes a comprehensive legal framework to enhance user safety in the digital environment by strengthening accountability and regulatory oversight of licensed online service providers. ONSA introduces clear and enforceable responsibilities for applications service providers (“ASPs”), content applications service providers (“CASPs”) and network service providers (“NSPs”), with a strong focus on protecting children, families and other vulnerable users.

ONSA is regulated by the MCMC and came into force on 1st January 2026. The Act was enacted in response to the growing scale and complexity of online harms, including child sexual abuse material, online scams, cyberbullying and other forms of harmful content, which have intensified as digital platforms and algorithmic systems, including AI-enabled services, become central to everyday communication and interaction.

ONSA adopts an outcomes-based and technology-neutral regulatory approach, allowing obligations to remain adaptable to evolving technologies, such as conversational and generative AI systems. Section 15 of ONSA establishes a general duty for ASPs and CASPs to enable users to manage their online safety. This includes providing tools and settings to limit unwanted contact, identification or communication. These obligations are relevant to AI-enabled services that facilitate direct, persistent or personalised interactions, including conversational AI systems.

Additional child-specific protections are set out under Section 18 of ONSA. Service providers are required to implement safety-by-design measures to ensure the safe use of their services by child users. These measures include restricting access to content suspected to be harmful, limiting adult-to-child interactions, managing features that may increase or prolong engagement by children, and controlling personalised recommendation systems appropriate for child users. Although AI technologies are not explicitly referenced, these obligations apply where AI-enabled functionalities are present.

Several subsidiary instruments, including regulations and codes, will be issued under ONSA to support duties under Part III of the Act. These instruments include requirements for licensed service providers to prepare an Online Safety Plan, setting out the measures adopted to mitigate risks of exposure to harmful content and to protect child users. Such instruments provide a mechanism to address rising concerns over manipulative design features or harmful AI-generated content.

Accountability of major online platforms is further reinforced through Malaysia’s licensing regime under the Communications and Multimedia Act 1998 (CMA 1998) and its subsidiary legislation. Amendments effective from 1 January 2025 require Internet messaging service providers and social media service providers with eight (8) million or more users in Malaysia to operate under an Application Service Provider (Class) [ASP(C)] licence and be subject to applicable regulatory obligations.

Beginning 1 January 2026, Internet messaging service providers and social media service providers with eight (8) million or more users in Malaysia are deemed licensed under the CMA 1998. These include Internet messaging platforms such as WhatsApp and Telegram, as well as social media platforms such as Facebook, Instagram, TikTok and YouTube. This ensures that major platforms operating in Malaysia, many of which deploy or integrate AI-enabled features, are subject to Malaysia’s online safety, child protection and enforcement obligations.

The Code of Conduct (Best Practice) was published on 20 December 2024 for Internet Messaging Service Providers and Social Media Service Providers. The Code provides operational guidance on content moderation, risk mitigation and user protection, complementing statutory obligations of the CMA 1998 particularly the regulatory framework for Internet messaging and social media service providers, translating them into practical platform-level measures applicable to AI-enabled services.

5.2 Enforcement Action and AI-Relevant Child Safety Measures

Malaysia’s regulatory framework is supported by active enforcement to address online harms, including those arising from the misuse of AI-enabled technologies. In late 2025, MCMC initiated investigations following public complaints concerning the generation and dissemination of harmful content through AI tools, including manipulated images involving women and children[footnoteRef:18]. Under Malaysia’s existing legal framework, the creation or dissemination of such content constitutes an offence under Section 233 of the CMA 1998, which prohibits the misuse of network services to transmit obscene, indecent or grossly offensive material. [18:  MISUSE OF AI TO GENERATE HARMFUL CONTENT IS AN OFFENCE – MCMC] 


In addressing such incidents, MCMC emphasised that online platforms accessible in Malaysia are expected to comply with national online safety standards and to take reasonable measures to prevent the dissemination of harmful content within the Malaysian jurisdiction. This demonstrates how existing legal provisions are applied to AI-generated harms affecting children and youth, including where such harms arise from emerging or evolving technologies.

Malaysia is also examining broader policy considerations aimed at reducing children’s exposure to online harms, including risks amplified by AI-driven systems. Public discourse has intensified around a proposal to introduce a minimum age of 16 for holding or maintaining social media accounts, with supporting mechanism such as age verification[footnoteRef:19]. These discussions reflect growing concern about children’s exposure to harmful content, algorithmic influence and online exploitation, while recognising the need to balance protection, access to information, privacy and freedom of expression. [19:  Social media at 16: Protection or digital necessity?] 


5.3 Awareness and Cooperative Engagement

The regulatory and enforcement measures outlined above are complemented by sustained industry engagement and public awareness initiatives led by MCMC. National campaigns such as Kempen Internet Selamat actively involve parents, schools and educators in promoting safer online practices and digital literacy, including awareness of emerging risks associated with AI-generated content, deepfakes and automated interactions.

MCMC maintains close working relationships with online platform providers through regulatory engagement, compliance monitoring and cooperative enforcement. At the same time, service providers are encouraged to strengthen collaboration with the regulator specifically on child protection safety, reporting mechanisms and risk mitigation, particularly where AI features are deployed. Malaysia further anticipates that subsidiary instruments and codes of practice may, where appropriate, specify additional operational requirements, such as default safety settings and enhanced age-appropriate safeguards for child users.

Malaysia’s domestic framework is complemented by its engagement in international and regional child online protection initiatives, including its role within the ITU Council Working Group on Child Online Protection, participation in ASEAN mechanisms and its status as a signatory to the United Nations Convention against Cybercrime adopted by the United Nations General Assembly in December 2024[footnoteRef:20]. This established foundation informs Malaysia’s approach to addressing emerging digital risks, including those arising from AI-enabled services. [20:  UNTC] 


Through this integrated approach, combining regulation, licensing-based accountability, operational guidance, enforcement, awareness and cooperation, Malaysia adopts a flexible, technology-neutral framework that supports effective and sustainable child online protection as digital services, including AI-driven systems, continue to evolve.

6.0 Conclusion

This contribution has outlined emerging considerations associated with the increasing use of conversational AI systems in online environments accessed by children and youth. Drawing on international research, published case-based evidence, global policy guidance and selected national initiatives, the document highlights how the human-like, persistent and interactive characteristics of conversational AI may amplify existing online safety risks, particularly in contexts involving emotional vulnerability.

The analysis demonstrates that while conversational AI technologies offer potential benefits across education, information access and service delivery, effective safeguards are necessary to mitigate unintended harms. Reported cases and regulatory responses underscore the importance of safety-by-design, timely risk detection, transparency and appropriate escalation to human support, especially where child users are concerned. 

Malaysia’s approach, as outlined in Section 5.0, situates risks associated with conversational and generative AI within existing child online protection, platform governance and content regulation frameworks, rather than through technology-specific regulation. Through the ONSA, the CMA 1998, a strengthened licensing regime for major messaging and social media platforms, and the Code of Conduct (Best Practice), Malaysia applies outcome-based obligations, safety-by-design principles and platform accountability measures that are directly relevant to AI-enabled services, including conversational AI systems.

Malaysia’s experience further demonstrates how licensing-based accountability, operational guidance and enforcement mechanisms can be applied to address AI-generated harms affecting children, including where platforms deploy automated content generation, personalised interaction or image manipulation features. Active enforcement actions, combined with sustained engagement with service providers and public awareness initiatives, reinforce a cooperative and preventive approach to child online protection in AI-enabled digital environments.

Malaysia submits this information document to support ongoing discussions within the Council Working Group on Child Online Protection. The experiences, practices and regulatory approaches outlined may serve as useful reference points for collective dialogue within ITU, as Member States and stakeholders continue to address the implications of conversational AI for child and youth online safety in evolving digital environments.
________________
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