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	Purpose
This information document is submitted to the Council Working Group on Child Online Protection (CWG-COP) to share civil-society research and public-interest initiatives developed by Cyber Institute, a nonprofit organization with UN ECOSOC Special Consultative Status and full membership in the ITU Development Sector (ITU-D). It provides information on Cyber Institute’s work related to child online protection, including policy research, capacity building, and a free, non-commercial, publicly accessible governance and risk analysis capability aligned with United Nations frameworks.
Action required
This document is transmitted to the Council Working Group on child online protection for information.
_______________
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Child online protection risks in the AI and Quantum Era
The rapid deployment of AI-driven systems, algorithmic content delivery, generative media, immersive platforms, and early-stage quantum-enabled technologies introduces well-documented and compounding risks to children, extending beyond immediate online safety concerns to include long-term educational, developmental, and socioeconomic impacts.
In particular, the increasing deployment of generative and autonomous AI systems, including AI agents capable of operating, adapting, and interacting with users at scale, raises significant child protection concerns when such systems function without adequate human oversight, accountability mechanisms, or child-centered safeguards. The speed, autonomy, and opacity of these systems may amplify exposure to harmful content, manipulation, misinformation, and exploitative behaviours, while limiting the ability of children, caregivers, and institutions to understand or contest outcomes. In the absence of robust and adaptive governance frameworks, these technologies risk exacerbating existing vulnerabilities and creating new forms of harm for children and other vulnerable populations.
Direct risks of harm to children in digital environments include:
–	Exposure to harmful, exploitative, or age-inappropriate content amplified by algorithmic recommendation and engagement systems
–	Increased vulnerability to grooming, coercion, and exploitation enabled by AI-driven impersonation, deepfakes, and synthetic media
–	Erosion of privacy and autonomy through pervasive data collection, profiling, and behavioral surveillance of minors
–	Psychological and developmental harm linked to cyberbullying, manipulation, misinformation, and algorithmic bias
These risks are increasingly recognized by international organizations and regulators as systemic rather than isolated, and are often exacerbated by opaque AI systems, cross-border data flows, and uneven governance capacity.
Equally significant, though often underemphasized, are the indirect and long-term harms associated with loss of education and opportunity due to skills lag. As digital technologies become central to education, workforce readiness, and civic participation, children who lack access to safe, trustworthy digital environments and foundational technology skills face:
–	Reduced educational outcomes linked to unsafe or poorly governed digital learning platforms
–	Widening inequalities between children with access to secure, high-quality digital education and those without
–	Skills gaps that limit participation in AI- and technology-driven economies
–	Long-term exclusion from STEM and digital career pathways, particularly for girls and marginalized communities
In this context, child online protection must be understood not only as protection from harm, but also as protection against exclusion. Failure to address governance, safety, and skills development together risks creating a generation of children who are simultaneously exposed to digital threats and unprepared for future opportunities.
This underscores the importance of governance approaches that keep pace with emerging AI capabilities and prioritize child safety, transparency, and accountability by design.
Core protective priorities for children in an AI-enabled digital environment
Addressing the risks facing children in increasingly AI-mediated digital environments requires a holistic approach that combines governance, technical safeguards, education, and capacity building. Effective child online protection must extend beyond reactive harm mitigation to include proactive measures that enable safe participation, digital literacy, and equitable access to future opportunities.
Core priorities for protecting children include:
–	Strengthening governance and accountability frameworks to ensure that AI-enabled systems, platforms, and services incorporate child safety, privacy, and rights considerations by design, including through multi-stakeholder collaboration across governments, industry, civil society, and international organizations.
–	Promoting transparency and oversight of algorithmic systems that shape children’s online experiences, including recommendation, personalization, and content moderation mechanisms.
–	Enhancing digital literacy and skills development for children, caregivers, and educators, enabling safe navigation of digital environments while preparing young people for participation in technology-driven economies.
–	Supporting age-appropriate and inclusive digital access, recognizing that overly restrictive approaches may unintentionally limit educational opportunity, skills acquisition, and social participation.
–	Reducing inequalities in capacity and access, particularly for children in underserved and resource-constrained contexts, through inclusive digital development and international cooperation.
Taken together, these priorities reflect the need to protect children not only from immediate digital harms but also from long-term exclusion resulting from skills gaps, unsafe learning environments, and uneven access to trustworthy digital systems.
Civil-society governance and risk analysis capability
As part of its public-interest mission, Cyber Institute has developed and maintains a free, non-commercial, publicly accessible civil-society governance and risk analysis platform (GUARDIAN), designed to support transparency, comparative policy analysis, and capacity building. This capability is provided without licensing, subscription, or proprietary access requirements and is intended solely to support governments, educators, researchers, and civil-society organizations.
The platform applies AI-assisted analysis to publicly available laws, policies, standards, and frameworks to assess governance maturity, ethical alignment, and risk posture across domains including child online protection, responsible AI, cybersecurity preparedness, and emerging technology risks.
By remaining non-commercial and publicly accessible, this work seeks to complement, rather than compete with, governmental and intergovernmental initiatives.
Capacity building, child safety, and skills development
Cyber Institute complements its policy and analytical work with capacity-building and educational initiatives focused on child online safety, digital literacy, and responsible technology use. These initiatives include cybersecurity awareness, online safety education, and introductory skills development for youth, educators, and underserved communities.
Rather than focusing solely on risk mitigation, Cyber Institute emphasizes positive digital empowerment, supporting children and young people in developing the knowledge and skills needed to navigate digital environments safely while preparing for future education and employment pathways in emerging technology fields.
Alignment with the Sustainable Development Goals (SDGs)
Cyber Institute’s work supports multiple UN Sustainable Development Goals, including SDG 4 (Quality Education), SDG 9 (Industry, Innovation, and Infrastructure), SDG 10 (Reduced Inequalities), SDG 16 (Peace, Justice, and Strong Institutions), and SDG 17 (Partnerships for the Goals), through integrated approaches to digital safety, governance, and inclusive capacity building.
Relevance to CWG-COP and ITU-D
As an ITU-D Sector Member, Cyber Institute values the role of CWG-COP as a key forum for advancing international cooperation on child online protection and is honoured to submit this document in support of its ongoing work in advancing shared understanding and practical guidance on child online safety.
Organizational context and UN system engagement
Cyber Institute is a United States-based 501(c)(3) nonprofit research organization with Special Consultative Status with the United Nations Economic and Social Council (ECOSOC) and full membership in the ITU Development Sector (ITU-D), contributing to international dialogue on digital development, cybersecurity, emerging technologies, and inclusive capacity building. The organization operates at the intersection of technology, policy, and ethics, with a mission to advance safe, resilient, and inclusive deployment of emerging technologies, particularly for children and other vulnerable populations.
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