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1. The work of the current ITR-EG is specified in its Terms of Reference[footnoteRef:1]: [1:  https://www.itu.int/md/S23-CL-C-0121/en ] 

2	Taking into consideration the work of the previous two Expert Groups, the review may consider, among others: 
a)	new trends in telecommunications/ICT and emerging issues in international telecommunications/ICT environment which may impact the ITRs,
b)	empirical data on the current use of the ITRs by operating agencies and/or administrations and the proportion of global telecommunication services which now rely on the ITRs, and
c)	the relevance of the ITRs which “consist of high-level guiding principles” in the current telecommunication/ICT environment.
2. This contribution focuses on new trends in telecommunications/ICT and emerging issues in international telecommunications/ICT environment which may impact the ITRs.
What follows is essentially identical to the essay “A New Convention for Data and Cyberspace”, in the call for a Digital New Deal (October 2020).
It includes issues that have been addressed in other addendums. They are included here to show the structure and scope of what should be considered for inclusion in new treaty provisions.
Abstract
The time has come for the international community to negotiate and agree to a new treaty – a Convention for Data and Cyberspace – which would contain explicit principles for extending well-established offline legal frameworks and principles to the online world, particularly with respect to certain key domains. There would appear to be wide support for such a treaty, given that many countries have come together, in the context of trade negotiations, to constitute treaty provisions covering specific areas. However, trade negotiations are an inherently inappropriate forum to develop such provisions, given their secretive, undemocratic nature and their susceptibility to lobbying by large private companies. Deliberations on such a new treaty need not be a prolonged process, since the goal is merely to transpose to the online world principles that are already well accepted offline. There is a regular treaty-making mechanism, the ITU Plenipotentiary Conference, that takes place every four years. This forum could conveniently be used for the process of negotiating the kind of treaty being proposed here.
1. Introduction
Just as the proliferation of steam power and mechanization inaugurated the industrial age three centuries ago, the growing centrality of data and associated technologies are poised to dramatically revolutionize the nature of social and economic life today. As in the early years of industrialization, we once again find ourselves in the midst of a frenzied race to capitalize on these new technologies, and the frameworks that will organize and control them. The issue of international governance is thus of paramount importance. As Roger Brownsword puts it:
“… what happened to us over the last 20 years is that, both publicly and privately, we have become increasingly reliant on information technologies (creating new kinds of vulnerability, both collective and personal), we have migrated many routine activities to on-line environments in ways that are deeply disruptive (we live for many hours each day in our on-line worlds), and we have begun to appreciate that the technological management of our activities has major regulatory implications. If we want to retain a degree of control over our futures, then we need to exert some influence over the spheres of regulatory significance – which is to say, we need to work on creating the right kind of regulatory environment not only for information technologies but also for a raft of other technologies that are enabled by information technology and that are converging to shape our futures.”
While numerous efforts have been made to achieve such a regulatory environment in the national context, the nature of the internet and information technology, as well as the economic activities built around them, require more broad-based interventions. This, unfortunately, has been made difficult by the vested interests of hegemonic powers, as well as the contested terrain of international law. Indeed, as noted elsewhere1, the current order of global governance is arguably similar to that of feudal Europe, where multiple arrangements of decision-making including the Church, cities ruled by merchant-citizens, kingdoms, empires, and guilds co-existed with little agreement on who held charge over a given territory or subject.
Within this tangled system, internet governance has evolved under the rubric of what is called ‘the multistakeholder model’. Couched in a discourse that promotes egalitarian values and greater participation, this model2 has, in reality, been employed as a means to circumscribe the power of national governments (and intergovernmental organizations) vis-à-vis private transnational corporations. It has fostered not only a strikingly undemocratic regime, but also one that has been dominated by the geopolitical and economic interests of the United States. Be it for the vast unilateral surveillance apparatus that it has built, or the added advantage of its Silicon Valley behemoths, the US has continually worked to ensure that the governance of internet-based technologies remains firmly in its control even as it has postured towards allowing others – but not other governments – to take charge. Furthermore, recent developments in international negotiations point towards accelerated efforts to have large parts of the international community ‘locked in’ to agreements that mandate a liberalized regime involving little regulatory oversight and free flow of data across borders.
This essay argues that the international community needs to not accede to these prevailing trends. There is ample scholarship produced over the years that explores alternative modes of internet governance which may be built upon to craft a democratic and thoughtful regulatory framework that addresses the needs and concerns of a wide variety of actors.
Many in the international community are beginning to realize the importance of regulatory provisions for the digital sphere, and are more open to discussing them in the context of trade negotiations. While the recognition that such issues must be discussed in an intergovernmental forum is a positive sign, trade negotiations are an inherently inappropriate forum for such talks given their secretive, undemocratic nature and their susceptibility to lobbying by large private companies. Of course, there is likely to be inertia and pushback from the powers that be. But this is precisely because they have a lot to lose from any ‘fragmentation’ of the internet that shuts them out from access to large markets and sources of data. If the rest of the international community can come together, it is possible to force them into a reasonable agreement.
The time has come to initiate negotiations for a new treaty – let us call it a Convention for Data and Cyberspace – as a first step towards ushering in a rational and equitable global internet governance regime. It will contain explicit principles for extending well-accepted offline law to the online world, with specific emphasis on key domains. Given the current international environment, there ought to be considerable support for such an initiative. Moreover, there is sufficient consensus on fundamental legal principles in offline law to have them form a foundation for ordering the governance of the digital world.
The essay will begin by outlining fifteen key areas (sections 1.1 to 1.15) of well-established offline law that are undeveloped or not deployed at all in the digital realm, briefly touching upon the key points that need to be considered when developing and transposing these legal frameworks. Section 2 will argue for a new treaty and make concrete proposals for what it may look like. Finally, drawing on the pioneering work of the Just Net Coalition (a network of civil society organizations from around the world), sections 3.1 to 3.11 will set out the principles and provisions that could constitute this treaty and form the bedrock for a new epoch in internet governance.
The fifteen key areas mentioned above are:
1. Democratic control over key online issues and decisions
2. Infrastructure, such as access to the internet, email, and directories
3. Freedom from unwarranted restrictions on freedom of speech (censorship is delegated to unaccountable private companies)
4. Provision of reliable information and protection against defamation
5. Privacy of communications
6. Protection of personal data
7. Security standards required to correct market failures due to information asymmetries and externalities
8. Curbing abuse of dominant market power that arises because of network effects and economies of scale
9. Refraining from producing, procuring, and/or stockpiling dangerous technologies that will inevitably fall into the hands of ill-intentioned actors
10. Equitable taxation of digital services
11. Equitable distribution of the value-added of a newly-discovered natural resource: Data
12. Equitable application of labor laws for online work
13. Equitable application of consumer protection laws for online transactions
14. Equitable distribution of the value of intellectual property rights
15. Efficacy and safety of new technologies such as artificial intelligence
1.1 Democratic control over key online issues and decisions
The importance of democratic control over internet governance at the national level was recognized more than 20 years ago. As Zoe Baird notes:
“In the early years of internet development, the prevailing view was that government should stay out of internet governance; market forces and self-regulation would suffice to create order and enforce standards of behavior. But this view has proven inadequate as the internet has become mainstream. A reliance on markets and self-policing has failed to address adequately the important interests of internet users such as privacy protection, security, and access to diverse content. And as the number of users has grown worldwide, so have calls for protection of these important public and consumer interests. It is time we accept this emerging reality and recognize the need for a significant role for government on key internet policy issues.”
Similar considerations hold at the international level too. Indeed, as the UK Conservative Party put the matter in its 2017 Manifesto:
“The internet is a global network and it is only by concerted global action that we can make true progress.
We believe that the United Kingdom can lead the world in providing answers. So we will open discussions with the leading tech companies and other like-minded democracies about the global rules of the digital economy, to develop an international legal framework that we have for so long benefited from in other areas like banking and trade. We recognize the complexity of this task and that this will be the beginning of a process, but it is a task which we believe is necessary and which we intend to lead.
By doing these things – a digital charter, a framework for data ethics, and a new international agreement – we will put our great country at the head of this new revolution; we will choose how technology forms our future; and we will demonstrate, even in the face of unprecedented change, the good that government can do.”
These statements implicitly recognize that current arrangements for the governance of the internet (the so-called multistakeholder model) are not adequate.3 Unfortunately, there has been little progress to date with respect to establishing democratic control.4
1.2 Infrastructure, such as access to the internet, email, and directories
The state has always been implicated in the creation of large scale social and economic infrastructure. Many nations and empires, for instance, have built and maintained roads in order to facilitate communication networks such as the postal service. The early development of the internet was funded by governments as well.5
It is thus surprising that most governments do not mandate, by law or regulation, that affordable internet access, including email and basic directory services, be made available to all. Given that all governments ensure (or strive to ensure) affordable access to roads, water, electricity, sewage disposal, physical mail, etc., why shouldn’t they ensure (or strive to ensure) affordable access to the internet and email? Indeed, a 2018 United Nations (UN) resolution implicitly urges states to ensure universal and affordable access.6
We can also question why states should implicitly, and without democratic control, delegate the rollout of affordable internet access infrastructure to private companies, particularly dominant social media platforms. No justification is forthcoming on this point. Yet, this is a worrisome and growing trend. Indeed, as one researcher puts it, “That corporations which are already gatekeepers of internet content are increasingly becoming caretakers of its backbone infrastructures raises questions of transparency, accountability, and undemocratic concentration of power.”7 
1.3 Freedom from unwarranted restrictions on freedom of speech (censorship is delegated to unaccountable private companies)
It is universally accepted that freedom of speech is a basic right, and that the right applies equally online.8 There is also universal “concern about the spread of disinformation and propaganda on the internet, which can be designed and implemented so as to mislead, violate human rights and privacy, and incite violence, hatred, discrimination, or hostility”.9
It has long been understood that, in a democratic society, restrictions on freedom of speech can only be imposed by law, and that government actions to restrict freedom of speech must be subject to review by impartial and independent tribunals.10
However, dominant social media platforms exercise de facto censorship based on unilaterally imposed “standards of conduct”. Since platforms are private entities, they can publish – or not – what they see fit, without any judicial oversight (except for allegations of copyright infringement, defamation, or other illegal activities).11
The current regime, particularly in the US, is perceived as giving too much power to social platforms to control what is or is not published, in effect restricting freedom of speech.12
1.4 Provision of reliable information and protection against defamation
As noted above, the current regime results in the publication of a great deal of misleading or downright incorrect information. Further, the limited liability of intermediaries makes it difficult to remove defamatory material: since the dominant platforms are based in the US, a “victim” must file a lawsuit in the US in order to force a platform to remove such material. This is not consistent with offline law, according to which victims of defamation can, under certain conditions, file lawsuits in their own country.
1.5 Privacy of communications
It is universally accepted that online privacy is important and that technical solutions such as encryption can be a critical means to ensure such privacy.13 There is also universal concern about “the arbitrary or unlawful collection, retention, processing, and use or disclosure of personal data on the internet”.14
Existing international law is out of date and does not provide sufficient protection for the privacy of communications.15
1.6 Protection of personal data
It is universally recognized that unlawful or arbitrary collection of personal data is a highly intrusive act, which may violate the right to privacy.16 There is also a universal concern about “the negative impact that surveillance and/or interception of communications, including extraterritorial surveillance and/or interception of communications, as well as the collection of personal data, in particular when carried out on a mass scale, may have on the exercise and enjoyment of human rights.”17 That surveillance is carried out not just by governments (in the interest of national security) but also by private companies for commercial purposes,18 and such private surveillance may have negative national security implications.19
Members of the Council of Europe, and some other states, have addressed this issue by adopting the Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data. The European Union has gone further, adopting the General Data Protection Regulation (GDPR).
But apart from these regional instruments, existing international law is out of date and does not provide sufficient protection for data privacy.20
1.7 Security standards required to correct market failures due to information asymmetries and externalities
Security experts have long recognized that the lack of information and communication technology (ICT) security creates a negative externality.21 For example, if an electronic commerce service is hacked and credit card information is disclosed, the users of the service will have to change their credit cards. This is a cost both for the end user and the credit card company. However, that cost is not visible to the e-commerce service. Consequently, the service does not have an incentive to invest in greater security measures. Furthermore, users do not have the information or the technical expertise required to determine whether any particular product or service has adequate security. That is, there is an asymmetry of information in which the supplier knows more than the customer.22
Such market failures can only be corrected by regulatory action, specifically, by imposing liability on suppliers of insecure devices and/or mandating minimum security standards. This is the case for airplanes, automobiles, electrical appliances, pharmaceuticals, etc. Why should it not be the case for ICTs?23
1.8 Curbing abuse of dominant market power that arises because of network effects and economies of scale
It is an observed fact that, for certain services (for example, internet searches, social networks, online book sales, online hotel reservations, etc.) one particular provider becomes dominant.24 If the dominance is on account of better services, then market forces are at work and there is no need for regulatory intervention.
However, if the dominance is due to economies of scale and network effects,25 then a situation akin to a natural monopoly might arise, leading to abuse of dominant market power.26 For example, platforms might abusively use personal data to set high prices of goods for certain customers,27 a dominant national provider might impede the operation of an international competitor,28 a dominant company may excessively influence governments,29 or a dominant search engine might provide search results that favor certain retail sites.30
In such cases, regulatory intervention is certainly required. Yet, enforcement of national competition law is inadequate,31 particularly in the US,32 and there is no international competition law.33
1.9 Refraining from producing, procuring, and/or stockpiling dangerous technologies that will inevitably fall into the hands of ill-intentioned actors
Some recent, and very dangerous, cyberattacks were based on malware that was stockpiled by a government (for its own potential cyberwarfare), but fell into criminal hands.34 This is not acceptable. As stated in 2017 by the Microsoft president:35
“The time has come to call on the world’s governments to come together, affirm international cybersecurity norms that have emerged in recent years, adopt new and binding rules, and get to work implementing them.”
“Such a [set of binding rules set forth in a] convention should commit governments to avoiding cyberattacks that target the private sector or critical infrastructure or the use of hacking to steal intellectual property. Similarly, it should require that governments assist private sector efforts to detect, contain, respond to, and recover from these events, and should mandate that governments report vulnerabilities to vendors rather than stockpile, sell, or exploit them.”
1.10 Equitable taxation of digital services
At present, multinational companies in general, and ICT companies in particular, minimize (or even avoid) tax payments by structuring their operations to take advantage of the differences in tax laws in different countries.36 As a result, many ICT companies pay little or no tax. Since most activities are moving online, this can result in a significant loss of revenue for states, impeding their ability to provide basic services to their citizens. Further, it is important to recall that large companies are the main beneficiaries of various forms of state aid: subsidies, state-funded research and development, initiatives to favor exports, infrastructure such as roads and electricity, etc.
1.11 Equitable distribution of the value-added of a newly-discovered natural resource: data
It is obvious that personal data has great value when collected on a mass scale and cross-referenced.37 Indeed, the monetization of personal data drives both internet services and the provision of so-called free services such as search engines.38
Yet, at present, there are no laws or regulations that would ensure an equitable distribution of the value-added of data. On the contrary, the entire value-added is captured by a handful of dominant companies.39 This is not sustainable.
A recent study40 discusses the nature of digital production and digital economy, the political economy of the key resources in the digital economy – data and digital intelligence derived from data, the public sector’s legitimate role in the new landscape, and lists important areas for engagement by public sector workers. Furthermore, according to longstanding international law, states have the sovereign right to safeguard and control the exploitation of their natural resources in the interest of citizens.
1.12 Equitable application of labor laws for online work
It is obvious that many types of work are moving online, either partly or entirely, and certain types of traditional work (such as taxi driving) are being transformed by online platforms.41 There is general agreement that labor laws must continue to be applied even as the economy transitions to more online work.42 
1.13 Equitable application of consumer protection laws for online transactions
In most countries, consumers have recourse to a fast and inexpensive national dispute resolution mechanism if they are dissatisfied with a product or service. But they rarely have effective recourse if the product or service was bought from a foreign vendor through the internet.43
1.14 Equitable distribution of the value of intellectual property rights
Current intellectual property laws are dysfunctional and do not achieve their stated goals.44
1.15 Efficacy and safety of new technologies such as artificial intelligence
More and more aspects of daily life are being controlled by automated devices, and in the near future, such devices will take over many services that are today provided manually, such as transportation. To do that, automated devices will have to make choices and decisions.45 It is important to ensure that these choices and decisions comply with our ethical values. In this context, it is worrisome that some modern artificial intelligence algorithms cannot be understood, to the point where it might be impossible to find out why an automated car malfunctioned.46
At present, some actions have been proposed at the national level,47 but there does not appear to be adequate consideration of these issues at the international level.
As the above discussion shows, in certain key domains, current international law is not sufficiently explicit, meaning it does not map, with sufficient clarity, offline law to the online world. Based on these observations, the following section will explain why a new treaty is needed and how it could be negotiated.
2. The need for a new treaty
It has long been understood (and formalized in modern times in the 1648 Treaty of Westphalia) that there are, or should be, international rules restricting and/or guiding the ways in which states interact with themselves and with their citizens. Such rules are referred to as international law. The scope and density of international law has increased steadily over time, leading to fundamental advances such as the abolition of slavery and colonialism, the explicit formulation of fundamental human rights, and the formation of international agencies dedicated to the development of international law.
There are numerous treaties (the main source of international law) that relate to the rights and obligations of states regarding ICTs.48 However, as noted above, there are areas in which current international law is inadequate.
This gap has recently been explicitly recognized by most developed and some developing countries, which have joined together in the context of trade negotiations to develop treaty provisions that address some of the issues outlined above.49 However, the proposals that are being put forward are largely intended to enshrine the current situation, which favors dominant internet companies.50
Several states too are initiating national processes that address some of the key issues outlined above. In that light, it would appear that states would be willing to support the initiation of a process to negotiate a new international treaty, specifically to address these matters. Such a treaty should not be an outcome of trade-related negotiations, because these issues are not directly linked to trade, and because trade negotiations are conducted in secret and without sufficient input from civil society and citizens.
It is likely that certain hegemonic powers (the US in particular) would oppose the negotiation of a new treaty along the lines outlined below. However, civil society and enlightened states could come together to negotiate a treaty without the US, as they have done in the past for banning nuclear weapons and certain types of conventional weapons, protection of geographic origin of products, etc. Once there is broad agreement on the content of a new treaty, its formalization would not necessarily be a long-drawn-out affair, as existing treaty-making mechanisms could be deployed to this end. In particular, the Plenipotentiary Conference held every four years – the next one will be in 2022 – by the International Telecommunication Union (ITU), could convene a World Conference on International Telecommunications (WCIT; the last one was held in 2012). WCIT could address many of the issues outlined above. Issues that are outside the scope of the ITU could be addressed in other forums such as ILO, UNCITRAL, UNCTAD, WIPO, etc.
Such a new treaty – a Convention for Data and Cyberspace – should be inspired by the Delhi Declaration51 and by the Digital Justice Manifesto.52
3. The contents of the new treaty
The proposed new treaty would contain provisions along the following lines.53
3.1 Human rights
· Parties shall adopt a binding instrument specifying that any restrictions to freedom of speech, freedom of communication, or privacy, on grounds of security concerns or otherwise, must be for strictly defined purposes and in accordance with globally accepted principles of necessity, proportionality, and judicial oversight. (See for example specific proposals by the JustNet Coalition.)54
3.2 Data
· In order to ensure the protection of personal data, thus increasing consumer trust, Parties shall accede to Convention 108 of the Council of Europe and the 2018 protocol amending that convention (CM(2018)2 of May 18, 2018).
· Parties shall ensure that national laws regarding personal data conform to the provisions of Convention 108 as amended in 2018, and shall apply those provisions to cross-border data flows.
· Parties shall enact a national data policy which includes, in addition to personal data protection, provisions to ensure equitable distribution of the value derived from the monetization of data.
3.3 Competition
· Parties shall enact a national competition/antitrust law which is not restricted to preventing consumer harm.
· Parties shall develop and accede to global antitrust rules and an international enforcement mechanism for such rules.
· Parties shall enact data-sharing legislation.
3.4 Taxation
· Parties may impose local presence and/or data localization requirements in order to facilitate the enforcement of tax laws.
· Parties shall develop and accede to global taxation rules and an international enforcement mechanism for such rules.
· Parties may impose customs duties on data flows, in particular, when such flows are eroding existing tax bases and/or when alternate types of tax bases are insufficient to generate required tax revenues.
3.5 Access to the internet
· Parties shall accede to the 2012 version of the International Telecommunication Union’s International Telecommunication Regulations.
· Parties shall transpose to national law the provisions of ITU-Recommendation D.50, International Internet Connection.
· Each Party shall administer its procedures for the allocation and use of scarce telecommunications resources, including frequencies, telephone numbers, internet protocol addresses, internet domain names, and rights-of-way, in an objective, timely, transparent, and non-discriminatory manner, in public interest.
3.6 Micro, small, and medium enterprises (MSMEs)
· Parties shall ensure that MSMEs have affordable access to internet connectivity, international payment platforms, and international physical delivery services.
· Parties shall establish an international clearing house to facilitate and simplify mutual recognition of national e-signatures on customs and other legally required signed documents.
· Each Party shall ensure that retail platforms do not themselves supply goods or services offered for sale on the platform.
3.7 Artificial intelligence
· Parties shall adopt a model law or a treaty on ethical principles for artificial intelligence.
3.8 Access to technology
· Each Party shall ensure that enterprises around the world have access to modern technology on affordable, objective, timely, transparent, and non-discriminatory terms.
· Parties are encouraged to procure open source software for government use.
· No provisions of trade-related agreements shall be construed as preventing the procurement of open source software for government or private use.
· Access to source code may be mandated under national law for specific purposes, such as verification of compliance with national laws and regulations (competition, taxation, safety, environment, etc.).
3.9 Consumer protection
· Parties shall enact national law or regulations mandating minimum security requirements for ICT devices, in particular, those interconnected to form the Internet of Things (IoT).
· Parties shall enact national law or regulations to prohibit unsolicited commercial emails (spam) and shall establish effective enforcement mechanisms, including at the international level.
· Parties shall transpose to national law the provisions of ITU-Recommendation E.157, International Calling Party Number Delivery, and shall have enacted national laws prohibiting the misuse of international telephone numbers (see ITU-Recommendation E.156, Guidelines for ITU-T Action on Reported Misuse of E.164 Number Resources).
3.10 Employment and working conditions
· Parties shall take appropriate measures to address the employment issues arising from e-commerce, including by implementing relevant recommendations of the International Labour Organization.
3.11 Security
· Parties shall refrain from hacking personal accounts or private data held by journalists and private citizens involved in electoral processes.
· Parties shall refrain from using ICTs to steal the intellectual property of private companies, including trade secrets or other confidential business information, and to provide competitive advantage to other companies or commercial sectors.
· Parties shall refrain from inserting or requiring “backdoors” in mass-market commercial technology products.
· Parties shall agree to a clear policy for acquiring, retaining, securing, using, and reporting of vulnerabilities that reflects a strong mandate to report them to vendors in mass-market products and services.
· Parties shall exercise restraint in developing cyber weapons and ensure that any that are developed are limited, precise, and not reusable; Parties shall also ensure that they maintain control of their weapons in a secure environment.
· Parties shall agree to limit proliferation of cyber weapons; governments shall endeavor not to distribute, or permit others to distribute, cyber weapons and to use intelligence, law enforcement, and financial sanctions tools against those who do.
· Parties shall limit engagement in cyber offensive operations to avoid creating mass damage to civilian infrastructure or facilities.
· Parties shall endeavor to assist private sector efforts to detect, contain, respond, and recover in the face of cyberattacks; in particular, they shall enable the core capabilities or mechanisms required for response and recovery, including Computer Emergency Response Teams (CERTs); intervening in private sector response and recovery would be akin to attacking medical personnel at military hospitals.
· Parties shall facilitate the establishment of an international cyberattack attribution organization to strengthen trust online.
· Parties shall, individually and in cooperation, develop and apply measures to increase stability and security of international telecommunication networks and in the use of ICTs in order to achieve effective use thereof and avoidance of technical harm thereto, as well as to maintain international peace and security, the harmonious development of ICTs, and to prevent ICT practices that may pose threats to international peace and security.55
· In case of ICT incidents, Parties shall consider all relevant information, including the larger context of the event, the challenges of attribution in the ICT environment, and the nature and extent of the consequences.
· Parties shall not knowingly allow their territory to be used for internationally wrongful acts using ICTs.
· Parties shall consider how best to cooperate to exchange information, assist each other, prosecute terrorist and criminal use of ICTs, and implement other cooperative measures to address such threats.
· Parties shall not conduct or knowingly support ICT activity contrary to their obligations under international law, that intentionally damages critical infrastructure, or otherwise impairs the use and operation of critical infrastructure to provide services to the public.
· Parties shall take appropriate measures to protect their critical infrastructure from ICT threats, taking into account General Assembly Resolution 58/199 on the creation of a global culture of cybersecurity and the protection of critical information infrastructures, and other relevant resolutions.
· Parties shall respond to appropriate requests for assistance by another State whose critical infrastructure is subject to malicious ICT acts; they shall also respond to appropriate requests to mitigate malicious ICT activity aimed at the critical infrastructure of another State emanating from their territory, taking into account due regard for sovereignty.
· Parties shall take reasonable steps to ensure the integrity of the supply chain so that end users can have confidence in the security of ICT products; they shall prevent the proliferation of malicious ICT tools and techniques and the use of harmful hidden functions.
· Parties shall encourage responsible reporting of ICT vulnerabilities, and share associated information on available remedies to such vulnerabilities, to limit and possibly eliminate potential threats to ICTs and ICT-dependent infrastructure.
· Parties shall not conduct, or knowingly support, activity to harm the information systems of the authorized emergency response teams (sometimes known as computer emergency response teams or cybersecurity incident response teams) of another State; a Party shall not use authorized emergency response teams to engage in malicious international activity.
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