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Executive Summary
In order to fight and prevent child sexual abuse (CSA) online, the Information and Communication Technologies Authority (ICTA) has adopted a filtering solution, based on international partnership and using the method of blacklisting. Thanks to the collaboration with UK-based NGO, Internet Watch Foundation (IWF) since 2013, ICTA has implemented a filtering mechanism to prevent Internet users in Mauritius to access to CSA material.
[bookmark: _Hlk91770627]This Online Content Filtering (OCF) solution implemented by ICTA has allowed the filtering of 1,835,064 attempts (hits) to access CSA websites by Mauritian users and the blocking of 110,026 Mauritian IPs addresses since the implementation of the system in 2011.
In its endeavour, the ICTA is opening up a pathway for best practices. It is being solicited by other national bodies to provide them advice on the CSA online filtering.
Introduction
Ensuring a safe digital environment for Mauritian children is of utmost concern to the regulatory Authority of Mauritius. Since 2011, the ICTA has implemented a Child Sexual Abuse Material (CSAM) filtering mechanism, in line with the ITU guidelines on Child Online Protection[footnoteRef:2]. [2:  	Child Sexual Abuse Material (CSAM) refers to “any material that visually depicts a child in real or simulated explicit sexual activities or any representation of the sexual parts of a child for primarily sexual purposes”. This includes photography, video, drawings, cartoons, text and live streaming. International Telecommunication Union (ITU) and United Nations Children’s Fund (UNICEF), “Guidelines for Industry on Child Online Protection”, 2015.] 

Even though the protection of children online is a relatively recent area of public policy concern[footnoteRef:3] , ICTA Mauritius has been proactive as a regulator in addressing the issue ever since 2011. This is in line with the fact that regulatory agencies are at the forefront of worldwide public policies for children’s protection online[footnoteRef:4].  [3:  OECD (2011-05-02), “The Protection of Children Online: Risks Faced by Children Online and Policies to Protect Them”, OECD Digital Economy Papers, No. 179, OECD Publishing, Paris, p. 32. [http://dx.doi.org/10.1787/5kgcjf71pl28-en]]  [4:  Ibid., p. 33.] 

Two major approaches are usually adopted by regulators over the world to curb CSAM: notice and take down procedures (mandatory in Australia, Italy, Japan, Korea and Turkey) and/or filtering schemes (Turkey, Australia) [footnoteRef:5]. The latter option has been adopted by the Information and Communication Technologies Authority (ICTA) of Mauritius to fight and prevent child sexual abuse online. [5:  Ibid., p. 33.] 

1. Background

The Republic of Mauritius stands at a population of 1.27 million[footnoteRef:6]. There are 814.5 thousand internet users in Mauritius, that is to say 64.0% of the total population, compared to 54% in 2016[footnoteRef:7]. The number of internet users in Mauritius increased by +9.4%) between 2020 and 2021, with an Internet penetration in Mauritius of 64.0% in 2021[footnoteRef:8]. Data on Internet use also reveal that 91% of young persons aged 12-19 were using internet in 2018 (Statistics Mauritius, 2019). Against this backdrop, the Internet consumption by children is on the rise and there is a pressing need to address the harms posed by unsolicited exposure to offensive contents online. [6:  Statistics Mauritius, Population and Vital Statistics, Republic of Mauritius, January-June 2021, p.1]  [7:  Data available for January 2021 [https://datareportal.com/reports/digital-2021-mauritius]]  [8:  Ibid.] 


2. The mandate of ICTA regarding Child Sexual Abuse Material
Pursuant to Sections 18(1)(m) and (n) of the ICT Act 2001, as amended, the Authority is empowered to “take steps to regulate or curtail harmful and illegal content on Internet and other information and communication services” and “ensure the safety and quality of any information and communication services”. This provision of the ICT Act 2001 is also congruent with Section 251 “Debauching youth” of the Criminal Code Act 1838, Section 14 “Sexual Offences” of the Child Protection Act 1995 and Section 21 “Pornography” of the Children’s Act 2020 which criminalize the sexual offences perpetrated on children.

The ICTA’s project on CSAM filtering is also pursuant to the recommendations of the UN Committee on the Rights of the Child. In its 2014 report on “Digital media and children’s rights”, the UN Committee on the Rights of the Child has called on regulatory agencies to demonstrate responsibility in developing standards relevant to children’s rights and ICTs. In its endeavour, the ICTA is opening up a pathway for best practices, relying on international cooperation to support the process.
As acknowledged by ITU Guidelines for policy makers on COP (2020), empowering the regulatory authority to intercede with such contents provides an important safeguard for children rights and safety in a number of ways:
· providing a rapid response, of crucial importance in such situations;
· providing path-breaking practices for addressing the issue of CSAM that can pave the way for further legal reinforcement[footnoteRef:9]; [9:  ITU, Guidelines for policy-makers on Child Online Protection 2020, pp. 32-33.] 

· allowing the reinforcement or development of good standards, as underlined in the 2021 ITU policy brief[footnoteRef:10]. [10:  ITU, Policy brief “Keeping children safe in the digital environment: The importance of protection and empowerment”, October 2021, p.6.] 

With this in view, in order to fulfil its mandate, the ICTA has implemented a centralised Online Content Filtering (OCF) solution. 

3. The Child Sexual Abuse (CSA) Filtering Mechanism: scope and purpose

[bookmark: _Hlk91758990]The CSA filtering is the flagship of the ICT Authority’s intervention and participation in the prevention of pedo-pornography and CSA online. It was launched in February 2011 and further reinforced thanks to a cooperation with the UK-based NGO Internet Watch Foundation (IWF) as from 2013. The OCF solution filters access to Child Sexual Abuse (CSA) sites for Internet users in the Republic of Mauritius. The objective was two-fold:

· Reduce the availability and circulation of CSA material in Mauritius, hence limiting the trauma experienced by the victims and their families; and
· Offer greater protection against accidental viewing.
The filtering solution for CSAM prevention opted for by ICTA is based on the method of blacklisting[footnoteRef:11]. It involves the use of the Internet Watch Foundation (IWF) database, which backlists such websites or web pages. THE OCF solution actually contains two aspects: (a) reporting through IWF portal and (b) the filtering system through the NetClean Whitebox technology. [11:  Filtering can be based on two different methods: blacklist or whitelist. Whitelists block access to all web contents except when listed as suitable for the user, whereas blacklists enable access to all web contents except when listed as inappropriate for the user. OECD, “The Protection of Children Online: Risks Faced by Children Online and Policies to Protect Them”, op. cit., p. 65.] 

a) The reporting system through IWF portal
A Memorandum of Understanding (MoU) was signed between IWF and ICTA on 24 October 2013 for a duration of two years. Its objective was to enable Internet users in the Republic of Mauritius to report suspected illegal CSAM hosted anywhere in the world via the dedicated platform of IWF, namely the Online Child Sexual Abuse Reporting Portal (OCSARP) [footnoteRef:12]. Reporting details of CSAM via the OCSARP portal allows: [12:  Memorandum of Understanding between IWF and ICTA, 24 October 2013.] 

(1) assessment against the legality according to UK or Mauritian law, 
(2) identification of the actual location of the material,
(3) undertaking appropriate actions to have the material removed at the source by IWF. 

The mechanism comprises the linking of the IWF blacklist with local Internet Service Providers in the Republic of Mauritius via the ICTA website. Under this MoU (2013-2015), the IWF worked in partnership with ICTA to provide a reporting portal available via the ICTA website (www.icta.mu) for individuals or organisations to report potential CSAM. It assessed the online material and assisted the service providers to avoid abuse of their systems by distributors of CSAM. 
[bookmark: _Hlk91759302]Regarding potentially illegal content hosted in the UK and/or the Republic of Mauritius, the IWF collaborated with the competent authorities to have the contents taken down and the offender detected. In case where the potentially illegal content was hosted outside the UK or the Republic of Mauritius, the IWF worked in partnership with hotlines across the world and various enforcement bodies both in the UK and abroad to have the content investigated. Even if some of the material remains available online, it is included on the IWF blacklist and blocked to stop inadvertent exposure. The IWF blacklist is updated on a daily basis.
The reporting system via the OCSARP portal was operational until the expiry of the MoU in October 2015[footnoteRef:13]. However, even after the expiry of the MoU, ICTA kept using the IWF blacklist for its filtering system. [13:  After this date, the portal-based reporting system was transferred to CERT-Mauritius (Computer Emergency Response Team of Mauritius, a division of the National Computer Board (NCB) under the aegis of the Ministry of Information Technology, Communication and Innovation.] 

b) The filtering system: the NetClean Whitebox technology
[bookmark: _Hlk91765143]Filters can be deployed at various levels of the ICT infrastructure: at network level, server level or end-user terminal level. The most efficient one being the filtering at network level[footnoteRef:14], which is the solution that has been retained by ICTA.  [14:  OECD, “The Protection of Children Online: Risks Faced by Children Online and Policies to Protect Them”, op. cit., p. 66.] 

The ICTA has been blocking access to CSAM for viewing in Mauritius through the CSA filtering system which is linked with all local Internet Service Providers licensed by the ICT Authority. 
The CSAM filtering mechanism set up by the ICTA makes use of the IWF database, which is updated daily and blacklists the CSAM websites or pages, preventing them from being accessed by Internet users in the Republic of Mauritius.
The centralised filtering system serves as a cyber security infrastructure shared among ISPs and managed by the ICTA. Once IWF adds any website or web page to its black list, the ICTA’s filtering system is automatically updated so that the newly added websites or web pages can no longer be accessed to from Mauritius. Therefore, even when the removal of the offensive content cannot be performed at the source[footnoteRef:15], the filtering system ensures that it can no longer be viewed from Mauritius.  [15:  Even in this case, Domains and IP addresses can still be reported directly to the IWF online reporting portal (https://report.iwf.org.uk/en) for further action.] 

To implement this centralised filtering solution, the ICTA has been using the NetClean Whitebox technology developed specifically for the task of detecting and blocking CSAM on computer devices.
From 2011 to 2014, the CSA filtering set up was hosted at the ICTA and was connected to all local ISPs providing Internet access to the public in Mauritius. After 2014, the CSA shifted to a cloud-based mode whereby no hardware was required anymore at the ICTA premises. 
Since November 2020, Netsweeper has been the new provider for CSA filtering, using the same cloud-based technology as before.
4. Efficiency and limitations
[bookmark: _Hlk91765162]With the implementation of this CSA filtering solution, the ICTA is ensuring that ISPs are supplying their customers with an Internet connection which is clean from access to CSA websites, in the same way that a water company makes sure that the water provided in its pipes is uncontaminated. However, the ICTA’s CSAM filtering system only works for unencrypted online content (http) and does not work for encrypted content (https).
The Online Content Filtering (OCF) solution implemented by ICTA has allowed the filtering of 136,932 attempts (hits) to access CSA websites by Mauritian users for the year 2021 (January to November). A total of 4048 Mauritian IPs addresses were blocked during the same period. A total number of 1,835,064 attempts (hits) to access CSA websites by Mauritian users were filtered since the implementation of the system in 2011 and 110,026 Mauritian IPs addresses were blocked during the same period.

5. Data and Statistics
	[bookmark: _Hlk91770951]
	Number of attempts (hits) to access CSA websites by Mauritian Internet users
	Number of Mauritian IPs addresses to which access to CSA websites was blocked

	2011
	17396
	3518

	2012
	64954
	7666

	2013
	172844
	10924

	2014
	105243
	42134

	2015
	97135
	10196

	2016
	224930
	N/A

	Jul-Dec 2017
	139339
	N/A

	2018
	330201
	14214

	2019
	465119
	14847

	2020
	80971
	2479

	2021
	136932
	4048

	Total
	1835064
	35588
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Source: https://www.icta.mu/observatory-csa/
_______________

Number of attempts (hits) to access CSA websites by Mauritian Internet users	2011	2012	2013	2014	2015	2016	Jul - Dec 2017	2018	2019	2020	2021	17396	64954	172844	105243	97135	224930	139339	330201	465119	80971	136932	



Number of Mauritian IPs addresses to which access to CSA websites was blocked	2011	2012	2013	2014	2015	2016	Jul - Dec 2017	2018	2019	2020	2021	3518	7666	10924	42134	10196	0	0	14214	14847	2479	4048	
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1.  The statistics provided are based on the best available estimates at the time of disclosure.

2.  N/A: No stats available / System Under Manitenance

3. For  the year 2017, only the statistics for the period July to December is available regarding the number of attempts (hits)

4. For the year 2020, there has been a change in service provider for the period August to September and no statistics were available for that particular period

5. For the year 2021, no statistics is not available for the month of May 2021


