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Introduction

DraftTR-msnniqos

Multi Service Provider Interface for IP QOS - Architecture and Requirements 

1 Scope

This draft focuses on the required functions and procedures necessary for support of for Multi Service Provider interface for support of IP Quality of Service (QoS). 

A standardized IP QOS across service provider boundaries will be needed to support different services.  To ensure that IP QOS based networks  will interwork with each other supporting a set of services, this draft specifies the network-to-network interfaces between network operators. 
It supports the following objectives of the Next Generation Network:

· In a multi-service provider network, a specific objective is to define and  facilitate  Interoperability between networks

· End-to-end IP QOS

It specifies the Inter-Service Provider interoperability and service provisioning at the NNI.
2 References

The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this draft. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; all users of this draft are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.

The reference to a document within this draft does not give it, as a stand-alone document, the status of a Recommendation.

[1]
IETF, RFC 793, Transmission Control Protocol, DARPA Internet Program, Protocol Specification.

[2]
IETF, RFC 2460, Internet Protocol Version 6 (IPV6) Specification

[3]
IETF, RFC 2474, Definitions of the Differentiated Services Field (DS Field) in the IPv4 and IPv6 Headers

[4]
IETF, RFC 3032.  MPLS Label Stack Encoding
[5]
IETF, RFC 3031. Multiprotocol Label Switching Architecture

[6]
Rec. Y.1291: An architectural framework for support of Quality of Service (QoS) in Packet networks (from Q.16/13)
[7]
Rec. Y.1541: QoS classes quantify user application needs in terms of IP network performance (from Q.6/13)
[8]
Rec. Y.1221:  “traffic contract” complements QoS class by describing flow characteristics/limits (from SG 12)
[9]
Draft Rec. Y.e2eqos: End-to-End QoS Architecture for IP/MPLS networks (from Q.16/13)

[10]
Draft Rec. Y.123.qos : (Q.16/13)

[11]
3GPP 23.207. End-to-End Quality of Service (QoS) concept and architecture (Release 6)
[12]
3GPP2 S.R0035. Quality of Service. Stage 1 Requirements

[13]
3GPP TS 26.236 version 5.4.0 Release 5: Universal Mobile Telecommunications System (UMTS); Packet switched conversational multimedia applications; Transport protocols Rec. G.1010 "End-user multimedia QoS categories": from Q.13/12

[14]
Rec. H.360 (from Q.H/16)

3 Definitions

This draft defines or uses the following terms:

4 Abbreviations

This draft uses the following abbreviations.

5 Conventions

6 Multi Service Provider (Network Operator) Interfaces Architecture

Figure 6-1 provides a general network architecture and interface at which the functions are described in this draft. Multi service provider networks encompassing different transport technologies, services and applications will need to be interoperable.
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Figure 6-1:  Scope of Multi-Service Provider Interfaces 
7 Requirements

Solution requirements and constraints for Inter-Domain QoS must be understood prior to development and design, and kept in mind during development and design. This section lists the requirements gathered for Service Providers and their Customers. These needs include those required to design a working system and those that make it deployable.

Some of these needs are listed below, together with key recommendations.

7.1 SPs needs

1) Agreement of consistent Service Specifications

2) Agreement of consistent minimum Service Class definitions

3) Defined impairment budgets across each SP

4) Minimize impact to existing SP operations

5) Place as few restrictions on each SP as feasible - preserve flexibility

6) Clearly defined interfaces with other SPs and its customers

7) Flexible low overhead measurement system

8) Tools to support operation

9) A management system to support operation

10) Wide applicability

11) Clearly stated responsibilities of terminating and transit SPs

7.1.1 Agreement of consistent Service Specifications

A commonly defined and agreed upon set of service specifications are needed to enable concatenation of service from multiple providers to deliver an IDQ service. These specifications form the technical agreement between Providers and their customers. In essence, if a customer’s egress traffic conforms to the agreed bandwidth (measured using a “standard” method) for a Service Class, then the Provider will deliver that traffic meeting the performance of that Service Class to another subscriber.

7.1.2 Agreement of consistent minimum Service Class definitions

Rather than offer Services based upon a set of values for several network metrics, Service Classes such as “low latency” are typically being offered by SPs for services offered within their domain. Each Service Class is associated with a set of values for those metrics. However, many SPs have different definitions which complicate Inter-domain QoS. Furthermore, there are many possible Service Classes. An agreement of a minimum set of Service Classes to be supported together with their method of identification and performance is required. Additional Service Classes may be added over time or by SPs that wish to offer them for differentiation purposes.

Key Recommendation: An initial set of Service Classes should be selected using criteria of their known demand, well understood applications, and customer perceived value.

7.1.3 Impairment budgets

Impairment budgets for the selected metrics must be well specified for each SP along the delivery path. It is expected that certain metrics will not be concatenatable by simple addition, and that new methods will be required.

Key recommendation: Any Delay metric should be determined in part by the distance between an SP’s ingress and egress routers.

7.1.4 Minimize impact to existing SP operations

12) Maximize the use of existing infrastructure

13) Minimize incremental traffic overhead – control, measurement, management, etc.

14) Maintain privacy

15) Maintain security levels.

A solution should not require hardware changes to network equipment (routers, switches, modems, etc.). New/changes to protocols and/or network equipment software, tools, and management systems should be minimized.

Providers must be able to choose their own implementation mechanisms, ranging from simple over-provisioning to more complex traffic engineering and scheduling methods

Only a small percentage of available network capacity should be allocated to use for IDQ overhead purposes. For a customer link consider the percentage required of a 64kbps capacity link. For other points in the network, consider the aggregate percentage.

Certain information about topology and performance is expected to be sensitive. It may be necessary to restrict the accessibility to this information, or to provide a scheme which hides actual information.

The solution should not decrease the level of security, including making “hard-to-get” information “easy-to-get”.

7.1.5 Preserve flexibility

16) Supports multiple Service Levels

17) Provides for differentiation of services among Providers

18) Incrementally deployable

19) Deployable as both SP “managed” and “un-managed” services

20) Provides for both dynamic and static bandwidth reservations

21) Provides for flat subscribed and usage based, and does not prevent destination based billing

The solution must be flexible enough to be able to offer multiple service levels. Service Levels typically include Service Specification (Bandwidth and scope of each Service Class), Report, Cost, Support, etc. The minimum characteristics of service levels should be defined. The number of Service Levels should not be so large as to confuse customers.

While a common minimal level of service is required across SPs, their ability to compete must be maintained. Differentiation is expected by such factors as

I. Better than minimum required performance

II. Better than minimum required service levels

III. Offering of all defined service classes

IV. Offering of additional service classes

V. Better customer support

VI. Better than minimum required reporting

It is expected that deployment will start in a limited way. Most likely limited to small parts of the few participating SPs offering few Service Classes. Any solution must allow for deployment to be easily increased over time.

The solution must support services that terminate at Provider Edge devices, or Customer Edge devices, or at a customer’s host system. Traffic between two PEs is known as edge-to-edge, between two CEs as end-to-end, and traffic between two customer’s host systems is known as host-to-host. Managed services may include those offering termination at a CE or a customer’s host system.

Static bandwidth reservation is pre-provisioned using traditional SP techniques. For example, a customer may buy 4Mb/s VoIP, 6 Mb/s Low Latency, 8 Mb/s Multimedia, and 30Mb/s Best Effort on a link which is provisioned on a yearly basis. Dynamic bandwidth reservation is provisioned in real-time based upon customer need.

The pricing model for the sender is based on bandwidth per service class. The Service Provider will set those prices and may use a flat rate per unit of bandwidth or a specific rate for specific bandwidth increments. The solution should not prevent a Service Provider’s pricing to be different for traffic that is within a region compared with traffic that is destined for other global destinations.

7.1.6 Clearly defined interfaces with other SPs and its customers

22) Protect SPs from non-compliant traffic

23) Provide interfaces for control, measurement, management, and business processes

Each SP will offer Service Specifications for each Service Class with other SPs and its customers. The Service Specifications include ingress and egress bandwidth for each Service Class. In both cases, each party has obligations about which they should be monitored and receive reports. In order to protect itself from receiving more traffic than contractually agreed, policing must be conducted. In the case of receiving traffic which exceeds the contacted amount, action must be taken to protect an SP. That action must be well specified. Typically obligations during the period when non-compliant traffic is ingressing a SP will differ from “compliant” periods.

Key recommendation: When traffic that is marked for a certain service is received from a customer who has not subscribed to that service, the provider must take steps to ensure it does not interfere with legitimately marked traffic both in the provider who receives it and in subsequent providers.

Key recommendation: Policing using defined methods must occur at all SP edges. 

Requirements for control, measurement, management, and business process interfaces are yet to be determined.

7.1.7 Flexible low overhead measurement system

24) Highly scalable

25) Uses consistent performance parameter measurement metrics

26) Use consistent measurement timescales

27) Generate measurements of the network impairments metrics which can be concatenated to closely approximate overall performance

28) Monitor to assure delivery

29) Monitor to determine network compliance

30) Monitor for problem resolution

31) Generate assured data for prospective customers

32) Provide methods for prospective customers to see what performance they could expect if they subscribed

Key choices for a measurement system are

A. Passive measurement of actual User traffic or Active measurement by the use of special probes

B. Performance metrics

C. Timeframes for a time reference (the same start time is used for measurement intervals to allow correlation of information from different providers), for mean inter-probe time, for “roll-up” time (can't have one provider measure delay variation over a month and another measure it over 15 minutes) and reporting times 

D. Positioning of measurement points. Imagine a full worldwide mesh of CE-CE probes, this would not be scalable, whereas a network model that segments the network and defines the positioning of measurement points would be scalable if it enabled probes to be re-used.

Key recommendations: 

A. Active probes should be used, with each probe being highly leveraged for multiple purposes where possible.

B. One-way metrics should be used. These should include Loss ratio, Mean Delay, statistical Delay Variation, and a metric which measures the amount of loss within a short period of time (suggest we call this metric “Availability”).

C. Time should be referenced to UTC including accuracy, the other timeframes should be selected using the criteria below

D. Measurement points should be positioned with either the customer’s edge router or the SP’s edge router, plus peering points and other locations

The selection of timescales for performance measurement should be determined by the following criteria:

· The measurement overhead traffic must be kept at a low level

· The measurement and scalability requirements must be achievable on current hardware

· The basic timescale must be large enough to contain the start and end of a large number of traffic flows

· The basic timescale must be common and synchronized globally among SPs

· The timescale must be meaningful to network users and capture any productivity or service quality issues they perceive in the network.

· The timescales should not unduly emphasize momentary glitches such as link outages or re-routing events where they do not significantly impact network user experience.

7.1.8 Tools to support operation

It is likely that a solution will require either or both directory based and network based discovery tools. For example, tools will be required to discover the participating SPs, their management systems and network equipment, which service classes they support, and whether a particular service class is supported by all SPs along multiple delivery paths. Discovery of destination customer subscription may also be desirable.

7.1.9 A Management system to support operation

33) Manages the initiation, aggregation, storage, analysis and reporting of measurements

34) Provides support for billing and settlements

35) Provides support for inter-SP communications

36) Provides support for directory-based lookup of shared information

These requirements are self-explanatory

7.1.10 Widely Applicable

37) to both private and public networks

38) independent of the underlying transport mechanism (eg MPLS, ?, etc)

39) independent of the underlying method of QoS delivery (eg by overbuilding or traffic engineered)

40) independent of unicast or multicast

41) supports differing time-zones

42) supports any geographical distance

43) Easily scalable to many SPs

These requirements are self-explanatory

7.1.11 Clearly Stated Responsibilities

Responsibilities of SPs are expected to differ depending upon whether they are providing service to the customer (terminating) or only other SPs (transit). Example responsibilities are

I. Provide information regarding network devices, measurement devices, peering points, and customer subscriptions.

II. Support required performance characteristics of each Service Class

III. Route IDQ traffic preferentially to other IDQ providers

IV. Interconnect with majority of other providers that support IDQ
V. Supply measurement points

VI. Monitor measurements taken
VII. Cooperate in troubleshooting with other IDQ SPs 
VIII. Take responsibility for sizing the interconnect with the backbone providers
IX. Publish reports

7.2 Customer needs

44) Commonly understood performance across supported service classes

45) Use of consistent metrics which reflect network impact on Users’ applications

46) “Standard” minimum common reporting

47) Consistent provisioning of site-to-site services with QoS

48) Similar offered service levels

49) Maintain Privacy

7.2.1 Commonly Understood Performance across Supported Service Classes

The offering of common service classes would promote a consistent expectation of performance across locations, providers, and over time.

7.2.2 Use of Consistent Metrics which Reflect Network Impact on Users’ Applications

Consistent metrics will promote comparison of offerings, and increase understanding of what values of each are required for User’s applications.

7.2.3 “Standard” Minimum Common Reporting

A common minimum report offered by multiple SPs for a particular Service Level would promote ease of understanding no matter which SP was their provider. Additional reporting over the minimum could offer differentiation. Elements of a minimum report should include

I. Subscription

II. Target Performance

III. Measured Performance

IV. Network Compliance

V. Customer Compliance

with incremental content for each successive service level

Information on customer compliance is included to indicate time periods when the SP’s performance guarantee was not in effect due to customer non-compliance.

It encourages customers to subscribe to the appropriate bandwidth level for more reliable service
7.2.4 Consistent provisioning of site-to-site services with QoS

A consistent performance experience for applications will promote greater confidence in the offered service.

7.2.5 Similar offered service levels

Common minimum service level offered by multiple SPs at every location which would enable customer multi-homing to multiple SPs and support the ability of the customer to fail-over or distribute traffic to another SP while maintaining the same QoS.

7.2.6 Maintain Privacy

Customers should be given the option of restricting information regarding their subscription, connectivity performance and topology, and traffic usage to others.

8 Network to Network (NNI) Interface specifications

The Multi-Service Provider NNI interface includes support of the following capabilities.

8.1 QoS Aspects

TBD (Schemes, Parameters, specific technical policies, features and min/max of parameter settings)
8.2 Configuration of Interfaces (UNI/NNI/ICI)

8.2.1 Bandwidth 

TBD

8.2.2 Traffic Requirement 

TBD

8.2.3 QOS guarantee mechanism 

TBD (Diff Serv./Int. Serv/MPLS)
8.2.4 Scheduling Mechanisms
TBD

9 Routing

TBD

10 Protocol Mechanisms Required

TBD

10.1 Directory Services 

TBD

11 Network Performance

TBD

11.1 Availability 

TBD

11.2 Reliability 

TBD

11.3 Interactions between services 

TBD

12 Service Provisioning

TBD

13 Network/Services Management

TBD

14 Security

TBD
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