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a qos Control architecture for ethernet-based IP access network
1 Scope

This document provides a QoS control architecture for support of dynamic and per-session QoS control over Ethernet-based IP access network. It refers to the definitions provided in Y.1231 regarding IP access network and IP core network.
Based on the existing QoS mechanisms in the data plane, this document specifies:
1) a QoS control architecture for support of dynamic and per-session QoS control over Ethernet-based IP access network;

2) QoS-related control interfaces and their requirements;

3) Mapping of the QoS parameters between the service layer and transport layer;

4) Mapping of the different QoS mechanisms between the adjacent segments.

The QoS mechanisms for the first/last mile user access portion are MAC technology specific and as such are out of the scope of this document.

2 References

The following ITU‑T Recommendations and other references contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU‑T Recommendations is regularly published. The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation.

[Y.1231]
ITU-T Recommendation Y.1231 (2000), IP access network architecture
[Y.1241]
ITU-T Recommendation Y.1241 (2001), Support of IP-based services using IP transfer capabilities
[Y.1221]
ITU-T Recommendation Y.1221 (2002), Traffic control and congestion control in IP-based networks

[Y.1540]
ITU-T Recommendation Y.1540 (1999), Internet protocol data communication service – IP packet transfer and availability performance parameters

[Y.1541]
ITU-T Recommendation Y.1541 (2002), Network Performance Objectives for IP-based services

[Y.1291]
ITU-T Recommendation Y.1291 (2004), An architectural framework for support of Quality of Service (QoS) in packet networks
[802.1p]
IEEE std 802.1p (published in 802.1D-1998), Traffic Class Expediting and Dynamic Multicast Filtering
3 Definitions

This Recommendation defines the following terms:

3.1 IP access network: An implementation comprising network entities to provide the required access capabilities between an "IP user" and an "IP service provider" for the provision of IP services. "IP user" and "IP service provider" are logical entities which terminate the IP layer and/or IP related functions, and may also include lower layer functions, and may also include lower layer functions [refers to Y.1231].

3.2 IP core network: IP service provider's network, including one or more IP service providers. [refers to Y.1231]
3.3 Ethernet-based IP access network: An IP access network comprises the Ethernet aggregation network, access nodes (such as DSLAM), and edge nodes (such as BRAS) and may also include the IP aggregation network. Access and edge nodes may be IP capable.
3.4 connection-oriented network service: A network service that establishes logical connections between end users before transferring information.
3.5 connectionless service: A service, which allows the transfer of information among service users without the need for end-to-end logical connection establishment procedures.

3.6 flow[IP flow]: A sequence of packets sent from a particular source to a particular destination to which the common routing is applied. If using IPv4, a flow is identified by IPv4 5-tuple including source/destination IP addresses, protocol ID, source/destination port numbers. If using IPv6, a flow is identified by IPv6 3-tuple including source/destination IP addresses, flow label.

3.7 Session: A period of communication between two terminals which may be conversational or non-conversational (for example retrieval from a database).
4 Abbreviations

IETF            Internet Engineering Task Force

ITU-T          International Telecommunication Union – Telecommunication Standardization Sector

QoS             Quality of Service

SLA

Service Level Agreement

ER               Edge Router

BAS            Broadband Access Server

IMD            Intermediate Device

CPN            Customer Premises Network

CPE

Customer Premises Equipment

NTRD         Network Topology and Resource Database
IP

Internet Protocol
MAC

Media Access Control

AN

Access Node

SCF

Service Control Function

ARCF

Access Resource Control Function

RCF

Resource Control Function

DSLAM

Digital Subscriber Line Access Multiplexer

VoIP

Voice over IP

5 Definition of Ethernet-based IP access network

No matter what kind of the first/last mile access technology is used (such as LAN, xDSL, Cable, WLAN, UMTS, APON, EPON, PLC and etc.), Ethernet and ATM predominate in the access aggregation portion between access nodes (which terminate the first/last mile link signals) and IP core network. The type of the access aggregation technology will impact the selection of not only the interface type and inner implementation of Access Nodes and BRAS, but also the IP mapping mechanisms in the first/last mile user access line.

So according to the type of access aggregation technologies, IP access networks can be classified into two main categories: Ethernet-based IP access network and ATM-based IP access network. (Note that in some cases people use IP-based in comparison with ATM-based, which actually implies Ethernet-based.) 

An Ethernet-based IP access network comprises the Ethernet aggregation network, access nodes (such as DSLAM), and edge nodes (such as BRAS) and may also include the IP aggregation network. Edge nodes are typically IP capable.
An Ethernet-based IP access network may include several different types of the first/last mile user access technologies. For example, an Ethernet-based IP DSLAM may be able to contemporarily support LAN/xDSL/WLAN user access. And the different types of Access Nodes may be deployed and aggregated to the same BRAS in an Ethernet-based IP access network.
6 Reference model of Ethernet-based IP access network

Most of Ethernet-based IP access networks can be shown as the following reference model.
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Figure 1 – Generic reference model of Ethernet-based IP access network

Considering the size of an access network and the position of BRAS, Ethernet level aggregation and IP level aggregation nodes may be deployed optionally. In some cases, BRAS may serves as an Edge router directly connected to IP core network.

Generally, L2 or L3 switches are used for Ethernet level traffic aggregation per subscriber, and L3 switches or IP routers for IP level aggregation per QoS class or service type. 

In an Ethernet-based IP access network, BRAS, IP level aggregation nodes and Edge routers are IP-aware, while most of other elements are generally IP-unaware.

TE: Terminal Equipment

CPN: Customer Premises Network

Home Gateway: consists of Modem and IP router. Both elements may be needless or optional for some types of the first/last mile user access technologies. 

Access Node: terminates the first/last mile link signals at the network side, and physically can be a single device or a chain of subtended devices. It may be located at a Central Office or a remote site or both if subtended. It must have one more Ethernet uplink interface when residing in an Ethernet-based IP access network.

BRAS: Broadband Remote Access Server terminates the user access session (e.g. PPP, EAP(rfc2284), VLAN) and aggregates the user traffic into VLAN or VPN or tunnels as with native IP traffic. The BRAS also provides the policy management interface, AAA interface and DHCP interface. Based on that, it makes user access control and assigns user IP addresses.
ER: Edge Router is an egress IP router which connects an IP access network to one or multiple IP service providers in IP core network. An ER aggregates IP traffic from one or more BRAS. It may also contain NAT and/or firewall elements.

The First/last mile user access technologies are diverse which may be LAN, xDSL, WLAN, EPON, PLC and so on. Different types of the first/last mile user access systems have different types of Modems and Access Nodes. Examples are given below. This list is not an exhaustive list. 

	The First/last mile user access technology type
	Access Node
	Modem/Adapter

	LAN
	L2 Switch
	LAN adapter

	xDSL
	DSLAM
	xDSL modem

	WLAN
	WLAN AP
	WLAN adapter

	Cable
	CMTS
	Cable Modem

	PLC
	EPLC-SHE
	EPLC-SCPE

	EPON
	OLT
	ONU

	UMTS
	RNC+Node B
	USIM card


7 QoS issues of Ethernet-based IP access network
With the predominating of IP in core networks and CPN, Ethernet gradually occupies more and more share for access aggregation due to its cheapness and simplicity. At the same time, multi-services support requirement on broadband IP access is also increasing. Metro Ethernet networks are being constructed by carriers for access aggregation and other service goals, whilst QoS issues are being addressed for Ethernet aggregation able to provide QoS-assured data delivery performance close to what ATM can provide. 
QoS issues and mechanisms of Ethernet-based IP access network are very different from that of ATM-based IP access network due to the native difference between ATM and Ethernet. 

In nature, the bearer QoS (i.e. bearer network performance) control issues are the network resource control issues. Through optimizing resource allocation among traffic, the network performance objectives including the upper bound on packet delay, jitter, loss and error can be met well. According to the difference of the resource attributes, QoS issues in an Ethernet-based IP access network should be partitioned into three segments as shown in Figure 2 and respectively addressed. They are the first/last mile user access segment, the Ethernet level aggregation segment, and the IP level aggregation segment. 

At the joint nodes such as the access nodes, BRAS and Edge router, the mapping between the different QoS mechanisms should be done for end-to-end QoS delivery. 

In addition, these joint nodes are usually as the injection nodes for support of dynamic and per-session level QoS control based on policy and/or resource information database.
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Figure 2   The partition of Ethernet-based IP access network resource
7.1.1 QoS issues in the first/last mile user access segment

Generally this segment is IP-unaware and the technologies are very diverse. Each kind of the first/last mile user access technology has its own resource control mechanisms concomitant with the physical and link layer mechanisms. 

The bandwidth resource contention among users in this portion should be solved, especially if users must share the upstream/downstream link bandwidth. Commonly the technology-invented organizations are responsible to work out the solutions for this issue, which are very MAC technology specific and out of the scope of this document.
For support of dynamic and per-session QoS control, the access node should have the interface with the QoS-related controller. 
7.1.2 QoS issues in the Ethernet level aggregation segment

(Editor’s Note: Reference relevant MEF documents.)

IEEE 802.1 group defines the traffic class expediting mechanisms in std802.1p (published in 802.1D-1998) and the VLAN mechanisms in std802.1q. 

The inner VLAN shall be configured per user from the Access Node to BRAS for solving resource contention and security, commonly called the ‘user VLAN’. Q-in-Q (i.e. VLAN nesting) mechanism could be used for Ethernet level traffic aggregation. The Access node and BRAS should do the mapping between IP QoS priorities and 802.1p priorities. 

For support of dynamic and per-session QoS control, the Access Node and BRAS should have the interface with the QoS-related controller.

7.1.3 QoS issues in the IP level aggregation segment

IETF defines two sorts of IP QoS mechanisms (IntServ and Diffserv) and many tunnels and VPN mechanisms. 

The tunnels and VPNs are configured per service type or QoS class. MPLS, VLAN, L2TP, GRE, VPN and native IP could be used for IP level traffic aggregation. The BRAS and Edge router should do the mapping between 802.1p priories, IP DSCPs, and MPLS exp.

For support of dynamic and per-session QoS control, BRAS and the Edge Router should have the interface with the QoS-related controller.

8 Requirements for support of dynamic and per-session QoS control over Ethernet-based IP access network
There are two broad categories of IP flows: 1) the connection-oriented service flows that are associated with some form of session control procedure using a protocol such as SIP or H.323, and 2) the connectionless service flows without any session control procedure. 

Reserving an QoS path through path-decoupled or path-coupled signalling for a flow or a traffic aggregate, that may contains any kind of application data, is viewed as a particular kind of connection-oriented service. However, that’s not the focus of this recommendation.
The flow is generally described by the IPv4 5-tuple or IPv6 3-tuple. Before a connection-oriented service flow is classified into a certain QoS class on the network edge node, the flow must be identified at first. Since a lot of IP service port numbers are determined through dynamic negotiation in the service layer, it is very difficult for network edge nodes, especially for those  network devices without layer 3 and above capability, to dynamically identify all of happening flows. Static configuration at per-flow level is unpractical. Only after the service layer informs the transport layer of the flow description, can the problem be effectively solved. Meanwhile, the QoS parameters of the service flow are determined by the service layer too according to the Service Level Agreement between user and provider or between service provider and network provider. Hence, it is also necessary for the service layer to inform the transport layer of the QoS parameters of the service flow.
9 Reference architecture for support of dynamic and per-session QoS control over Ethernet-based IP access network
(Editor’s note: Figure 3, 4, and 5 are subject to revision based on Figure 1.)

Figure 3 illustrates a reference architecture for support of dynamic and per-session QoS control over Ethernet-based IP access Network.
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Figure 3 Reference architecture for support of dynamic and per-session QoS control over Ethernet-based IP access Network
The reference architecture consists of three planes: Service control plane, Transport resource control plane and Transport data plane.

Service control plane comprises service control function (SCF) dealing with service requests, which decides the QoS requirements of each service flow and then sends the resource request to access resource control function (ARCF). As such SCF is service specific and may be realized in softswitches, streaming media servers, voice gateway, video on demand servers and the like, SCF is logically independent function that may be a stand-alone box or a function module integrated into other equipment.

Transport resource control plane comprises access resource control functions (ARCF) in access networks and resource control functions in core networks. ARCF deals with resource requests containing specific QoS requirements for IP flows, which makes admission control, route determination and resource allocation based on network resource status and SLA/policy. ARCF is also logically independent function that may be a stand-alone box or a function module integrated into other equipment.      

IP Access network is an Ethernet-based Layer 2 network, which includes three types of device: ER, AN and IMD.

ER (Edge Router): The device in IP-based access network acts as the unique egress device that connects IP-based access network to backbone network; it is a Layer 3 device. Generally, it is a BAS (Broadband Access Server) or a router.
AN (Access Node): The network device in IP access network directly connects to customer terminals. Generally, it is a Layer 2 switch or an IP DSLAM (Digital Subscriber Line Access Multiplexer).

IMD (Intermediate Device): All the other devices in an IP-based access network, except the ER and AN. Generally, it is a Layer 2 switch.

CPE (Customer Premises Equipment) is device in CPN (Customer Premises Network). It generally is a customer terminal, e.g. Ethernet phone or Media Gateway. If CPN is composed of Layer 2 switches and customer terminals, CPN should forward customer packets without congestion, so as to ensure QoS of customer flows in CPN. 
10 Key control mechanisms for support of dynamic and per-session QoS control over Ethernet-based IP access network

To meet the requirements in section 8, it is necessary to define the associated key QoS control mechanisms that can be applied in the reference architecture depicted in Figure 1.
For strictly guaranteeing QoS of connection-oriented services and real-time services in IP access network, the following requirements should be also met.

1) Network topology and resource status collection;
2) Resource request with specific QoS requirements;

3) Admission control and Resource allocation;
4) Configuration control with specific QoS parameters;

5) Service flow identification, classification and marking;

6) Packet forwarding on the basis of Ethernet-layer priorities defined in IEEE 802.1p.

For relatively guaranteeing QoS of connectionless services in IP access network, the same QoS mechanisms can be used. SLA negotiation between customer and provider is viewed as a static and manual service request for data delivery quality, and network administrators serve as SCF. Admission control and resource allocation may be done only based on SLA/policy. Packets are also forwarded on the basis of Ethernet-layer priorities defined in IEEE 802.1p. Considering automation and security of SLA management, maybe a path-decoupled signaling protocol needs to be developed for dynamic SLA negotiation and policy decision.   
10.1 Network topology and resource status collection
Topology and resource status of Ethernet-based IP access network can be obtained by means of static configuration or dynamic collection. The topology information can be obtained directly from the network elements in the access network, from the TMN or any other proxy (e.g. on the Edge Router). The resource status information is maintained in the ARCF based on the history of resource allocation grants. This information is stored in the network topology and resource database (NTRD), which is generally maintained on ARCF. Flow admission control, route determination and resource allocation are implemented on the basis of network topology and resource database and SLA/policy.

10.2 Admission control and resource allocation
This section introduces the procedure of admission control, which is illustrated in the Figure 4.
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Figure 4   Admission control in Ethernet-based IP access Network
(1) Service Request. A terminal or application gateway/server sends a service request to SCF through a signalling protocol (e.g. SIP or H.323). A resource request is triggered by the service request. Service requests are various and application-specific. 

(2) Resource Request with specific QoS requirements. SCF sends a resource request containing the parameters such as the IP address of the customer terminal, flow description, bandwidth demand and priority to ARCF. .  

(3) Admission Control and Resource Allocation. ARCF finds the path of a flow according to the NTRD and IP address of the source terminal, and judges whether or not there is enough network resource for the flow access. If there is, ARCF sends an access admission response to SCF and marks this part of resource as occupied in network topology and resource database; if there is not, the access is denied and the admission control procedure terminates.

(4) QoS Parameters Configuration. ARCF sends the flow description, bandwidth and priority of 802.1p to AN. If the service is bi-directional, ARCF should also configure flow description, bandwidth limitation and priority of the flow to ER. Flow description includes IP 5-tuple information or other protocol field parameters

(5) Flow Identification, Classification, Marking and Forwarding. AN identifies a service flow according to flow description, classifies the flow packets, limits the bandwidth of the flow, marks and forwards packets according to priority. The intermediate devices forward packets according to priority too. Unidentified packets, which don’t match any flow description configured in AN, are not assured to be forwarded with their original priority if any value is set and may be treated as best-effort packets. If the service is bi-directional, ER performs same processes with AN.
10.3 Resource release
This section introduces the procedures for resource release as illustrated in the Figure 5.
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Figure 5   The Resource Release procedure in Ethernet-based IP access Network

(1) Service Release Request. A terminal or application gateway/server sends a service release request to SCF. A resource release request is triggered by the service release.

(2) Resource Release Request. SCF sends a resource release request containing the parameters of the IP address of the source terminal and flow description to ARCF. 
(3) Resource Release. The resource occupied by the flow is marked as idle in network topology and resource database, and then an acknowledgement is sent to SCF.

(4) Removal of QoS Parameters Configuration. A message containing flow description is sent to AN, and then the device removes the identification and classification of the flow. The flow is regarded as best-effort traffic. If the service is bi-directional, ER performs the same processes with AN.
11 Interface requirements
This section considers requirements for the different interfaces introduced in Figure 3.

11.1 Interface between ARCF and Access Network Node (C2)
The ARCF interacts with the access network nodes through interface C2. The main function of this interface is to gather information about resource status and network topology. Network topology and resource status collection is the basis for making flow route determination, admission control and resource allocation. 

This interface should meet the following requirements.

(1) It should be able to timely gather the link layer topology and resource status.

.

(2) It should be able to timely and accurately track link layer topology and resource status changes and conditions.

(3) It should have topology collection function.

Although SNMP could be used to collect the neighbour discovery information from each node, it is suitable for management but not for real-time control.

Topology collection request message and response message should be defined, by which a master device (BAS or layer-3 switch) can collect the entire link layer topology and resource status of the Ethernet access network. 
11.2 Interface between SCF and ARCF (S1)
The interface between service control plane and transport resource control plane is very important. Since a lot of IP service port numbers are determined through dynamic negotiation in the service control plane, if without the information from SCF, it is very difficult for layer 2 network devices by themselves to dynamically identify all of happening flows. Static configuration at per-flow level is unpractical. Only after SCF informs the transport layer of the flow description, can the problem be effectively solved. Meanwhile, it will be beneficial to service charging that the QoS parameters of the service flow are determined by the service control plane. Hence, it is necessary for the service layer to inform transport layer of the QoS requirement parameters of an IP service flow.

This interface should support the following functions.

(1) Allow SCF to initiate a resource allocation request to ARCF for an IP service flow. This request may include flow identification, QoS parameters. The QoS parameters may include information such as those defined in Y.1541.

According to the resource allocation request with specific QoS requirements, ARCF allocates the network resource for the IP service flow.

.

(2) Allow SCF to send ARCF a resource modification request for an IP service flow
 For some kinds of services, it may be necessary to modify the QoS requirement at anytime during the run-time of a service flow. According to the resource modification request, ARCF modifies the bandwidth and priority allocated at the last time. Many times modification is allowed.

(3) Allow ARCF to send SCF an acceptance response for a resource allocation request or a resource modification request

Upon succeeding in the resource allocation or modification, ARCF shall send an acceptance response to SCF.

(4) Allow ARCF to send SCF a rejection response for a resource allocation request or a bandwidth modification request
Upon failing to meet a resource request or a bandwidth modification request, ARCF shall send a rejection response to SCF.

(5) Allow SCF to initiate a resource release request to ARCF for an IP service flow
When a service flow is terminated, SCF shall initiate a resource release request to ARCF. According to the resource release request, ARCF takes back the allocated resource and sends back a resource release confirmation to SCF.

(6) Allow SCF to send ARCF a resource allocation status query for an IP service flow

In case of any change of network resource status (e.g. a link or virtual connection is no longer available due to failure), SCF should be allowed to query ARCF the resource allocation status for an IP service flow.

(7) Allow ARCF to send SCF a resource allocation status report for an IP service flow

In case of any change of network resource status (e.g. a link or virtual connection is no longer available due to failure), ARCF should be allowed to report the resource allocation status to SCF for an IP service flow..

11.3 Interface between ARCF and ER/AN (C1 and C3)
When a service flow is admitted, ARCF informs ER and/or AN of flow description, priority and bandwidth limitation parameters. When releasing service connection, ARCF informs ER and/or AN to remove the flow identification and mark, and then the flow is regarded as best-effort..

This interface should support the following functions.

(1) Allow ARCF to instruct ER/AN to perform the flow identification and specified QoS treatment for an IP service flow
According to a resource allocation request from SCF, ARCF makes resource admission control, routing control, forwarding priority control and media resource control for the service flow. To implement the above control, ARCF must send a QoS installation instruction to ER/AN to install their QoS configuration and behaviours.

 (2) Allow ARCF to instruct ER/AN to modify the specified QoS treatment for an IP service flow
According to a resource modification request from SCF, ARCF modifies the resource allocation for the service flow during its run-time. To implement the above modification, ARCF must send a QoS modification instruction to ER/AN to modify their QoS configuration and behaviours.

 (3) Allow ARCF to instruct ER/AN to cancel the specified QoS treatment for an IP service flow
According to a resource release request from SCF, ARCF takes back the resource allocated for the service flow. To implement the release, ARCF shall send a QoS cancellation instruction to ER/AN to delete their QoS configuration and behaviours.

 (4) Allow ER/AN to send ARCF a QoS configuration response for a QoS installation/modification/cancellation instruction.

12 Operation scenarios

For operational flexibility and gradual deployment, the mechanism is slightly restrictive in terms of admission control. There are some access network operation scenarios for which simplified admission control could work.

Let's assume that all IP flows are forwarded through the Edge Router. Then the access network looks like a star topology consisting of pipes between ER and each AN.

Scenario 1: If we assume that the bandwidth per pipe is reserved and guaranteed, we do not have to care about the topology of the access network, and admission control can be simplified. For example, ARCF can perform admission control based on the reserved bandwidth for the user (i.e. the pipe), the total bandwidth of the existing connections over the pipe, and the bandwidth of the newly requested connection.

Scenario 2: If we assume that the bottleneck of the bandwidth is limited, such as the link between the Edge Router and the first L2 switch, we do not have to care about the resources of other links in the access network, and again admission control can be simplified. For example, ARCF can perform admission control based on the provisioned bandwidth for such bottleneck link, the total bandwidth of the existing connection over the link, and the bandwidth of the newly requested connection.
13 Security considerations

The QoS architecture described in this recommendation enhances the security of Ethernet-based IP access network and does not raise any new security issues to Ethernet-based IP access network.

VLAN may be configured for separating voice and video service flows from Internet data traffics, which makes well-known multimedia application ports invisible to Internet as possible.  It is helpful against viruses and simple attacks.

Network topology and resource status collection can help network administrators to find illegal access node and link failure. And private IP addresses may be used for access devices configuration, which makes intermediate access devices invisible to outer and helpful against attacks.

Resource requests are initiated by service control function not by hosts, which prevents from the malicious resource requests and the resulting illegal excessive resource reservation, exhaustion and even DoS (denial of service). All of resource requests are triggered by the service requests that have passed the user authentication and authorization.

Admission control is helpful against fabrication attacks, unauthorized traffic and the resulting congestion. Traffic marking is done by access nodes and edge routers. And the mark is trusted and reused by intermediate devices.

QoS signalling is out-of-band and path-decoupled, which can be delivered on the dedicated link with security encryption. Access nodes, edge routers and service control function should protect themselves from DoS attacks.

Still, the conventional network security mechanisms such as firewalls, intrusion detection software (IDS) and proxies are used against network attacks. If needed, authentication and integrity mechanisms can be used to protect signalling from interception, modification and fabrication attacks. 
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