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Draft FGNGN-FRA version 1
Functional Requirements and Architecture of the NGN

1. 
Scope

The objective of this Recommendation is to provide a common understanding of the NGN capabilities.

The functional architecture shall allow a clear distinction between definition/specification aspects of services provided by the NGN and the actual specification of network technologies used to support those services. Therefore, an implementation-independent approach is adopted. This Recommendation describes the functional and structural architecture of the Next Generation Network (NGN) using the generic definitions, symbols and abbreviations that are defined in related ITU-T Recommendations e.g., Recommendations G.805 [1] and G.809 [2]. 

Since all technologies map to one of the three modes of networking (i.e., either connection-oriented packet switched (CO-PS), connection-oriented circuit switched (CO-CS) and connectionless packet switch (CL-PS)) then this NGN Recommendation shall consider the functional architecture implications of these three modes.

2. 
References

The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; all users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.

[1]
ITU-T Recommendation G.805 (2000), Generic Functional Architecture of Transport Networks

[2]
ITU-T Recommendation G.809 (2003), Functional architecture of connectionless layer networks

[3]
ITU-T Recommendation Y.100 (1998), General overview of the Global Information Infrastructure standards development

[4]
ITU-T Recommendation Y.110 (1998), Global Information Infrastructure principles and framework architecture

[5]
ITU-T Recommendation Y.1001 (2000), A Framework for Convergence of Telecommunications Network and IP Network technologies

[6]
ITU-T Recommendation Y.GRM-NGN, General Reference Model for Next Generation Networks
[7]
ITU T Recommendation Q.1701 (1999), Framework for IMT-2000 networks

[8]
ITU-T Recommendation Q.1702 (2002), Long-term vision of network aspects for systems beyond IMT-2000

[9]
ITU-R Recommendation M.1645 (2003), Framework and overall objectives of the future development of IMT-2000 and systems beyond IMT-2000

[10]
ITU-T Recommendation Y.140 (2000), Global Information Infrastructure (GII): Reference points for interconnection framework

[11]
ITU-T Recommendation Q.1741.3 (2003) IMT-2000 references to release 5 of GSM evolved UMTS core network with UTRAN access network
[12]
ITU-T Recommendation M.3010 (2000), Principles for a Telecommunications management network

3. 
Definitions

This Recommendation defines the following terms:

Functional Entity: An entity that comprises a specific set of functions at a given location.

Functional architecture:  A set of functional entities which are used to describe the structure of a NGN. These functional entities are separated by reference points and thus they define the distribution of functions. These functional entities can be used to describe a set of reference configurations.  These reference configurations identify which of the reference points are visible at boundaries of equipment implementations and between administrative domains. 

Reference point:  A conceptual point at the conjunction of two non-overlapping functional entities that can be used to identify the type of information passing between these functional entities. A reference point may or may not correspond to one or more physical interfaces between pieces of equipment.

4. 
Abbreviations

This Recommendation uses the following abbreviations.

NGN
Next Generation Network
MGF


Media Gateway Function

STGF


Signalling Transport Gateway Function

MGCF


Media Gateway Control Function

PGCF


Packet Gateway Control Function

DB


Database

IP


Internet Protocol

MM


Multimedia

IMS


IP Multimedia Subsystem

CDR

Call Data Record
CAMEL
Customised Applications for Mobile network Enhanced Logic

CDR

Call Detail Record

CSCF

Call Session Control Function

DB

Database

HSS

Home Subscriber Server

IMS

IP Multimedia Subsystem

IP

Internet Protocol

MGW

Media Gateway

MGF

Media Gateway Function

MGCF

Media Gateway Control Function

MM

Multimedia

MRFC

Multimedia Resource Function Processor

OSA

Open Service Architecture

PDF

Policy Decision Function

PGCF

Packet Gateway Control Function

PLMN

Public Land Mobile Network

SSF

Service Switching Function

STGF

Signalling Transport Gateway Function

S-CSCF
Serving CSCF

5. High level Functional Requirements for NGN (From NCAP1)
Networks do not need to have all of service requirements described in the subsections below. It is an operator's choice to select the necessary components for the services they plan to deploy.

5.1. Addressing, Naming and Directory Services features

Information to identify senders and recipients are generally as follows:

- Addressing system based on physical network structure,

- Logical naming system mapped to Logical address,

- Directory service to translate logical names into logical addresses.

With the arrival of home electric appliances which can connect to networks and the spread of wireless tags and wearable computers, the number of terminal connecting to networks will increase in the near future.

For this reason, it is necessary for address systems based on physical configuration to have large address space and, at the same time, to manage allocation of address and construct subnetworks flexibly.

An example of directory service is static translation from name to address such as when ENUM translates a telephone number to an IP address. In addition, a ubiquitous directory service is required to search for addresses of objects (users, mobile terminals and so on) moving around in a network, and is also required to getting profiles of objects. 

In general, different directory services are required depending on different networks and/or services, as addressing is different for different type of networks and services. For example, the mapping rule between 

IP address/URL and telephone number is different for IP telephony service and messaging service such as voice mail.

Moreover, group addressing scheme which enables multicasting is required for such services as remote conference service and contents delivery service to distribute information in good quality of service.

These addressing and directory services can be implemented as individual mapping scheme for each service, or via common mapping scheme across different services.  
5.2. Authentication, Authorization and Accounting

5.2.1. Authentication and authorization

The NGN shall provide authentication and authorization functions. An authentication function can protect from unauthorized use of networks, such as SPAM mail prevention. By the authorization function, the access authority to network resources can be set up and access violation can be prevented.At any time the NGN shall be able to verify the identity of users and terminals. Additionally it shall be able to check the authorization of the user to use resources of the NGN and to access services offered by an NGN.
In order to achieve identification of a user in a network, the network needs to have functions to manage users' information and authenticate. Authentication, Authorization and Accounting should be processed securely.
The NGN shall support single login of a user.

5.2.2. Accounting, charging

The NGN shall provide accounting functions, off-line (i.e. post processing) and on-line charging (i.e. charging during the session).

5.3. User Profile Management

In order to manage a networks' resource, management of network users' information is an especially important factor. User profile information is independent of any physical objects, such as terminal and access link subscription.  Information to identify network users is shown below and it is necessary to manage the information as a basic function of networks. 

- User identities, attribute information of individual human user, e.g., uniquely assigned number or name,

- User location information,

- User presence information (including aggregation, allows a user to subscribe to a single presence entity to watch the presence information of users, which are subscribed to presence services residing in different networks and being owned by different service providers).
- User's subscription information of services and applications

- User preference information
The NGN shall allow to have multiple user identities assigned to a single subscription.
It shall be possible to notify the control entities about changes in the user profile data.
An example of "Identify terminal" is to know which mobile terminal is making a call. Also "identify individual" means to identify and authenticate persons who are users of a network and application services e.g. mobile-phone service. Let us consider one case: If a person calls by different terminals, he/she is recognized as the same in person, but different in terminal. 

"User location" is necessary to get geographical information as a network's function in case of an emergency call, etc.  Using fixed phone, "user location" can be searched because telephone carriers take charge of addresses of the terminals in DB. As for mobile phones, managements of geographical information by GPS are being tried.  Also, for wireless LANs, "User location" can be known by location of the access point.

In order to support the user's preferences for multimedia applications, the capability negotiation may take into account the information in the user profile whenever applicable. This includes the capability to route the multimedia session to a specific terminal, when multiple terminals share the same NGN service subscription.
Identities of NGN users, used e.g. for authentication, authorization and routing, shall be administered by the operator and shall not be changeable by the user.
5.4. Terminal Management

The management of user's terminal systems is part of resource management. A user can use multiple terminals in parallel.

User's terminal system is the same as customer premise equipment (CPE) which consists of terminating point (Network Termination Unit: NTU) and user's terminal equipment.  Examples of NTU are modems for ADSL or CATV or optical network unit (ONU) for FTTH.   Examples of user's terminal equipment are Personal computer (PC), Set-top-box (STB), Home gateway (HGW), telephone, fax, and TV set.

The necessary information for managing these CPEs include terminal identification, address, name, static attributes such as supported protocols, transmission speed, bandwidth, and processing power, and dynamically changing attributes such as the user using the CPE, current physical location of the CPE, running applications on CPE.
Whenever a device is plugged to a network, the network provides means to configure the device automatically.
Management functional areas are configuration management, fault management, performance management, accounting management, and security management.   The managed objects of the CPE should be identified and managed for each management functional area.

5.5. Handling of Various Communication Patterns

Emerging NGN applications and services can be classified by some communication attributes which may lead to specific control or transport protocols. Typical attributes are the number of communicating peer and realtime/non-realtime characteristics. In addition, the NGN shall support high responsive services. Thus, applications and services are classified as the following table:

Table 1 Examples of communication patterns

	Realtime/

Non-realtime

Communication

Path
	Realtime
	Non-realtime

	One to one
	Telephone, Fax

chat (Peer-to-peer dialogue) , 

network game
Push to talk
	E-mail,

Video/voice mail,
Fax-mail conversion,

Peer-to-peer data transfer

	One to many
	Telephone,

Streaming (contents distribution),

Network game

Information retrieval (database, browsing)
	E-mail,

Video/voice mail,

Download (contents distribution),

Document delivery

	Many to one
	Remote telemetry,

Alarm surveillance,

Information retrieval
Push to talk
	Remote telemetry

	Many to many
	Conference,

Chat (multilateral),

Network game
	Distributed cooperation (e.g., software development)


An example of "one-to-one" communication is person-to-person telephone call.  An example of “one-to-many" communication is a broadcast or conference session. In case of a broadcasting communication pattern, for the purpose of optimizing quantity of recourses in a network, it should use multicast mechanism. 

Services for market place model e.g. conference or auction, adopt the style that users join in a service at once. In doing so, a community is generated among users and they communicate freely to each other. Such many-to-many pattern communication also has to be supported.

Within an NGN it shall be possible to offer and support standardized and non-standardized services. The support of non-standardized services is defined by service capabilities.
A default set of media types shall be defined to ensure interoperability.
5.6. Mobility and Nomadism

For both wireline and wireless terminal, network has to keep tracing the location of the terminal. This feature is very similar to roaming functionality of cellular phone. There are some key functions for mobility management. 

· Function which enables to look up the profile of terminals from anywhere, such as address, geographical location and radio condition

· Function which allows terminals to receive call or data at any time

· Function which keep data connection even while terminals are moving
The network infrastructure shall be transparent to the user, once contact to the home network is made. The point of network access or the device shall not impact the behaviour of a service or data communication provided that the terminal capabilities support this service
Users attached to their home network shall have access to services provisioned by

· their home network operator and 

· 3rd party service providers.

Roaming users, i.e. users attached to a visited network, shall have access to services provisioned by

· their home network operator

· the visited network operator and 

· 3rd party service providers.

Such services offered by the visited network could include, for example:

· Access to local numbering plans;

· Address translation;

· Services dependent on the geographical location of the user, e.g. traffic information.

Note: Visited network offered services would probably be non-subscription services, although they may be chargeable.
5.7. Fixed-mobile Convergence

The NGN shall support fixed-mobile convergence, e.g. to provide common solutions for session control, security, QoS, charging and service provisioning for both fixed and mobile users.
5.8. Multi-level Quality of Service Support 

In order to apply a network to various applications for communication in the NGN era, it is necessary to show clearly what kind of quality terms the network should attain. Quality terms for a network vary greatly depending on applications. So, it’s very important that one can know if service level of a network meets service level of an application.

In NGN, quality terms which are needed by applications run on the network should be clearly described. In order to make it realize, required conditions for each parameter, such as throughput, delay, jitter, loss, and so on, also has to be described. The NGN shall provide mechanisms to negotiate QoS between networks users and applications for multimedia sessions and for individual media components in a multimedia session both at the time of a session establishment as well as during the session.
It will be very complicated work to control QoS in massive NGN of carrier class according to various application services. Given this factor, a mechanism to do this like one-dimensionally and systematically comes to be useful, and as a technology for this, policy-based management (especially policy-based QoS control) will be needed. 

There should be capabilities to extend policy-based management across multiple domains in order to assure QoS of multimedia sessions. Bearer independent and bearer dependent QoS policies should be available.

Also technology to control quality terms of a network system would be as follows:

- Differentiate and control the traffic handling for each application or communication class,

- Disguise connectionless mode as connection mode communication (there is a way to make a connection and monitor quality of end-to-end in order to guarantee QoS from end to end. MPLS and IntServ are examples of tools to support this), 

- Restrict usage of network resources per user. Another approach to guarantee quality of service in networks is to restrict the number of users and usage of each user/terminal (manage resource allocation and police accordingly).

Note – Refer to draft TRQ.ipqos for further information.

5.9. Security and Privacy
An NGN shall provide security from network operator and user perspective:
· Confidentiality: no unauthorized information leakage/ access,

· Integrity: no unauthorized data modification,

· Non Repudiation: performed actions can not be denied,

· Availability: no Denial of Service/ accessibility of services or data,

· Privacy: Non unauthorized disclosure or manipulation of user data including user preferences, profiles, presence & availability and location information.
An NGN shall provide the possibility to establish trust relationships with other networks, with application providers and with users. This includes the capability of the network to authenticate and authorize a single user and another network. A user should have the possibility to authenticate the network.

Multimedia applications shall be provided in a secure manner.

Issues concerning to the security of NGN are:

- Encryption of user and/or signalling data,

- Authentication of the connected user and certification of transferred data (e.g. for e-commerce applications),

- Control of Access Right to data on any type of content.

This can be achieved by using functions that realize a communication path by using encryption technology (i.e. information can not be intercepted by outside users because it is virtually closed).

There are some types of realizing data encryption. One is IP-VPN service which is realized by establishing VPN connection among network's edge routers. Another one is internet VPN technique which is realized by establishing VPN connection between end user's terminal and host server.

Feature described section 8.2 can be used for the user authentication, and, in addition, password or IC(SIM) card can be used for security.

In order to protect networks from malicious traffic/actions or abuse, such functionality like firewall is needed. 

5.10. Network Integrity

Integrity means wholeness, completeness or consistency, and thus network integrity means network functionalities and performance are consistent, complete and satisfactory in reliability point of view. 

It is required the network is not destroyed or jeopardized by attacks such as unauthorized access, intrusion to keep network integrity.  As NGN is configured based on connectionless technology like Internet, it is more difficult to identify and trace communicating entities than current circuit-based networks.  It is required to realize secure IP-based packet network by reinforcing the network capabilities.

While section 8.9 Security addresses end-to-end users' security including user data confidentiality, entity authentication, authorization and access control, section 8.10 addresses network level security on safeness against attacks such as intrusion and unauthorized access.
5.11. Service Creation

In the NGN environment, as networks become highly enhanced, demand for new services will greatly increase. Some of such demands can be described as follows.

· It is needed to develop more intelligent and complicated network services.

· Network services should be developed more easily even by network operator.

· Network services should be portable or reusable among networks.

· APIs maybe applicable to network services and applications as a part of service creation environment.

There are some reasons of requirements on service creation: 

In the conventional networks implementing new functionalities is difficult and costly because depending on network equipments such as switch and transmission system.  The provision of the software to implement is limited to specific manufacturers, since the application programming interface is proprietary (not open).

However, in NGN a wide range of services will emerge, and advanced and complex functionalities are requested to be offered promptly by providers.  For the reason, it is requisite for network/service providers themselves to be able to develop new service functions.  Further, software reusability, portability, and use of commercial software should be supported for cost effective development. 
To realize these requirements, an open API may be necessary, and it is required services and applications can be developed using this open API.
The following options for service delivery shall be available with the NGN:

- An architectural framework shall be provided by the NGN that enables maximum flexibility in the end user devices and network servers including application servers. This framework shall enable an operator to efficiently deploy multimedia applications without having to wait for these applications or additional enabling technology to be standardised in the NGN environment or somewhere else. For example download of client software from a 3rd party repository.

- Service enablers, which will allow multimedia applications to be deployed in a vendor independent manner.
The NGN shall support peer-to-peer and client-server service provisioning (e.g. service addressing, application broker proxies and quality of service provisioning for services).
Interface between service plane and control plane: the NGN shall provide a unique invocation interface between call and session control plane and application plane for access to and control of applications. The access to applications can be provided, e.g., via:

- OSA/PARLAY,

- CORBA,
- IN.
5.12. Failure Avoidance and Recovery Including from Congestion and Failure (Network Reliability)

When serious accidents and special events occur, network will degrade or fault at the worst case may occur because of congestion triggered by network access increase and systems failure.   Such functionalities as automatic switching to alternate route and dynamic routing, downgrading of performance or quality, traffic control mechanism to maintain services are therefore required.  

When recovered from the fault and degraded state, it is required to restore performance and quality.

These functionalities can also be regarded as part of network integrity functions.
5.13. Regularity requirements (Public Safety (ETS/TDR))
Regarding public services like telephone service, functions as the following need to be taken into consideration:
- Lawful interception (law enforcement),
- Malicious caller identification (e.g., tracing of the addresser/sender of a transmission.  Addresser/sender points to the identiy of individual, terminal and location as mentioned in the "User profile management" section).

· Emergency

Emergency traffic must be treated as a priority when congestion occurs. Thus, such mechanisms are required as priority processing of data and band reservation for priority transmission. 
Note – refer to E.106/draft F.706 services and TRQ.xxx (ieps functional requirements) for further information.

- Presentation of identities

The NGN shall support mechanisms for the network operator to guarantee the authenticity of a user identity presented for an incoming call to a user where the call is wholly within that operator’s network (i.e. originating and terminating parties are subscribers to, and resident in, a single NGN). This is equivalent to the situation for the CLIP service with today’s telephony networks.

The NGN shall provide mechanisms that allow to present the identity of the session originator, if this is not restricted by the session originator.
The NGN shall support mechanisms for the network operator to guarantee the authenticity of a user identity presented for an outgoing call to a user where the call is wholly within that operator’s network (i.e. originating and terminating parties are subscribers to, and resident in, a single NGN). This is equivalent to the situation for COLP with today’s telephony networks.

The NGN shall provide mechanisms that allow to present the identity of the connected party to the session originator, if this is not restricted by the connected party or the network.

[Editors Note: Overriding of presentation restriction to the called user should be added as an additional regulatory requirement. Contributions are invited.]

[Editors Note: Carrier selection and number portability service is missing. Contributions are invited.]

- Prioritized traffic handling (including Traffic identification/user authentication/resource allocation/traffic handling)

5.14. OA&M Related Functions (Usage Control & Management)

Functions on the network operation are considered as the comprehensive function for networks. 

Examples are shown as follows.

· service profile management

· quality monitoring

· usage information management/accounting (call/session detail records, traffic details records, application related records if applicable)

· system failure monitoring
· provisioning

In case of occurrence of a failure etc., it is necessary for rapid recovery to analyze the cause and to carry out measures for recovery as speedily as possible. OSS which enables intuitive trouble detecting from centralized location will be needed. 

[Editor’s Note – Requirements coming from other relevant SGs (in particular 3 and 4) activities. Only real time traffic handling and management functions impacting control/signalling will be progressed here.]
6. Requirements for Access Network (From NCAP1)
In NGN, it is expected that a wide variety of application service types, especially broadband multimedia services including video conference, streaming, and advanced telephony services are provided. Since these services will be used through access networks, the requirements for access networks must satisfy these characteristics of such applications.

Since NGN transport network may consist of several sub-networks, like IP network and non-IP network, or IP networks of different providers, IWF (Interworking Function) or GW (Gateway) will interconnect the sub-networks. The examples of their functions include address and format translation between sub-networks. As such, the requirements for access networks should include interworking related requirements.

In this section, generic requirements of access networks are explained as follows. The description of access technologies is out of scope of this particular document.
6.1. Support of network capable of supplying broadband services

NGN application services demand transport network bandwidth of more than several hundreds of Kbps to support not only voice but image and video data transmission even with lowest quality.  More than several Mbps to tens of Mbps bandwidth is demanded when high quality video data transmission such as HDTV is required to be supported.  Thus, access network must be able to provide such broadband data transmission capabilities.

6.2. Support of a wide range of access network types

NGN enables users to access networks and use services from anywhere and anytime. The NGN shall be designed to accommodate multiple access types in parallel.
For example, support of wireless network is essential.  Among wireless network mobile cellular network and fixed wireless access network and satellite access network are included.  Moreover, wireless access in local area or personal area also should be scoped.  They include wireless LAN technologies, for example IEEE 802.11b, Bluetooth, and UWB (Ultra Wide Band) which has just emerged and is expected to evolve rapidly in near future.

There exists a variety of wired networks. For broadband access, optical fiber access network, known as FTTH (Fibre To The Home) or its variants (FTTC, FTTB, etc.), CATV network using coaxial cable, and xDSL (Digital Subscriber Line) using twisted pair cable, must be supported as access network.

Also, users' terminal equipments will be diverse including computing devices (e.g., PC, PDA), home appliance like TV set, and cellular phone. Thus, access network must support connectivity with these equipments.

6.3. Requirements for home network access connectivity

Accessibility from home network is one of important functionalities of NGN network. It is, however, different from conventional telephone service, in that intelligent information appliances of various kinds at home are interconnected each other to form local home network and further connected to outside network via an access unit such as a router and home gateway. 

Home network is a local area network (LAN) which connects appliances such as PC, TV set, audio/video equipments, and household electric appliances with embedded computers such as air-conditioner, refrigerator, washing machine, and microwave oven, and further housing equipment such as bath, electric light, and gas fittings with intelligent functions equipped.

Various kinds of NGN application will emerge by networking these appliances and equipment each other.  One example of such applications is automatic control of cooling or heating temperature of air-conditioner according to weather forecast.  Another example of applications is a remote metering and reporting, for example, reporting gas usage to gas company for automatic payment and/or detecting unusual usage volume.

The number of connected home appliances and equipment will increase explosively in future. As the result, enormous amount of connections are demanded, and thus sufficient addressing space is required to identify each appliance and data source/destination. The communication network interface with such great addressing capability is required.

Additionally, access method using electric power line in home area network is studied.  In the future, this is also in scope when the technology is established.

6.4. Access network control functions

NGN, different from conventional voice-oriented network, handles a substantial volume of multimedia data, and thus complex and elaborate information processing will be demanded.  It is required some of them are implemented within network nodes to provide end-to-end users with high quality of services and to avoid terminal equipment over-functioning. Some of access network control functions are listed below:

1) Conversion function for interworking between different access network types

Where different types of access networks are provided for users, some conversion functions are expected in network side.  For example, when real time video conference is used between Gigabit Ethernet LAN, and mobile cellular network, streaming data format would be converted to match data transmission speed with bandwidth of each network in order to keep quality of services between them.  

Further, as an advanced control function, it may be wanted that the access network type or capability of the destination is notified to the source to enable the sender to select optimal data compression (conversion) method taking receiving network capability into account.

2) Integrated/Unified connection control 

The function to assist users to connect networks is required when the network consists of sub-networks of several providers and thus different connection procedures are inevitable. In the section 10, the requirements concerning with interoperability are presented in more detail.

3) QoS control function

Functionalities and quality of services that applications can provide will highly depend on the network quality and access conditions, etc.  Thus, it is desirable that important parameters of the access network be negotiable between provides and customers and exchangeable between both communicating sides. The former requirement will be specified as SLA (Service Level Agreement) and the latter requirement will be specified in the call control (signalling) protocol supporting such parameters exchange.

Relating to the control function in the access networks, role of home gateway or access unit will become more important. In order to realize control function of access network, it seems necessary that home gateway should be more intelligent and should be more configurable. So, it will be desired that home gateway can be automatically configured and support new services of network as soon as the new service released. As an example implementation, it will be considered that home gateway automatically looks up new services and, if found, it downloads the corresponding software module from central server, and provide that new service to network users.

7. High level network configuration of NGN (from TISPAN definition)
Editor’s notes: This section should provide the description of the high level network configuration and key interfaces of NGN.  The following text and figures need further improvement.

NGN interfaces are shown in Figure 2. It should be noted that this figure does not show all cases, for example some customer premises will not include a customer network, and some access networks will not incorporate a Switched Circuit Technology (SCT) access network.
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Figure 2 - High level network configuration of NGN
8. The NGN Subsystem architecture (from SG11’s document)
Although the list of services to be supported by the first set of NGN standards is still under discussion, it is likely that such a list will include SIP-based services (conversational services and possibly presence and instant messaging) and a few other services - not based on SIP - such as video streaming and broadcasting. Moreover, NGN standards should provide support for PSTN/ISDN replacement (i.e. PSTN/ISDN emulation). Hence, the first set of ITU-T Recommendations on NGN should ensure that users connected to xDSL-based access networks have the ability to access services from the IMS as well as from other subsystems, including a PSTN/ISDN emulation sub-system.

Figure 3 provides an overview of a proposed overall TISPAN NGN architecture that meets the above requirements. This involves the following sub-systems:
· A resource and admission control subsystem.

· A network attachment subsystem.

· The IP Multimedia Subsystem (IMS), suitably adapted to accommodate xDSL-based access network requirements.

· The PSTN/ISDN Emulation Subsystem.

· Other multimedia subsystems and applications
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Figure 3: NGN Subsystem Architecture overview for an initial set of standards

To meet the above objective, four main streams of activities need to be initiated in ITU-T.

1) Specify the architecture and protocols of a Network Attachment Subsystem and a Resource and Admission Control Subsystem that is compatible with xDSL-based IP Connectivity Access Networks. 

2) Identify changes to the IMS specifications, required to enable access to SIP-based services from xDSL-based IP Connectivity Access Networks.

3) Specify the architecture and protocols for emulating PSTN/ISDN services to legacy terminals connected to xDSL-based IP Connectivity Access Networks, via a gateway.

4) Specify the architecture and protocols for supporting access to non-IMS services (e.g.; streaming and broadcasting services) from xDSL-based IP Connectivity Access Networks.

Changes to the IMS specifications should be kept minimal and be driven by the inherent differences between 3GPP access networks and xDSL access networks, including those coming from regulatory requirements. Section 4 of this document provides an initial list of such differences and discusses their potential impact on 3GPP specifications.

"The resource and admission control subsystem (RACS) provides admission control and gate control functionalities (including the control of NAPT [Network Address & Port Translation] and DSCP [Differentiated Services Field Codepoints (from RFC 2474)] marking).  Admission control involves checking authorisation based on user profiles held in the access network attachment subsystem, on operator specific policy rules and on resource availability. Checking resource availability implies that the admission control function verifies whether the requested resources, (e.g., bandwidth) are compatible with both the subscribed resource and the amount of resource already used by the same user on the same access, and possibly other users sharing the same resources." 

9. General Principle of NGN Functional architecture
Editor’s notes: This section should provide the basic guidelines used for design and interpretation of the functional architectures, some material may be considered from D557, D444 and TD33 (WD33).

Functional architecture should meet the following objectives
•Distributed control: To adapt to the distributed processing nature of IP network, eliminate the structural defects of SS7 signaling architecture, and support the location transparency of distributed computing.

•Open control: The network control interface should be open to support the service creation, service update, and service logic by third parties.

•Separate the service provision process from network operation using the above-mentioned distributed and open control mechanism. Encourage the competitive environment of NGN to speed up the provision of diversified value-added services.

•Support the services of converged network. We need to generate converged voice/data services that are flexible and easy to use, so as to tap the technical potential and market value of NGN.

•Provide enhanced security and protection. This is a basic requirement of an open architecture. It is imperative to protect the network infrastructure by ensuring the trustworthiness of the service provider.

Functional entities should meet the following principles:
•Functional entities are just logical concepts, no direct relationship with physical devices;

•Functional entities may be distributed over various physical units and may be multiply instantiated.
•Functional entities has no relationship with layered architecture directly, similar entities may located in different logical layers;

•One entity may exist in multi-physical devices in the same time, but can’t be divided into more than one physical device; One physical device can be composed by multiple entities.
The basic elements of the NGN architecture include;

•Distributed processing technology: It is ideal for large scale networks because standardized and rich development tools are available and has been successfully in communication network applications. Therefore many manufacturers have adopted this technology to support the distributed structure of third party service providers.

•Open interface technology: This is key to the open control of communication networks. Standards organizations such as ITU-T and ETSI as well as major communication and computer manufacturers have made outstanding contributions in this field. Two most prominent API technologies are Parlay and JAIN.

•Service trigger technology: Appropriate event trigger mechanism must be adopted to initiate and execute the service logic. Trigger events can come directly from the users, or from the relevant networks based on the finite state machine. In both network control system and application server, trigger points and trigger conditions are needed based on service requirements. We can adopt the well established basic call state model and technologies of existing SSPs.

•Object oriented technology: This is the basic software technology for any distributed system. The IN architecture standards, including CS-3 have adopted the process oriented technology, instead of object oriented service model building technology, making it closed and centralized. It is a must for NGN to adopt the object oriented technology building its service models and technology architecture standards.
10. Functional architecture of NGN

Editor’s notes: A descriptive text needs to be provided.

10.1. Functional Areas 
Editor’s notes: Motivation for decomposition into functional areas and brief description of the different areas. The D 543 and D 545 of SG 13 Feb. 2004 meeting need to be considered as reference.

10.1.1. General
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Figure 1 – NGN functional areas
10.2. Functional Areas and Layered General Reference Model
Editor’s notes: The current contents in this section are originated from D 451 of SG 13 Feb. 2004 meeting, and need to be supplemented in the future.

Editor’s notes: A descriptive text needs to be provided.

Figure 2 shows the basic layering architecture of NGN.
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Figure 2 – NGN basic layering architecture

10.2.1. Service layer

Service layer is a group of functions that controls and manages network services to enable end users services/applications.
The detail architecture and requirements of the Management plane and its interactions to the other planes, in particular to the User plane, are specified in M.NGN.Management. The detail architecture and requirements of the Control plane and its interactions to the other planes, in particular to the User plane, are specified in the NGN control document(s).

Editor’s note: Further description of this layer may be required. Contributions are requested.

10.2.2. Transport layer

Transport layer is a group of functions that control and manage resources to carry packets that may contain user, control and management information/load between terminating entities. 
The detail architecture and requirements of the Management plane and its interactions to the other planes, in particular the User plane, are specified in M.NGN.Management. The detail architecture and requirements of the Control plane and its interactions to the other planes, in particular the User plane, are specified in the NGN control document(s).
Editor’s note: Further description of this layer may be required. Contributions are requested.

10.3. Functional Entities

Editor’s notes: This section shall provide the list and description of functional entities used in the functional architectures of NGN. 

The definitions of functional Entities in D 444 of SG 13 meeting need to be considered, such as” third-party not trusted” and” third-party trusted” in figure 1.

third-party not trusted

third-party trusted
10.3.1. Service layer functional entities
Editor’s notes: similar picture like Figure 6 in TD 33 (WP 2/13) is needed here and some texts are invited.
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Figure 3 – Service Layer Functional Entities
10.3.1.1. User plane

TBD
Editor’s notes: As the result of discussing in drafting group, this plane in service layer may be questionable.

10.3.1.2. Control plane

10.3.1.3. Management plane

*Editor’s notes: The ability of the element management functional entity to properly support management architectures using proxies is further study.  WD193, liaison statement from SG4 should be considered.

**Editor’s notes. Management of user data is for further study

***Editor’s notes: The implications of the strong division between the service layer and the transport layer with respect to the grouping of above functional entities is for further study

10.3.2. Transport layer functional entities
Editor’s notes: similar picture like Figure 7 in TD 33 (WP 2/13) is needed here and some texts are invited.
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Figure 4 – Transport Layer Functional Entities
10.3.2.1. User plane

TBD

10.3.2.2. Control plane

TBD

10.3.2.3. Management plane

*Editor’s notes: The ability of the element management functional entity to properly support management architectures using proxies is further study.

**Editor’s notes. Management of user data is for further study

***Editor’s notes: The implications of the strong division between the service layer and the transport layer with respect to the grouping of above functional entities is for further study.
10.4. Classification of functional architectures for NGN

TBD

Editor’s notes: some basic classification such as session-based and non-session-based has been considered as section 6.3.1 and 6.3.2 in this draft recommendation.

Editor’s notes: And some description for classification is need here, parts of D 557 may be considered as following and more contributions are invited.

From D 557

The transport tier includes a transport adoption sub-tier that provides for transport technology independence towards the session & call control plane.
11. Functional architecture for session-based services
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Figure: NGN control architecture for session based applications and services
Editor’s Notes: Following table here just intention to carry those things for future study as the result of 3rd JRG-meeting, all entities should be defined in suitable section. 
	Index　
	Description of functional entities

	T-1
	Packet Transport Function
The Packet Transport Functional Entity (PTF) transfers user/control/management information transparently by packet-based transport through the NGN.

Note: No assumptions are made neither on the technologies used nor on the internal structure, e.g. core transport network / access transport network, used.

	T-2
	　

	T-3
	Packet Gateway Function

The Packet Gateway Functional Entity (PGF) has the responsibility for the packet interworking between multi-NGN domains  It can mask each other between the different domains and may perform media conversion under the control of PGCF.

	T-4
	T.Network Access Process Function
The Transport Network Access Process Functional Entity (TAPF) has responsibility for the media-relative process, such as firewall functions, NAPT functions, etc.  It works under the control of NACF.



	T-5
	　

	T-6
	Access Media Gateway Function
The Access Media Gateway Functional Entity (AMGF) provides media conversion between media streams from the packet-based transport in the NGN and bear channels on the analog lines or ISDN accesses. It may also support bearer control and payload processing (e.g. codec, echo canceller, Conference Bridge).



Access Relay Function

	The Access Relay Functional Entity (ARF) inserts some pre-configuration information i.e. location information in network access requests received from end-user equipments and converts them into network access requests that can be interpreted by the NACF.  The ARF  proxies some configuration requests from end-user equipments to CMPF, such as request for update of software etc. The detailed aspects of the ARF heavily depend on the type of access procedure being used.
	

	T-8
	Mobility Support Function
The Mobility Support Functional Entity (MSF) provides user and terminal mobility where applicable. Note: There may be technologies in use that do not allow for mobility or where a major service impact may happen during switch over
Comment: Consistency with Y.NGN-MOB should be confirmed.


Trunk Media Gateway Function

	The Trunk Media Gateway Functional Entity (TMGF) provides media conversion between media streams from a packet-based transport in the NGN and bearer channels on the trunk lines from the circuit switched network.  It is under the control of the MGCF. It may also support bearer control and payload processing (e.g. codec, echo canceller, Conference Bridge).


	

	T-10
	　

	T-11
	Media Resource Process Function
The Media Resource Process Functional Entity (MRPF) delivers contents (videos, documents, Web pages...), allocates specialized resource (such as announcement server, notification tone, and voice recognition resource, voice menu and conference resource etc.) or provides media mixing functions under the control of the MRCF.


Signalling Gateway Function

	The Signaling Gateway Functional Entity (SGF) has responsibility for signaling transport interworking between NGN and existing networks such as PSTN, ISDN, IN network, and SS7.
	

	T-13
	Traffic Measurement Function
The Traffic Measurement Functional Entity (TMF) generates traffic and statistic data for management and accounting purposes

	T-14
	Charging Collection Function

	T-15
	Transport Policy Enforcement Function
The Transport Policy Enforcement Functional Entity (TPEF) has the responsibility for transport processing functions under the control of TRCF, such as link negotiation/establish, packet forwarding and QoS procedures (packet marking, resource establishment and release, resource reservation, queuing management…) etc.


Transport Resource/ Policy Control Function

	The Transport Resource/ Policy Control Functional Entity manages and controls the policy of transport layer, handles the collection of network resource and maintenance the network resource status information and interacts with NAPF and TPEF for transport resource allocation and control, such as port, link, bandwidth and access list etc.


	

	T-17
	　

	T-18
	Transport Authentication and Authorisation Function
The Transport Authentication and Authorisation Functional Entity (TAAF) provides authentication and authorization at the transport layer.

	T-19
	　

	T-20
	Network Access Control Function

The Network Access Control Functional Entity (NACF) controls NAPF.  It controls firewall policy, network address translation policy, security policy, address allocation, and session admission according to the user profile and status of required resources.
Comment: Address allocation may be better to be included in the Authentication and Authorisation Function. T-18.  This needs to be discussed.

	T-21
	　

	T-22
	　

	T-23
	　

	T-24
	　

	T-25
	　


	Index　
	Description of functional entities

	S-1
	Session Control Function
The Service Control Functional Entity (SCF) handles functionality related to service logical control, session setup, modification and teardown. This includes service triggering, generation of charging records, etc and interaction with authentication and registration functions.  It generates CDRs.

Comment: The word CDR should be examined for generic use in the NGN.

	S-2
	

	S-3
	


User Profile Database

	 Function

The User Profile Database Functional Entity (UPDF) has the responsibility for the storage of user profile and subscriber-related location data and presence.  It performs basically data management and maintenance functions.
It also has responsibility for the response of the query for user profile.


	

	S-5
	　

	S-6
	　

	S-7
	　

	S-8
	　

	S-9
	Service Authentication and Authorization Function
The Service Authentication and Authorisation Functional Entity (SAAF) provides authentication and authorization at the service layer.
It controls that the end-user has valid utilization rights for the requested service
It also performs policy controls at the service level using policy rules contained in a User Profile Data Base.
Comment: Terminal identification aspect should be clarified.

	S-10
	Register Function
The Register Functional Entity (REGF) processes the request from the user (and the terminal) for registration.



	S-11
	Media Resource Control Function
The Media Resource Control Functional Entity (MRCF) controls MRPF and allocates resources which are needed for services such as streaming, announcements,IVR support, etc..  

Comment: The name is given at the 1st JRG.


The Media Gateway Control Functional Entity (MGCF) controls the TMGF to interwork with PSTN/ISDN.  It also controls AMGF to accommodate existing subscribers.  It may generate CDRs.  

	Comment: The name MGCF may be preferable.
	


Packet Gateway Control Function
The Packet Gateway Control Functional Entity (PGCF) controls PGF to interwork with other packet-based network.  It supports network topology hiding.  It may generate CDRs.  

	Comment: The name MGCF may be preferable.
	


Charging Collection Function

	The  Charging Collection Functional Entity (CCF) receives Call Data Records from various entities and relays these to a billing center (billing center are out of scope of NGN standardization)
Comment: The word CDR should be examined for generic use in the NGN.
	

	S-15
	Service Access Control Function

Comment: This function is ffs.  If necessary, contributions are invited.

	S-16
	

	S-17
	Location Service Function
The Location Service Functional Entity (LSF) has responsibility for exchanging the user's location information with other domains. It can gain inter-domain users' location information from UDBF, accept/process the inquiring request from SCF and response the suitable PGCF information if callee is located in the outer-domain.

	S-18
	Session Control Proxy Function (SCPF)
The Session Control Proxy Functional Entity (SCPF) acts as the access point in session level which performs user service access control, proxy/relay session packets to SCF according to the service requirements and proxy/relay function for the purpose of resource control when no explicit relative signaling (i.e. QoS Signaling) is available and application-specific intelligence is required to derive resource control commands from application signaling.

Examples of application protocol where SCPF might be required are SIP/SDP and RTSP/SDP when used to establish media streams.  SCPF just likes Back-to-Back User Agent in SIP system.



	Index　
	Description of functional entities

	A-1
	Application Function
The Application Functional Entity (APF) provides service as well as execution environment.  An application specific authorization and authentication may be included here.  It may generate CDRs.

Comment: Further description is required.

	A-2
	Application Service Gateway Function
The Application Service Gateway Functional Entity (AGWF) serves as interworking entity between the SCF and APF that do not directly support the application layer reference point from the session/control function.
It may provide open interface (etc. API) towards the third-party application service providers.
Comment: The third-party application service provider needs to be clarified.

	A-3
	　

	A-4
	


	Index　
	Description of functional entities

	M-1
	Proxy Functional Entity (PF)
Comment: All management functions need further study.  From the figure’s point of view, not all management functions may appear for the sake of simplicity.

	M-2
	Element Management Functional Entity (EMF)

	M-3
	Network Management Functional Entity (NMF)

	M-4
	Service Management Functional Entity (SMF)


12. Functional architecture for non-session-based services

Editor’s note: This needs further study.

IMS for NGN (from SG11’s document)
12.1. General 

This section provides further details about the adaptation of the IMS specifications to xDSL access networks. The type of modifications that will be required will vary from one entity/interface to another. Implementing these modifications would of course not be required in implementations that are dedicated to UMTS access networks.

First of all, there is a need to distinguish between a notion of “Core IMS” for which required changes should only be driven by the consequences of the inherent differences between access networks (see above), and the other elements of the 3GPP specifications. In the rest of the document, we assume that the following entities (and the relationships between them) belong to the so called “Core IMS”, as illustrated in figure 4:

· P-CSCF (excluding the PCF),  S-CSCF, I-CSCF, 

· MRCF,  MRPF, 

· BGCF,  MGCF,

· SLF, HSS (excluding the HLR portion).
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Figure 4: IMS and its environment in 3GPP specifications

The main specifications to be considered for potential modification are identified in Annex 1. A key specification is obviously TS 24.229, which defines the IMS SIP profile. A companion contribution entitled “Differences between UMTS and xDSL access networks: impact on SIP profiles“ provides further details on potential changes that may be required to make this TS suitable for use in an xDSL environment.

12.2. IMS External Interfaces 

3GPP specifications dealing with interfaces around the “Core IMS” may also be adopted in the context of the ITU-T NGN Recommendations. This section reviews these interfaces and the type of standardisation activities that would be required to make them compatible with xDSL access networks. 

12.2.1. Interfaces to the IP-CAN

The IMS interfaces the resource control subsystem of the IP-Connectivity Access Networks, at a reference point that coincides with the Gq interface identified in UMTS R6. Ideally, this interface should be fully access independent. However, this is only valid for IP Connectivity Access Networks that conform to a set of requirements with regards to resource management. Some of these requirements are not fulfilled by xDSL-based access networks. In particular, the Gq interface specification assumes that end user equipments have the ability to issue explicit resource reservation requests, which is not applicable in the context of xDSL-based access networks (See section 4). Moreover, there might be a need to exchange NAPT bindings over this interface (as well as over lower level interfaces) to enable the P-CSCF to modify SDP descriptions accordingly.

For the above reasons, and possibly others, it is likely that the Gq specification (3GPP TS 23.209) will need significant modifications. However, every effort should be made to minimize the differences visible to the IMS or to other applications sitting above the interface. 

In the context of xDSL access networks the IMS may also need to interface the Access Network Attachment subsystem of the IP-CAN, for the purpose of accessing location information. No equivalent interface exists in the context of UMTS. 

12.2.2. Interfaces to the Application Plane

The 3GPP specifications identify three types of interfaces between the IMS and the application plane (i.e. application servers):

· The ISC interface supports the interactions between the S-CSCF and various types of application servers, possibly through mediation devices. The ISC interface is defined is TS 24.229, while the call model and service triggering mechanisms are defined in TS 23.218. ITU-T SG11 is presently working on extensions to these triggering mechanisms (TD 11-1/1, ITU-T SG11 September meeting). Such extensions are expected to preserve backward compatibility with TS 23.218.

· The Sh interface supports the interaction between Application Servers and the HSS. It supports downloading of subscriber data from HSS to AS (as well as subscriber data updating by the AS) and enables the HSS to notify an AS of changes occurring on subscriber data. Minor changes to this specification are expected to be required, such as the coding of location information.

· The Dh interface supports the interaction between Application Servers and the SLF, to enable Application servers to query the SLF for the identity of the HSS that hosts the subscription data of a particular subscriber.

It is worth stressing that every effort should be made to minimise the changes to these interfaces, in order to facilitate service convergence between fixed and mobile networks.

12.2.3. Interfaces to the charging environment

3GPP TS 32.25 defines the use of the DIAMETER protocol for transferring (off-line) charging information between the IMS components and charging collection functions, through the Rf interface. It is likely that this interface can be re-used in the context of xDSL access networks, with minor changes regarding the collected data.
	Reference Point / Interface
	Description
	Further Information

	Cx
	The Cx reference point supports information transfer between CSCF and HSS. 

The main procedures that require information transfer between CSCF and HSS are

1) Procedures related to Serving CSCF assignment

2) Procedures related to routing information retrieval from HSS to CSCF

3) Procedures related to authorisation (e.g., checking of roaming agreement)

4) Procedures related to authentication: transfer of security parameters of the subscriber between HSS and CSCF

5) Procedures related to filter control: transfer of filter parameters of the subscriber from HSS to CSCF
	Further information on the Cx reference point is provided in 3GPP TS 23.228.

	ISC
	This interface between CSCF and the Application Servers (i.e., SIP Application Server, OSA Service Capability Server, or CAMEL IM-SSF) is used to provide services for the IMS.
	Details are described in 3GPP TS 23.228 [34], sub-clause 4.2.4.

	Gm
	The Gm reference point supports the communication between UE and IM CN subsystem, e.g. related to registration and session control.
	The protocol used for the Gm reference point is SIP (as defined by RFC 3261 [61], other relevant RFC’s, and additional enhancements introduced to support 3GPP´s needs).

	Gq
	
	currently under specification: reference point between the CSCF and PDF. Will decouple the CSCF from the specifics of the transport technology with respect to policy descriptions.

	Mg
	The Mg reference point allows the MGCF to forward incoming session signalling (from the PSTN) to the CSCF for the purpose of interworking with PSTN networks.
	The protocol used for the Mg reference point is SIP (as defined by RFC 3261, other relevant RFCs, and additional enhancements introduced to support 3GPP´s needs.)

	Mn
	The Mn reference point describes the interfaces between the MGCF and IMS-MGW in the IMS. It has the following properties:

-
full compliance with the H.248 standard functions for IMS – PSTN/PLMN interworking.

-
open architecture where extensions/Packages definition work on the interface may be carried out.

-
dynamic sharing of IMS-MGW physical node resources. A physical IMS-MGW can be partitioned into logically separate virtual MGWs/domains consisting of a set of statically allocated Terminations. 

-
dynamic sharing of transmission resources between the domains as the IMS- MGW controls bearers and manage resources according to the H.248 protocols and functions for IMS.
	

	Mp
	The Mp reference point allows an MRFC to control media stream resources provided by an MRF. 

The Mp reference point has the following properties:

-
Full compliance with the H.248 standard.

-
Open architecture where extensions (packages) definition work on the interface may be carried out.
	

	Mr
	The Mr reference point allows interaction between an S-CSCF and an MRFC.
	The protocol used for the Mr reference point is SIP (as defined by RFC 3261, other relevant RFC’s, and additional enhancements introduced to support 3GPP´s needs).

	Sh
	The Application Server (SIP Application Server and/or the OSA Service Capability Server) may communicate to the HSS. The Sh interface is used for this purpose.
	Details are described in 3GPP TS 23.228, sub-clause 4.2.4.

	Si
	The CAMEL Application Server (IM-SSF) may communicate to the HSS. The Si interface is used for this purpose.
	Details are described in 3GPP TS 23.228, sub-clause 4.2.4


Annex (Normative) IMS Core Specifications

The IP Multimedia Subsystem as specified by 3GPP and 3GPP2 has been adopted as the basis for session services support in the NGN core network. The following list of documents defines the base for this IMS core and provides a specification of the access independent portion of the IMS. This list identifies the documents developed by 3GPP and 3GPP2 that meet these criteria. 

Editor’s Note: The related specific SDO documents need to be identified for purposes of referencing. This list is only an initial list and is expected to be modified as work progresses.
Editor’s Note: Deltas to the specifications contained in this list may be identified in a document produced by the NGN-FG. It is planned that any required modifications to the IMS core specifications are to be identified by our 4Q-04 meeting.
Table x: Specifications for IMS

	3GPP Release 6 Specifications
	3GPP2 Revision A Specifications

	3GPP TS 23.218: "IP Multimedia (IM) session handling; IM call model".
	3GPP2 X.S0013-003: "IP Multimedia (IM) Session Handling; IM call model".

	3GPP TS 23.228: "IP Multimedia Subsystem (IMS); Stage 2".
	3GPP2 X.S0013-002: "IP Multimedia Subsystem; Stage 2"

	3GPP TS 24.229: "IP Multimedia Call Control Protocol based on SIP and SDP; Stage 3".
	3GPP2 X.S0013-004: “IP Multimedia Call Control Protocol based on SIP and SDP”

	3GPP TS 29.332: "Media Gateway Controller Function (MGCF) – IM-Media Gateway (MGW) interface; Stage 3".
	

	3GPP TS 29.162: "Interworking between the IM CN subsystem and IP networks".
	3GPP2 X.S0013-0xx: "Interworking between the IM CN subsystem and IP networks".

	3GPP TS 29.163: "Interworking between the IM CN subsystem and CS networks".
	3GPP2 X.S0013-0xx: "Interworking between the IM CN subsystem and CS networks".

	3GPP TS 29.228: "IP Multimedia (IM) Subsystem Cx Interface; Signalling flows and message contents".
	3GPP2 X.S0013-005: "IP Multimedia (IM) Subsystem Cx Interface; Signalling flows and message contents"

	3GPP TS 29.229: "Cx Interface based on the Diameter protocol; Protocol details".
	3GPP2 X.S0013-006: "Cx  Interface based on the Diameter protocol, Protocol details".

	3GPP TS 29.328: "IP Multimedia Subsystem (IMS) Sh Interface; Signalling flows and message contents".
	3GPP2 X.S0013-010: “IP Multimedia (IM) Subsystem Sh interface; signalling flows and message contents”

	3GPP TS 29.329: "Sh interface based on the Diameter protocol; Protocol details".
	3GPP2 X.S0013-011, “Sh interface based on the Diameter protocol”

	
	3GPP2 X.S0013-007: "IP Multimedia Subsystem - Charging Architecture"

	3GPP TS 32.260: "Telecommunication management; Charging management; IP Multimedia Subsystem (IMS) charging".
	3GPP2 X.S0013-008: "IP Multimedia Subsystem -  Accounting Information Flows and Protocol".

	3GPP TS 32.296: "Telecommunication management; Charging management; On line Charging System (OCS): Applications and interfaces".
	3GPP2 X.S0013-0xx: "IP Multimedia Subsystem -  On line Charging System (OCS): Applications and interfaces ".

	3GPP TS 29.209: "Policy control over Gq interface".
	3GPP2 X.S0013-0xx: "Multimedia Domain -  Service Based Bearer Control".

	3GPP TS 23.125: "Overall high level functionality and architecture impacts of flow based charging; stage 2".
	3GPP2 X.S0013-0xx: "Multimedia Domain -  Service Based Bearer Control".

	3GPP TS 29.210: "Charging rule provisioning over Gx interface".
	3GPP2 X.S0013-0xx: "Multimedia Domain -  Service Based Bearer Control".

	3GPP TS 33.203: "3G security; Access security for IP-based services".
	3GPP2 S.S0086-0, "IMS Security Framework"

	3GPP TS 23.141: "Presence service; Architecture and functional description; Stage 2".
	3GPP2 X.S0027-001: "Presence service; Architecture and functional description".

	3GPP TS 24.141: "Presence service using the IP Multimedia (IM) Core Network (CN) subsystem; Stage 3".
	3GPP2 X.S0027-002: "Presence Service; Functional Models, Information flows, and Protocol Details”.

	3GPP TS 33.141: "Presence service; Security".
	3GPP2 X.S0027-003: "Presence Security”.

	3GPP TS 24.147: "Conferencing using the IP Multimedia (IM) Core Network (CN) subsystem; Stage 3".
	3GPP2 X.S00xx: "Conferencing using the IP Multimedia (IM) Core Network (CN) subsystem; Stage 3".

	3GPP TS 24.247: "Messaging using the IP Multimedia (IM) Core Network (CN) subsystem; Stage 3".
	3GPP2 X.S0013-013: "Messaging using the IP Multimedia (IM) Core Network (CN) subsystem".


Appendix I: An example of network configuration of the NGN (from JRG)
Figure Appendix1.1 shows an example network configuration consisting of a SIP proxy and bandwidth & resource manager to achieve end-to-end QoS by session admission control.

The user terminal, e.g. personal computer is accommodated by the home gateway (HGW).  The HGW may also support the existing black phone to convert PSTN to IP packets.  In this model, the HGW terminates session control to open and close designated ports for real time media.  The HGW has a channel to communicate with the user terminal.  The HGW has another channel to communicate with the HGW manager inside the network.

Once the SIP proxy receives the outgoing SIP message, it interacts with the bandwidth & resource manager performing session admission control.

The bandwidth & resource manager controls the edge router to open the communication channel for media traffic, and may perform traffic enforcement such as policing and shaping.

In a recursive way, the lower network part may consist of lower-layer U/C/M planes.

Therefore, additional network configurations like this example should be considered. 
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Figure 1 Appendix 1 – Example of Network Configuration of the NGN

Appendix II: Service Architecture of Next Generation Network (from JRG)
Editor’s notes: parts of this Appendix have been already copied into the main-body of this draft for better understanding.
Editor’s Notes: As a result SG13 2004 Feb meeting, this Appendix was included in the draft. For lack of time, no more reviews about these appendixes, so just keep the following words from last meeting report to declare the situation:

· Appendix 2: “service architecture for NGN”, for lack of time, the material there needs further discussion; here just keep it as the input for future discussion. There was no decision on how to handle this material in the future, e.g. whether it should be an integral part of Y.NGN-FRA.

12.3. Introduction

In the recent years, the industry has reached a consensus that the Next Generation Network (NGN) should use the packet switching technology (especially IP network). However, the strength of IP network is end-to-end data transmission, not requiring the services of an intelligent network. This prevents the network from providing a variety of value added services, a setback seriously restraining a converged network based on IP technology.

In consideration of the strong communication network background of NGN, the concept of separated service and network which was tabled in 1990's and used extensively has been extensively recognized and received. That is to say, people at large hold that there should be one independent service control layer on top of the NGN transport layer and control layer.

However, the application environment of the traditional intelligent network is a closed circuit switching network and it suffers from the following limitations:
•
The SCP based service control architecture is a centralized control structure, unsuitable for the distributed network environment in the future.

•
The INAP/CAP based service control protocol is too complicated and the standard update process too long to ensure fast service deployment.

•
The standards so formulated are mainly tailored for circuit switching services, which can hardly serve as the basis for expansion and converged network services.

•
The control system is based on the SS7 signalling protocols of the telecom network, which along with the development of services, might constitute a bottleneck for the broadband network.

•
The service architecture is a closed system, in which value added services can only be implemented by the network operators. That is to say, service providers and network providers can not be separate entities.

The above mentioned characteristics call for further study of a new service architecture ideal for NGN environment.
12.4. Requirements of NGN Service Architecture
12.4.1. Objectives of NGN Service Architecture

The architecture should meet the following objectives:

•
Distributed control: To adapt to the distributed processing nature of IP network, eliminate the structural defects of SS7 signalling architecture, and support the location transparency of distributed computing.

•
Open control: The network control interface should be open to support the service creation, service update, and service logic by third parties.

•
Separate the service provision process from network operation using the above-mentioned distributed and open control mechanism. Encourage the competitive environment of NGN to speed up the provision of diversified value added services.

•
Support the services of converged network. We need to generate converged voice/data services that are flexible and easy to use, so as to tap the technical potential and market value of NGN.

•
Provide enhanced security and protection. This is a basic requirement of an open architecture. It is imperative that we protect the network infrastructure by ensuring the trustworthiness of the service provider.

12.4.2. Basic Elements for the NGN Architecture

The basic elements of the NGN architecture include;

•
Distributed processing technology: It is ideal for large scale networks because standardized and rich development tools are available and has been successfully in communication network applications. Therefore many manufacturers have adopted this technology to support the distributed structure of third party service providers.

•
Open interface technology: This is key to the open control of communication networks. Standards organizations such as ITU-T and ETSI as well as major communication and computer manufacturers have made outstanding contributions in this field. Two most prominent API technologies are Parlay and JAIN.

•
Service trigger technology: Appropriate event trigger mechanism must be adopted to initiate and execute the service logic. Trigger events can come directly from the users, or from the relevant networks based on the finite state machine. In both network control system and application server, trigger points and trigger conditions are needed based on service requirements. We can adopt the well established basic call state model and technologies of existing SSPs.

•
Object oriented technology: This is the basic software technology for any distributed system. The IN architecture standards, including CS-3 have adopted the process oriented technology, instead of object oriented service model building technology, making it closed and centralized. It is a must for NGN to adopt the object oriented technology building its service models and technology architecture standards.

12.4.3. Model of NGN Service Architecture

The NGN service architecture is shown in Figure 1.
Where:

DPE: Distributed Processing Environment

SCE: Service Creation Environment
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Figure 1 Appendix 2 - NGN service architecture model

As shown in the figure, third party service providers break into two categories: those trusted by network providers and those that are not. The former may be network providers themselves, subordinate organizations or partners, while the latter may be independent service providers, whose access must be authenticated, controlled and filtered.

The system should have standardized and computer programming oriented toolkits, which are available to service providers to build the Service Creation Environment (SCE) for instant services creation. Service providers may be located anywhere in the network, and could use the distributed computing technology and object oriented software design technology, to automatically locate target service objects, send service control commands and receive trigger events.

The application server platform serves as a server group. Each category of servers corresponds to one type of basic services, and executes corresponding service actions under the control of a third party service logic. Same services can be realized on different networks, and thus the action of service servers is only related to services, instead of specific lower layer networks.

The service control object must be a specific network in terms of a specific application. Thus the service server must map the execution action, via the corresponding protocol adaptation interface, into the control protocol process of the network. This way it can support many different networks and different terminal users.

This architecture model technically features the following:

•
Location transparency: With distributed computing technology, third party service providers can access from anywhere and via DPE the relevant service servers of the application platform, regardless of the actual physical location of such server.

•
Network transparency: The application server executes via third party service logic the corresponding control process independent of the type of the specific network of the terminal user. So the server can neglect the technical features of the target network.

•
Protocol transparency: We achieve this by providing standardized protocol programming interface tools, realizing independent service control process, shielding complex network technical details to the service provision platform, and opening the communication network interfaces which used to be closed.

•
Independent of network providers: Numerous third party service providers on the top layer constitute the separated application service layer, where the functionality, technology, operation and management are all independent of network providers. With security ensured, it may interface with the users directly and provide personalized services to users.

•
Independent of manufacturers: On the bottom layer, network equipment compliant to standard protocols may come from different manufacturers. With the open service environment they can form a multi-vendor application environment in the true sense, providing users with the best service in a competitive environment.

12.5. Structure of NGN Service Architecture

The above analysis provides the API based NGN open service architecture as shown in Figure 2. The 3G mobile communication system, has adopted the API based Open Service Architecture (OSA). This is evidence that the API-centered open service architecture is already the NGN service provision solution of universal recognition.

Where:

CC: Call Control
UI: User Interaction
GM: Generic Messaging
UL: User Location
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Figure 2 Appendix 2 - NGN Open Service Architecture

Third party service providers make use of APIs to develop service applications on their respective platforms. These APIs are equivalent to the service control logic in IN SCP. The associated database saves service data and user documents.

When the network has to implement certain operations to realize a service, the application program will send requests to the application server via API. As one service may involve a number of network capabilities, the application program will contain more than one API. Corresponding to each API, there will be an API server in the application server, providing the corresponding service capability. All these servers are referred to as service capability servers.

Shown in the above figure are four types of common service capability servers:

•
Call Control (CC) server: Corresponding to CC type APIs, and providing network call/conversation control capabilities. This server converts APIs into SIP messages, interacts with the network control system, and connects call/conversation to designated service users.

•
User Interaction (UI) server: Corresponding to UI type APIs, and providing the capability of interaction with users. This server converts APIs into MGCP messages, controls the Media Server (MS) in NGN, and interacts with designated service users, namely broadcasting record notifications to users, and collecting further information of user input. At this moment the MS is equivalent to an independent intelligent peripheral in IN

•
Generic Messaging (GM) server: Corresponding to GM type APIs, and providing generic message transmission capability. This server converts APIs into H.248/MGCP messages or other media streams to transmit protocol messages, and controls the MS in NGN. It can work with other APIs to send voice mailbox, Fax and email messages uniformly. At this moment the MS is equivalent to the UMS server.

•
User Location (UL) server: Corresponding to UL type APIs, and providing user mobility management capability. Corresponding to 2G mobile networks, the server converts APIs into MAP messages, interacts with HLRs to acquire the current location of the user.

The "framework" in the application server platform realizes the security, access and initialization of the open service system. To ensure ideal functional extendibility of the platform, it also allows third party service capability servers to join in, while it can only enter after being subject to authentication and security check. To support the distributed structure, the service application program has to interact with respective service capability servers via the CORBA platform, while the physical layout of application platform of the service providers are free of any restriction.

The above service control mechanism actually applies to other networks as well. That is to say, with appropriate protocol interfaces in place, the application server can control, based on the same APIs, the network capabilities (such as PSTN, ISDN, IN, PLMN, Internet, and 3G network). This ensures the service architecture to conveniently merge different networks on the service layer.

12.6. An Implementation of NGN Service Architecture
The above service architecture is an ideal one for NGN, capable of providing a variety of services based on different networks. Yet, as NGN has evolved from the traditional communication network, the functions of many such network entities remain the heritage of the existing communication facilities. As a result, many gateway based interworking technologies have been defined. Therefore the NGN services have to be realized based on the complexity and methods of the different underlying networks.

Through NGN service architecture,f all services in traditional communication network can be provided: basic service, supplementary service and IN service. With the evolution of these services, converged network services can also be realized in this architecture.

As in the intelligent network, the realization of convergence network services calls for service trigger and service control which is separated from the bottom layer network. The service trigger may either be initiated by net work entities, or by service applications via service logic or through user request (the latter is usually referred to as third party control calls). The basic process is as follows:
1)
Initialization: The network control system statically sets a trigger point in its call control state machine, similar to IN CCF. It can also be set by the service application process dynamically. Accordingly the service application process sets a trigger point in the application server using the API.
2)
Service trigger: During the call setup and call maintenance phase, the network control system will send trigger requests upon detecting compliant trigger conditions. When an appropriate service capability server is triggered in the application server, it will send via API the event notification to the corresponding service application process. In this case, the network control system is equivalent to CCF in IN, the application server to SSF in IN, excepting the CCF and SSF functions could be present in physically separate entities.

3)
Service logic control: The service application program queries user document and client data, executes the service control logic, before sending an instruction to the application server via API.
4)
Network control: The application server converts the instructions to control message, sends it to the network control system, instructing the latter to execute corresponding actions.
5)
Network operation: Based on the methods and parameters of the control message, the network control system executes the control operation, and connects the designated call/conversation.
The above process may go back and forth between the network control system and service application process, including the return of the progress responses. It may also involve the interaction between the service application process and media server when necessary.
12.7. Conclusion

This paper raises one service architecture that is based on open API. It is different from the SCP‑SSP technology currently in use in intelligent network, ideal for the NGN which makes packet switching network its bearer network, and aims to provide the value added services integrating voice, data and video services.
Appendix III: Reference Model of NGN
12.8. Generic model
Figure 1 represents the reference model of NGN assumed in this document. It is composed of core network and access network connected through edge router in core network. For the user side, there is an access unit at the edge of access network which resides in customer premise and provides the connection to NGN for Customer Premise Network (CPN). In this document, reference point between access network and CPN is a border of NGN assumed in this document as shown in the Figure 1.
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Access network is defined as "an implementation comprising network entities to provide the required access capabilities between an "user" and an "service provider" for the provision of services.". Examples of access network are such as CATV network, ADSL/VDSL, fiber network, RITL (Radio in the loop), satellite and wireless network.

Also, core network is defined as "service provider's network, including one or more service providers."  It includes such as telecommunication network, PSTN, N-ISDN, B-ISDN provided by carriers.

At the customer site, CPN exists which comprises such as access unit, TV, PC, phone, wireless phone. CPN is connected to access network via access unit.  Access unit functions as a service gateway through which NGN services are provided to end users, and it is a modeling of terminal equipments such as router, access point, HGW(Home Gateway), and STB(Set-Top-Box).

Figure 2 represents the assumed logical model of NGN. Transport Plane’s resources are controlled from Control Plane based on the services programmed in the Service Plane. Management Plane contains the operational functionalities such as monitoring, trouble shooting, provisioning, billing, and so on. Each plane should be designed independently.
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Fig. 2  Layer Structure of NGN

12.9. Reference Point

The reference point is defined as "a conceptual point at the conjunction of two non

overlapping functional groups."  In NGN, there are the following reference points whose interfaces should be specified corresponding to basic reference model:
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Fig. 3b Reference points of NGN (based on functional structure)
Appendix IV: Functional Requirements for Network Interoperability (from NCAP1)
Interoperability is one of the key issues of NGN functionality. However, “interoperability” has broad range of meanings. In this section, those interoperability issues are listed and explained.

Functional requirements for each network vary depending on the type of application, targeted user, provider of network, geographic location, and so on. So, it's natural to assume that different networks will be built for each different purpose in the real world. As a result of that situation, it is required to combine those networks flexibly and to let them interoperate as seamlessly as possible.

It is therefore unrealistic to assume that all the networks are going to be integrated into one simple, uniform and unique network in the future. As a consequence of this understanding, packet based networks should be defined as a combined entity composed of many different networks with different levels of services and features. Therefore, the interoperability among networks is very important issue in the NGN environment.

Especially, in terms of evolution or migration of network, some events will take place intricately and repeatedly. For example, transition from the existing network to the new one and integration between various networks and so on. Accordingly flexible connection of networks must be vitally important. The NGN shall support interworking with existing fixed and mobile voice and IP data networks, including PSTN, ISDN, circuit switched mobile Networks and the Internet. This includes basic voice calls between NGN users and users in PSTN/ISDN.
The NGN shall support seamless interworking with 3GPP IMS mobile networks.

12.10. General Concept of Interoperability

General interoperability model can be classified to type1 and type 2 as shown by figure 4 and 5 because of difference of core network, access network and so on.

Type1:

The type that different core networks are interconnected. For example, a case which requires connection of wired network for fixed line and wireless core networks for mobile line in communication corresponds to this type. 

Type 2:

The type that different access networks are interconnected in the same core network. For example, a case whose services like IP phone and multimedia conference are used among users of ADSL and FTTH corresponds to this type 
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Core network means SDH, ATM, frame relay and ISDN’s backbone network etc. On the other hand, access network means the networks which connect user’s base as fixed line and ADSL network made of copper wire, FTTH network made of optical fibre (e.g. ATM-PON), CATV network, FWA network and so on.
Interoperability makes it available for destination party of the other network to use application by letting applications of each network share and distribute in mutual networks. In order to realize this, functional entity Interworking function (IWF) is necessary. There are four types of IWF.

That is

IWFs (IWF for Service Plane)
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Function to convert the function of service plane

IWFc (IWF for Control Plane)

Function to convert the function of control plane

IWFt (IWF for Transport Plane)

Function to convert the function of transport plane
IWFm (IWF for Management Plane)

Function to convert the function of management plane
[Editor’s note: Some more descriptions are required for each IWFx.] 

These are shown in Figure. 6.
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The IWF functions that are needed differ depending on the combination of connected network. Thus, some profiles (subset or combination) are possible. An example is shown in Figure 7. The descriptions of each case are below.

Case1.

This case represents that all planes are different between networks and each IWF function is needed.

(Example: video teleconference, guidance between different providers’ network).

Case2.

This case represents that control and transport plane are different and service and management plane are the same.

(Example: users of H.323 over FTTH and SIP over ADSL use the same application) 

Case3.

This case represents that transport plane is different and control, service and management plane are the same.

(Example: users of SIP terminal use the same application such as telephone and conference) 

Case4

This case represents that transport plane are the same and control, service and management plane are different.

	(Example: ADSL users of different providers use the same application like telephone and conference with different call control and/or directory service)





Fig. 7  Some profiles of IWF
12.11. Interoperability issues

Issues related to network interoperability is regarded as the issue of IWF function in the model discussed in section 10.1. In this section, functional requirements of IWF are discussed based on the issues discussed in section 8.
12.11.1. Network Address and Network Address Translation 

Address which locates the physical terminals or devices has to be referred from each other’s network. When the address format differs or used address ranges overlap between two networks, functions of address translation are necessary in order to refer mutually to each network's address. The NAT function can be anticipated to resolve address range overlap. Functionality of address format conversion is required in IWF to resolve address format difference. Both telecom e.g. E.164 based and Internet numbering and addressing schemes e.g. sip:my.name@company.org shall be supported by the NGN as user identities. .
Other numbering schemes such as private numbering must be supported by the home network.
12.11.2. Directory Naming Service

Because naming service is closely related to addressing system, naming and addressing system above should be considered together. On interconnection of networks, translation of the naming service is needed on these cases below.

(Case 1) naming service is provided by only one side of the networks

This case represents that destination may be specified by direct address on the communicating network. In this case, it is necessary to perform matching of a name and an address by IWF.

(Case 2) naming services are provided by both networks, but naming systems are different

It is the case where although two networks adopt the same transferring method, which changes into an address from a name and communicates (e.g.: -- the network using DNS of the Internet, the network using naming service of X.500, the network using WINS of Windows, etc.), but a protocol or format differs. In this case, it is necessary to have the conversion table of a name and address matching by IWF, and to also perform protocol conversion.

(Case 3) naming systems of both networks are same, but naming space is overlapped

It is the case that directory services of both networks are the same (e.g.: -- both of networks use DNS) but used same name spaces, IWF should convert names in order not to use same name in two networks.
12.11.3. User profile management

User profile management capability has to be consistent throughout networks. Stated differently, a user needs to be identified as the same regardless of which network they move to.

12.11.4. Terminal management

Terminal information such as identification information, characteristic information and dynamic status information should be managed in each network. In order to attain mutual communication between two networks, interworking function for forwarding and translation of terminal information is needed in IWF.

Note: For example, in order to establish connection between terminals in different networks, calling party’s terminal has to know the other side’s terminal identification information. For applications like contents distribution throughout networks, terminal characteristic information is necessary to determine optimal speed, codec and protocol. Also, in order to realize information services aware of a user’s location, it is necessary to acquire user information and location information.
12.11.5. Pattern of Communication

As a pattern of communication, there exists one-to-one, one-many, many-to-many and many-to-one figures and each of these should be possible across multiple networks. For example, in the case of trying to bring about multicast function, a function is needed to interconnect networks so that multicast function of each network can work together.

12.11.6. Mobility Management

In order to allow users and terminals to move different network, and in order to receive same services from network, the compatibility of mobility management among connected networks should be secured in IWF.

To manage mobility of users and terminals throughout connected networks, signals which indicates moving of users or terminals and signals which notify creation of new user or new terminal has to be circulated thoughout networks. These signals has to be correctly forwarded and translated to every network.

Moreover, in order to keep connected to network even when users or terminals move its location, signals which represents the status of the connection to network also has to be issued in real time.

The NGN shall provide mechanisms for seamless handover for roaming users

· within the same NGN network and the same access technology (where applicable)

· within the same NGN network and different access technologies (where applicable)

· between different NGN networks and the same access technology (where applicable)

· between different NGN networks and different access technologies (where applicable)
Note: NGN includes Enterprise Networks
12.11.7. Quality of Service

The NGN requirements is for guaranteed end-to-end QoS. In the case of connecting two networks, quality of service has to be interworked across the networks. So there is a priority control as intermediation for controlling quality of service in the connected network.

12.11.8. Security

A security functionality should be installed on the boundary between the networks and passage of data should be controlled through it. This includes functions such as filtering data packets and signalling information according the rules specified e.g. refusal of communication from particular applications or users.

12.11.9. Congestion and Failure Protection and Recovery

In order to enable a dynamic routing function for maintaining communication at the time of failure in network, it may be necessary to exchange failure information and composition information (routing information etc.) between the management functions of each network. For this reason, network status information such as failure type, emergency level and cause may be shared.
12.11.10. Public Safety

An NGN must support priority end-to-end priority call mechanism for emergency call.

12.11.11. Controlled Routing and Signalling Information Screening

In order to make it possible to perform regulation and information filtering of the communication based on the policy and mutual agreement among regulation organizations and network operating companies ranging over interconnected networks, it is necessary to perform exchange of necessary information, and monitoring information.
[contributions invited]
12.11.12. OA&M Related Functions

It is assumed that operation, administration and management functions are supported by each network. Ranging over different networks, fault management, configuration management, performance management, accounting management, and security management, should be carried out in an integrated way by exchanging management information or signals for management functions between each operation support systems (OSSs). Thereby, automatic connection setup and release, traffic surveillance, accounting, etc. are realized.

In order to make these possible, a standardized protocol for network management is required, and such interworking of management systems should be intermediated by IWF.
Appendix V: Check list for NGN requirements (from NCAP1)
Editor’s note: This appendix is attached as a supplimental check list for NGN requirements for enhancement of this technical report. Further discussion will be necessary to incorporate each items in the table below to this technical report.

12.12. Introduction

This document provides a list of basic NGN requirements with respect to

· applications and services,

· network,

· mobility,

· architecture,

· interworking,

· QoS,

· media,

· access, and

· user related aspects.

12.13. Requirement Categories

· A&S

for applications and services

· net

network

· mob

mobility

· arch

architecture

· struct

structural

· reg

regulation

· sec

security

· int

interworking

· oam

operation, administration, maintenance

· prv

privacy

· trans

transport

· QoS

· media

· access

· user

Many of the following requirements apply to multiple categories.

12.14. NGN Requirements

	No.
	Requirement
	Cat

	(1) 
	The NGN shall provide at least the following service capabilities

· authorization (covered in new section 8.2.1)
· authentication (including single login) (covered in new section 8.2.1)
· offline (i.e. post processing) & online charging (charging during the session): (covered in new section 8.2.2)
· location (covered in section 8.6)
· policy control (covered in section 8.8) 

· presence and availability (including aggregation) (covered in section 8.6)
· session handling (contributions invited)
· provision of the bearer(s) (contributions invited)
· message based information exchange. (covered in section 8.5)
	A&S

	(2) 
	The NGN shall support real-time and non real-time communication services.
In addition, the NGN shall support high responsive services 

(covered in section 8.5)
	A&S

	(3) 
	Service provisioning

The NGN shall support peer-to-peer and client-server service provisioning (e.g. service addressing, application broker proxies and quality of service provisioning for services).

(covered in section 8.11)
	A&S
arch

	(4) 
	Services and Applications
The NGN shall support services including but not limited to

· voice

· multimedia (audio & video, incl. streaming)

· multiparty communication such as conferencing

· unified messaging services, instant messaging and presence services

· high responsive services (e.g. push to talk)

· gaming

· Internet access

· Mailbox (incl. voice mail)

· Fax-email conversion

· Single login (single set of credentials)

Note: Services supported with an NGN are not necessarily defined within NGN standardization.

(covered in section 8.5)
	A&S

	(5) 
	Within an NGN it shall be possible to offer and support standardized and non-standardized applications. The support of non-standardized services is defined by service capabilities.

(covered in section 8.5)
	A&S

	(6) 
	Fixed-Mobile Convergence
The NGN shall support fixed-mobile convergence, e.g. to provide common solutions for session control, security, QoS, charging and service provisioning for both fixed and mobile users.

(covered in new section 8.7)
	A&S

	(7) 
	Capability negotiation
The NGN shall support capability negotiation of IP multimedia applications to identify and select the available media components and resources, QoS etc. of IP multimedia sessions. It shall be possible for the capability negotiation to take place on invocation, acceptance and during an IP multimedia session (e.g. following a change in terminal capabilities, change in media types etc.). Capability negotiation may be initiated by the user, the operator or an application on behalf of them. (covered in section 6.1)
In order to support the user's preferences for IP multimedia applications, the capability negotiation may take into account the information in the user profile whenever applicable. This includes the capability to route the IP multimedia session to a specific terminal, when multiple terminals share the same NGN service subscription. (covered in section 8.3)
	A&S

	(8) 
	Service creation

The NGN shall enable rapid service creation and deployment using service capabilities.

The following options for service delivery shall be available with the NGN:

· An architectural framework shall be provided by the NGN that enables maximum flexibility in the end user devices and network servers incl. application servers. 
This framework shall enable an operator to efficiently deploy IP multimedia applications without having to wait for these applications or additional enabling technology to be standardised in the NGN environment or somewhere else. For example download of client software from a 3rd party repository.

· Service enablers, which will allow IP multimedia applications to be deployed in a vendor independent manner.
(covered in section 8.11)
	A&S
arch

	(9) 
	Access types

The NGN shall accommodate different types of access. Services and applications as well as session and call control shall be independent of the access type in use. However, access and terminal capabilities shall be made available.

The NGN shall support a variety of different access technologies, e.g.

· xDSL

· cable

· ethernet

· WLAN

· cellular radio access.

The NGN shall be designed to accommodate multiple access types in parallel.

The definition of access technologies is out of scope of NGN standardization.

(covered in section 9.2)
	access

	(10) 
	Separation of planes

The NGN architecture shall functionally separate

· transport plane, 

· session and call control plane, 

· application plane and 

· management plane.

(covered in section 7.1)
	arch

	(11) 
	Application interface

The NGN shall provide a unique invocation interface between call and session control plane and application plane for access to and control of applications. The access to applications can be provided, e.g., via

· OSA/PARLAY

· CORBA

· IN

(covered in section 8.11)
	arch

	(12) 
	Application independence

The NGN architecture shall be independent of the specific applications to be supported.

(covered in section 7.1)
	struct

	(13) 
	NGN interworking

The NGN shall provide interworking with the PSTN/ISDN and PISN.

The NGN shall support seamless interworking with 3GPP IMS mobile networks and IP based enterprise networks.

The NGN shall support seamless interworking with 3GPP IMS mobile networks.

The NGN shall support interworking with existing fixed and mobile voice and IP data networks, including PSTN, ISDN, 2G and 3G Mobile Networks and the Internet. This includes basic voice calls between NGN users and users in PSTN/ISDN.

Note: The NGN may not necessarily be able to support all services offered by fixed and mobile circuit switched networks (e.g. PSTN/ISDN). The current PSTN/ISDN supplementary services requires a strong central component to deal with all the interactions while the NGN architecture does not align with such a centralized processing.

(covered in section 10)
	int

	(14) 
	Media types

The NGN shall allow for IP multimedia sessions using a variety of different media types. A default set of media types shall be defined to ensure interoperability.

(covered in section 8.5)
	media

	(15) 
	Multimedia sessions

The NGN shall allow for IP multimedia sessions involving one or more IP multimedia applications.

(covered in section 8.5)
	media
A&S

	(16) 
	Roaming and nomadicity

The NGN shall support roaming and nomadicity of users and terminals. It shall therefore provide a framework that comprises

· registration for users

· registration of terminals independent of an association to a user

· user profiles and database for user profiles

· management of user and terminal mobility.

(The description of roaming and nomadicity of users and terminals are written in 8.6(Mobility Management) and 10.2.6 (mobility management). The descriptions of “registration for users” and “user profiles and database for user profiles” are referred in 6.2.3 (Authentication service) and 8.3 (User profile management)).

	mob

	(17) 
	Mobility support of services

Users attached to their home network shall have access to services provisioned by

· their home network operator and 

· 3rd party service providers.

Roaming users, i.e. users attached to a visited network, shall have access to services provisioned by

· their home network operator

· the visited network operator and 

· 3rd party service providers.

Such services offered by the visited network could include, for example:

· Access to local numbering plans;

· Address translation;

· Services dependent on the geographical location of the user, e.g. traffic information.

Note: Visited network offered services would probably be non-subscription services, although they may be chargeable.

(covered in section 8.6)
	Mob
arch
A&S

	(18) 
	Seamless handover

The NGN shall provide mechanisms for seamless handover for roaming users

· within the same NGN network and the same access technology (where applicable)

· within the same NGN network and different access technologies (where applicable)

· between different NGN networks and the same access technology (where applicable)

· between different NGN networks and different access technologies (where applicable)

Note: NGN includes Enterprise Networks

(covered in section 10.2.6)
	mob
access
A&S

	(19) 
	Security and authentication

An NGN shall provide security from network operator and user perspective.

An NGN shall provide the possibility to establish trust relationships with other networks, with application providers and with users. This includes the capability of the network to authenticate and authorize a single user and another network. A user should have the possibility to authenticate the network.

IP multimedia applications shall be provided in a secure manner.

(covered in section in former 8.9)
	net
sec

	(20) 
	Network privacy

The NGN architecture shall allow for operators to limit the visibility of the network topology to authorized entities and control of access to network data from other domains.

(contributions invited)
	net

	(21) 
	The NGN shall allow for a user to register with multiple terminals in parallel.

(covered in section 8.4)
	net

	(22) 
	User and terminal identification

At any time the NGN shall be able to verify the identity of users and terminals. Additionally it shall be able to check the authorization of the user to use resources of the NGN and to access services offered by an NGN.

(covered in new section 8.2.1)
	net

	(23) 
	Numbering

Both telecom and Internet numbering and addressing schemes shall be supported by the NGN as user identities. IP multimedia communication establishment (in the originating and terminating case) depending on originator shall be able to be based on E.164/TEL URL (e.g. tel:+4412345678) or SIP URI (sip:my.name@company.org).

Note: for contacting parties within the same home network, private numbering can be used.

(covered in section 10.2.1)
	net

	(24) 
	The NGN shall allow to have multiple user identities assigned to a single subscription.

(covered in section 8.3)
	net

	(25) 
	Identities of NGN users, used e.g. for authentication, authorization and routing, shall be administered by the network operator and shall not be changeable by the user. (added in section 8.3)
Identities of NGN users provided for authentication shall not be visible to other users. (contributions invited)

	net

	(26) 
	User Profile

A user profile, i.e. a collection of user related data, shall be provided especially for and in support of 

· authentication

· authorization

· service subscription information

· subscriber mobility

· location

· charging

This user profile may be stored in one database or separated in several databases. Read and write access to the user profile data or parts of it within the user’s home NGN, from serving NGNs or 3rd party networks (e.g. application servers) must be achieved in a standardized manner.

It shall be possible to notify the control entities about changes in the user profile data.

(covered in section 8.3)
	net
mob

	(27) 
	“CLIP/CLIR”

The NGN shall support mechanisms for the network operator to guarantee the authenticity of a user identity presented for an incoming call to a user where the call is wholly within that operator’s network (i.e. originating and terminating parties are subscribers to, and resident in, a single NGN). This is equivalent to the situation for CLIP with today’s telephony networks.

The NGN shall provide mechanisms that allow to present the identity of the session originator, if this is not restricted by the session originator.

(covered in section 8.13)
	net
reg
sec

	(28) 
	QoS support

The NGN shall be QoS enabled, provide end-to-end QoS within the network domain and support QoS across network domain boundaries. This includes the support of aggregated service level agreements across network boundaries.

Note 1: The definition of QoS agreements between network operators is out of scope of NGN standardization.

Note 2: Interfaces for per-call negotiation of QoS between networks are ffs.

(contributions invited)
	QoS

	(29) 
	QoS negotiation

The NGN shall provide mechanisms to negotiate QoS between networks users and applications

· for IP multimedia sessions both at the time of a session establishment as well as during the session

· for individual media components in an IP multimedia session both at the time of establishing a media component as well as when the media component is active 

(covered in section 8.8)
	QoS

	(30) 
	Policy control

The NGN shall allow operators to implement policy control for IP multimedia sessions.

(covered in section 8.8)
	QoS

	(31) 
	Regulatory requirements

The NGN shall support regulatory requirements especially with respect to emergency communications and lawful interception.

(covered in section 8.13)
	reg

	(32) 
	“COLP/COLR”

The NGN shall provide mechanisms that allow to present the identity of the connected party to the session originator, if this is not restricted by the connected party or the network.

(covered in section 8.13)
	reg
net

	(33) 
	The NGN network layer protocol shall be IP.

To cut costs and to increase functionality evolving networks are assumed to be IP-based.

Both, IPv4 and IPv6, shall be supported.

The NGN architecture must not depend on the IP version used.

(contributions invited)
	trans
arch

	(34) 
	The NGN shall provide mechanisms that allow a user to refuse an incoming session or accept only a subset of it. This can be automatic (terminal limitations) or explicit (user preferences).

(covered in section 6.1)
	user

	(35) 
	(Title tbd)

The NGN shall support the negotiation to add or delete media components of IP multimedia applications during an IP multimedia session.

(covered in section 6.1)
	user

	(36) 
	(Title tbd)

The NGN shall support the user initiated suspend and resume of an IP multimedia session.

(covered in section 6.1)
	user

	(37) 
	(Title tbd)

The NGN shall allow the user to end an IP multimedia session at any time.

(covered in section 6.1)
	user

	(38) 
	(Title tbd)

It shall be possible for the user or the network to identify an alternative destination for an IP multimedia session or individual media of an IP multimedia session.

Redirection to alternative destinations may be initiated by the sending party, receiving party or the network on their behalf.

(covered in section 6.1)
	user
net

	(39) 
	(Title tbd)

The NGN shall support more than one IP multimedia session to be run by a user in parallel.

(covered in section 6)
	user
net

	(40) 
	(Title tbd)

The NGN shall support activation of concurrent IP multimedia applications within IP multimedia sessions.

(covered in section 6)
	user
net

	(41) 
	Access from everywhere (generalized mobility)

The network infrastructure shall be transparent to the user, once contact to the home network is made.

(covered in section 8.6)
	struct

	(42) 
	Unified user experience
the point of network access or the device shall not impact the behaviour of a service or data communication provided that the terminal capabilities support this service

(covered in section 8.6)
	struct

	(43) 
	Scalability

The network architecture must be highly scalable.

(contribution invited)
	arch

	(44) 
	Billing and Charging

Central management of charging/billing of hosted and managed services

(contributions invited)
	A&S

	(45) 
	Interworking of enterprise and public networks on a peer-to-peer basis
To ease interoperability of enterprise and public networks - enterprise networks should be considered as a core NGN.

(covered in section 10)
	int

	(46) 
	Interworking with access networks
The NGN should support both public and private access networks.

(contribution invited)
	int

	(47) 
	Provision of aggregated presence & availability information
Allows a user to subscribe to a single Presence entity  to watch the presence information of users, which are subscribed to presence services residing in different networks and being owned by different service providers.

(covered in section 8.3)
	int

	(48) 
	Auto-configuration of communication devices

Whenever a device is plugged to a network, the network provides means to configure the device automatically

(covered in section 8.4)
	oam

	(49) 
	Requirements on Security

· Confidentiality: no unauthorized information leakage/ access

· Integrity: no unauthorized data modification

· Non Repudiation: performed actions can not be denied

· Availability: no Denial of Service/ accessibility of services or data

· Privacy: no unauthorized profiling, disclosure and modification

(covered in section 8.9)
	sec

	(50) 
	User privacy

Non unauthorized disclosure or manipulation of user data including user preferences, profiles, presence & availability and location information

(covered in section 8.9)
	prv

	(51) 
	Perceived quality of service

The ability to guarantee end to end quality of service depending on terminal capabilities and access type. This shall be comparable to corresponding TDM voice system QoS.

(covered in section 8.9)
	QoS

	(52) 
	Availability/ reliability of services

It shall be possible to offer differentiated levels or reliability of service.

(contributions invited)
	QoS

	(53) 
	Hosting perspective (including public or private carrier and application/ service providers)

Provisioning of hosted services for enterprises such as IP CENTREX and the provisioning of transit services to enterprise employees to access their home network from a foreign network appear as interesting business model for public carriers and service providers. Requirements are: 

· Support of Interdomain interworking with end-to end quality of service and security with open standards

· Management and performance monitoring with open standards

· Use of standardized signalling & transport of services provisioning  across networks without degradation

· Standardized secure transport

· Provisioning of standardized signalling for single log-on

· Provisioning of a open mechanism (signalling & management) to use single SLA across multiple network operators domains

· Provisioning of a open mechanism (signalling & management) for charging/ billing

· Provisioning of a open mechanism (signalling & management) for charging/ billing

· Availability of open APIs or service interfaces

(contributions invited)
	arch


Appendix VI: Background information (from SG11’s document)
Figure 1 provides a simplified overview of xDSL access networks, using the DSL Forum Terminology.  The Access Network encompasses the elements of the DSL network from the customer premises boundary to the Broadband Remote Access Server (BRAS).  The BRAS provides aggregation capabilities between the Access Network and the core networks. It is also the injection point for policy management and IP QoS in the Access Networks. Such network typically includes one or more types of Access Node and often an ATM switching function to aggregate them. The Access Node terminates the DSL signal, and physically can be a DSLAM. 
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Figure 1: Simplified overview of xDSL access networks

Figure 2 provides an example physical representation of an ADSL access network where ATM is used as a transport technology for the IP traffic between the BRAS and the DSL Modem. 
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Figure 2: ATM-based xDSL access networks.

The IMS (IP Multimedia Subsystem) is a collection of network elements supporting the provision of SIP-based multimedia services to terminals connected to an IP-Connectivity Access Network. Up to the UMTS Release 5, GPRS networks (with GERAN or UTRAN radio access networks) were the only IP-Connectivity Access Networks
 addressed by the 3GPP specifications. New types of IP-CANs such as WLAN or 3GPP2 (with CDMA2000) are now being considered under the scope of Release 6. 
Within the Release 6 timeframe, a number of 3GPP specifications are being re-structured and/or rephrased in order to make them access independent. This process is described in 3GPP TR 23.864, which provides a framework for achieving commonality and interoperability between IP Multimedia Subsystems that possibly use different IP Connectivity Networks. This Technical Report identifies two categories of IP-Connectivity Networks: 3GPP defined networks (GPRS, 3GPP2 access network, WLAN…) and non-3GPP networks. Although not explicitly identified in this technical report, xDSL access networks falls in the second category. 

Appendix Differences between 3GPP and xDSL access networks (from SG11’s document)
12.15. Inherent differences

The identification of inherent differences between 3GPP and xDSL access networks is a pre-requisite to any attempt to modify the IMS specifications. Examples of such differences are: 

· Wireline versus Wireless: xDSL being a wireline technology, the constraints in terms of bandwidth scarcity and security are different from those of 3GPP access networks.

· Terminals:  The 3GPP specifications place a number of strong requirements on terminal capabilities, based on the assumption that dedicated terminals will be available. It is likely that less stringent requirements will be placed on NGN terminals in the context of fixed access networks. Indeed, although sophisticated terminals and/or home gateways might be available in some customer premises, access to multimedia services should not be restricted to such equipments. Examples of constraints that may be relaxed are the support of IPv6 and the availability of a UICC device with a USIM or ISIM application.  

· Location Information: Location information in 3GPP access networks and xDSL access networks is different in nature. In the first case, this information is expressed in the form of a cell identity. In the second case, this information has to be derived from the identity of the physical and logical interfaces through which terminals access the network. In case of xDSL access networks based on ATM technology, this information is usually provided by the identity of the BRAS and the ATM VC that carries the user traffic. Moreover, while 3GPP terminals are aware of their own location, terminals connected to xDSL networks are usually not aware of the equivalent information.

· Resource management:  3GPP User Equipments have the ability to make explicit resource reservation requests (using the GPRS procedures for PDP context activation/modification), while no similar procedures will be available for xDSL access networks. Firstly, because terminals do not have access to the ATM layer and are therefore unable to request the set-up or modification of an ATM resource. Secondly, because in the short/medium term, no suitable resource reservation mechanism is available at the IP layer between the terminal and the BRAS. 

· Regulatory issues: Although the studies on regulatory implications of the NGN for fixed networks are in their infancy, regulators may request network operators to fulfil specific requirements, beyond those already taken into account in the 3GPP specifications (privacy, lawful interception…). An example might be the ability for a certain category of subscribers to override calling identity presentation restrictions.

Some of the above items deal with differences that may fade in the future (e.g.; support of IPv6, support of IP resource reservation protocols in terminals and BRAS…). However, it is likely that this will not occur before the first set of NGN Recommendations is approved. 

12.16. Main consequences

Inherent differences between the two types of access networks will have concrete consequences on the IMS specifications. Examples of such consequences are:

1) Relaxing the constraint on the support of IPv6 implies that IPv4 has to be taken into account and is likely to lead to a requirement to support NAPT functionalities. There are at least two reasons leading to this:

· Some operators have (or will have) to face IPv4 addresses shortage.

· Privacy of IP addresses for media streams cannot rely on RFC 3041 (Privacy Extensions for Stateless Address Autoconfiguration in IPv6) as it would have been the case for IPv6. NAPT provides an alternative for hiding terminal addresses.

2) Relaxing the constraint on the support of UICC by end-user equipments implies that alternative (probably weaker) authentication procedures will have to be taken into account. 

3) Relaxing the constraints on bandwidth scarcity may lead to consider optional the support of some features that are currently considered mandatory (e.g.; SIP compression).

4) Differences in location management will impact various protocols which convey this information, both on signalling interfaces and charging interfaces.

5) Differences in resource reservation procedures in the access network will require changes to the IMS resource authorisation and reservation procedures, as the resource reservation procedures for xDSL access networks will have to be initiated by a network entity (i.e.; the P-CSCF in case of SIP-based services), on behalf of end-user terminals. 

Appendix Other subsystems(from SG11’s document)
12.17. PSTN/ISDN Emulation subsystem

PSTN/ISDN Emulation refers to mimicking a PSTN/ISDN network from the point of view of a legacy terminal connected to an IP network, through a gateway. All PSTN/ISDN services remain available and identical (i.e. with the same ergonomics); such that end users are unaware that they are not connected to a TDM-based PSTN/ISDN. By contrast, PSTN/ISDN Simulation refers to the provision of PSTN/ISDN-like services to advanced terminals such as IP-phones. 

A separate subsystem from the IMS is proposed for supporting PSTN/ISDN Emulation. However, to save specification effort and open opportunities for the delivery of converged services, it is also proposed that the components of this subsystem be derived from those of the IMS, when applicable. Actually, the main technical difference between the two subsystems is that the IMS is a pure SIP-based system, while the PSTN/ISDN emulation subsystem should be based on H.248 and SIP-I.

Moreover, it should be noted that this separation in two subsystems occurs at the conceptual level and does not prevent functional entities from different subsystems to be implemented in the same physical node.

12.18. Access network attachment subsystem 

The access network attachment subsystem should provide the following functionalities:

· IP address allocation (e.g.; using DHCP).

· Authentication, taking place at the IP layer, prior or during the address allocation procedure. 

· Authorisation of network access, based on user profiles.

· Access network configuration, based on user profiles.

· Location management, taking place at the IP layer. 

Further studies are required to identify and specify the functional entities and associated interfaces inside the network attachment subsystem. 

12.19. Resource and admission control subsystem

The resource and admission control subsystem should provide admission control and gate control functionalities (including the control of NAPT). 

Admission control involves checking authorisation based on subscription data held in the access network attachment subsystem, on operator specific policy rules and on resource availability. Checking resource availability implies that the admission control function verifies whether the requested bandwidth is compatible with both the subscribed bandwidth and the amount of bandwidth already used by the same user, on the same access. 

Gate control involves functionalities such as:

· Opening and closing gates (i.e.; Packets filtering depending on "IP address / port”).

· Packet marking for outgoing traffic.

· Resource allocation and bandwidth reservation for upstream and downstream traffic.

· Translation of IP addresses and port numbers (NAPT).

· Throughput limitation on incoming traffic.

· Usage Metering.

· Quality of service monitoring.

Further studies are required to identify and specify the functional entities and associated interfaces inside the resource and admission control subsystem. 

It is expected that for the first release of the ITU-T NGN standards, the interfaces between the resource and admission control subsystem and the transport plane will be limited to the control of the BRAS (or a dedicated equipment sitting next to it). The required interface is primarily a gate control interface that has similarities with the 3GPP Go interface. However, re-use of the Go interface in the context of xDSL access networks does not seem to be a valid approach; as its specifications are currently tightly coupled with GPRS resource control procedures.  Moreover, the Go interface does not support the control of “layer 2 functionalities” (e.g. ATM bandwidth, MPLS or Ethernet tagging…), which might be required in the case of xDSL access networks.

 ITU-T SG11 is currently working on a TRQ dealing with requirements for Gate Control Interfaces. This TRQ encompasses the requirements of xDSL-based access networks and should be considered as an input to the work on this area. 

It should also be noted that according to the UMTS R6 architecture, the Go interface is outside the scope of the IMS; as it belongs to the IP-CAN. Therefore, not using the Go interface would not run counter to the general approach of re-using the IMS specifications.

Future release of the NGN standards may identify the need of additional interfaces between the resource control subsystem and other components of the transport plane, both in the access network (e.g.; the DSLAM) and the core network (e.g., edge router between core networks). Moreover, cooperation between several resource and admission control subsystems may also be required to ensure end to end QoS.

13. Appendix: Input material to consider Reference Model of NGN (from DSL Forum)
13.1. VoIP

This section provides an additional illustration of the use of the TR-059 Architecture by showing its application to Voice over IP (VoIP).  VoIP is generally considered the migration of narrow band voice services into an IP network.  Once voice is provided though an IP network, it can be integrated with other IP services providing capabilities not achievable or cost effective in the PSTN.
13.1.1. Model

VoIP can take on many different service models.  This usage case focuses on a service provider centric (ASP) model rather than a completely decoupled peer-to-peer model.  Additionally, the use of SIP as the application protocol is assumed. Figure 1 depicts an exemplary VoIP service architecture used in this usage case.  A centralized SIP proxy device is deployed in the service provider’s network that handles endpoint registration and authentication, feature activation, and call routing.  For connectivity to the PSTN and audio conferencing capabilities, the ASP has also deployed media server/gateway for this function.  

[image: image17.emf]SIP Proxy

DSL Service Manager

DSL Regional/Access Network

VoIP Provider

BRAS

ACSPolicy

RG

Customer Premises Network A

SIP Endpoint

User

RG

Customer Premises Network B

SIP Endpoint

User

RG

Customer Premises Network C

SIP Endpoint

User

Media GW

SIP Proxy

DSL Service Manager

DSL Regional/Access Network

VoIP Provider

BRAS

ACSPolicy

RG

Customer Premises Network A

SIP Endpoint

User

RG

Customer Premises Network B

SIP Endpoint

User

RG

Customer Premises Network C

SIP Endpoint

User

Media GW


Figure 1 – VoIP Model

The specifics of the calling features associated with the VoIP service are not discussed.  Instead a focus on describing the underlying network capabilities that will enable basic call establishment is taken.  

Providing QoS and Bandwidth with network based services is rather straightforward.  However, VoIP can combine aspects of a network service as well as a peer-to-peer service (signaling vs. Bearer).  Similar to the previous SIP based video conferencing example, a VoIP service will use randomly assigned RTP ports to transport the bearer traffic.  Call signaling follows a client network server paradigm but the bearer traffic can be either peer-to-peer (SIP phone to SIP Phone) or client to network server (SIP Phone to media gateway).  Client to network server flows can be simply classified per Section using the destination address of the SIP proxy or media server/gateway.  Peer-to-peer traffic cannot be so easily classified given that the dynamic nature of RTP.  In the video conferencing scenario, the assumption was made that a network-based mixer (MCU) is required for multi-party calls and that 2-way calls would be configured to use the mixer as well.  For VoIP, a similar assumption can be made as well.  Presumably, multi-party audio conferencing will be a feature of the VoIP service and as a result a media server (mixer) is required.  2-way calls between SIP users could be routed to the conference bridge providing a well-known IP address that can be used for classification.  Alternatives to this approach include:

· Route peer-to-peer calls through a well known network proxy device (presumably less expensive than a mixer because the are no DSPs required)

· Allow the CPE to mark the traffic as VoIP (using the differentiated services code point) and in the network police the bandwidth allocated to that class (i.e. EF) on a per subscriber basis.

For simplicity, this usage case will assume that the CPE will mark the traffic and be policed in the network.  

The CPE could be a SIP phone, Analog Terminal Adaptor (ATA), or an Integrated Access Device (IAD) that has a built in xDSL modem.  In the non-integrated scenario it is assumed that the RG has ALG capabilities for NAT, firewall, and QoS.

14. Multi-Service DSL architecture

This document discusses the requirements of a Multi-Service DSL architecture and evolution from currently deployed DSL architectures.

Figure 2 – Example DSL Network Components
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 Fig. 6  Functional interoperability model of two networks
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Fig. 1 Reference Model of NGN
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