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Introduction

A Problem Statement will be the first deliverable from WG7 “Future Packet Based Bearer Network”.  We can then to go on to identify the requirements for (a) protocol(s) which will fill any gaps identified with current systems.   

Some Problems with current IP-based Networks

Many established operators are now facing a major turning point in the evolution of their many and various service-dedicated network platforms (such as PSTN, ATM, FR, Internet backbone, IP VPN etc.) towards a simpler, more converged “Connectionless” and “Connection-Oriented” common core service network.  It is likely that all operators are seeking a similar robust, carrier-scale, flexible, yet much more economic Capital Expenditures (CAPEX) and Operational Expenditures (OPEX) solution to this very significant challenge. The current generation of IP-based networks face several challenges in providing a sufficiently robust and carrier-scale solution.  

1. How to cater for different traffic types in IP and MPLS networks

Carriers need scalable solutions that provide adequate and appropriate QoS for three fundamentally different traffic types, viz:

· Messages

· File transfer

· Streaming

Current solutions such as MPLS provide a connection oriented transport service over a connectionless network.  In a connectionless mode everything usually goes via a common user-plane network, but in connection oriented packet switched and connection oriented circuit switched modes one can have varying degrees of logical/physical separation of the traffic and control/management user-planes.  
2.
How to guarantee QoS in IP and MPLS networks, and charge for it in a fair and meaningful way

A problem all operators will face, especially as Broadband access increases in penetration, and new applications emerge, is how to deliver QoS in IP and MPLS networks and charge for it in a fair, meaningful and secure way.  Operators will want to:

· Control load distribution to avoid focused overload in the core.

· Support hard guarantees to customers.

· Support pricing of different classes.
Any scheme that allows bandwidth sharing/borrowing between users who are supposed to be getting differential treatment is fundamentally flawed.  Differentiated Services (DS) are unable to provide a true QoS differentiated IP network service to customers.  Some operators feel that DS has a small load/operating region where class differentiation is observable in a true QoS sense.......below that load point all classes look alike and the network is available to all, and above that load point all classes again look alike and the network is broken for all. 

3.
How to ensure emergency (112) calls get through in IP and MPLS networks

How do you ensure that emergency calls are not dropped under congestion conditions?

A simple classification of QoS at the packet level alone is insufficient as we cannot distinguish:

· ‘urgency’ , i.e. how fast this packet must get processed in the up-state to meet the applications QoS requirements?

· ‘importance’, i.e. what is the survivability requirement of this packet compared to others, irrespective of their QoS classification, when the network has insufficient resource to service all the traffic?
If the above discussion on the limitations of DS applies then you cannot guarantee that emergency calls will not be dropped under congestion conditions.  If you set the drop precedence on non-112 calls so that, in the event of congestion, the non-112 calls get dropped first, then this means that only 1 emergency call has to be made when the network is congested and all other voice calls will suffer loss of quality.  

4. How to provide adequate Security in IP and MPLS networks

Security is weakened in current IP-based networks because control and management plane information must be carried (in-band) over the common user-plane network.  Therefore, it is much more open to hacking as users can fake management and control information.  

A potential solution to this is to carry control information out of band (OOB).  

5. How to identify and locate faults in IP and MPLS networks

It must be possible to detect and locate faults in IP-based networks quickly, and remedy them effectively (before the customer notices).  Because in current IP-based networks, all management information is carried over the same common user-plane network as the user traffic, it is not then possible to signal faults in the network easily because the fault itself often prevents information about the fault being sent to the management system.  
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