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< Network performance of non-homogeneous networks in NGN >
Summary

<Mandatory material>
Keywords

<Optional>
Introduction

<Optional – This clause should appear only if it contains information different from Scope and Summary>
1
Scope
This Recommendation has been developed to:
· describe performance aspects of the transport layer on Next Generation Network (NGN)
· identify general performance principles and frameworks that can be applied to the development of specific performance descriptions supporting evolution of the NGN (e.g., methods and methodologies for performance specification, allocation, and validation);
· define the relationship among individual networks’ performance which may be observed at physical interfaces between a specific network and associated terminal equipment, and at physical interfaces between specific networks.
2
References
The following ITU-T Recommendations contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations are subject to revision; all users of this recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations listed below. A list of the currently valid ITU-T Recommendations is regularly published.
[1]
Rec. E.800
Terms and definitions related to quality of service and network performance including dependability
[2]
Rec. I.350

General aspects of quality of service and network performance in digital networks, including ISDNs
[3]
Rec. I.356
B-ISDN ATM layer cell transfer performance
[4]
Rec.Y.1540
Internet protocol data communication service - IP packet transfer and availability performance parameters
[5]
Rec.Y.1541
Network performance objectives for IP-based services
[6]
Rec. Y.1560
Parameters for TCP connection performance in the presence of middleboxes
[7]
Rec. Y.1561
Performance and Availability Parameters for MPLS Networks
[8]
Draft Rec. Y.NGN-GRM
General Reference Model for NGN
[9]
Draft Rec. Y.NGN-QoS
General Aspects of QoS/NP on NGN
3
Abbreviations
This Recommendation uses the following abbreviations:
ATM

Asynchronous Transfer Mode
B-ISDN
Broadband Integrated Services Digital Network
IP

Internet Protocol
MP

Measurement Point
MPE

Measurement Point E
MPN

Measurement Point N
MPLS

Multi-Protocol Label Switching
NG

Network Group
NGN

Next Generation Network
NP

Network Performance
PDU

Protocol Data Unit
QoS

Quality of Service
TCP

Transmission Control Protocol
TE

Terminal Equipment
4
NGN Transport Network components
4.1 NGN Transport Network: NGN is a packet-based network able to provide services including Telecommunication Services and able to make use of multiple broadband, QoS-enabled transport technologies and in which service-related functions are independent from underlying transport-related technologies. It offers unrestricted access by users to different service providers. It supports generalized mobility which will allow consistent and ubiquitous provision of services to users.
 In this recommendation, NGN transport network is defined as a segment that connects together terminal equipments and allows service functions that are mounted on different terminal equipments to communicate with each other. It consists of various networks to support the transport layer functions of NGN layered model and has user data transport functions, control functions and management functions.
4.2 Terminal Equipment (TE): Equipment which allows users to gain access to the NGN through networks, used to describe the terminal device employed by the service application.
4.3 Network: A segment that has their own specific protocols, which provides communication between two or more defined points to facilitate NGN service between them. Each can be operated by different providers and generally interconnected as described in Figure 4.
4.4 Interface: A shared boundary between networks and between TE and network. An interface supports various characteristics pertaining to the functions, physical interconnections, signal exchanges and other characteristics as appropriate.
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Figure 1/Y.NGN-NHNperf. - NGN Transport Network Components

5
Measurement points and measurable sections
The end points of interest for the end-to-end network performance of NGN transport network segment will be located between the TEs. For the purpose of practical measurement, the physical interface which is connected to transport function of the TE may be used as the measurement point (MP) for network performance. The ideal measurement point is an issue for further study.
Measurement point (MP): The boundary between a TE and a network or between networks at which performance reference events can be observed and measured. A network or a set of networks is measurable if it is bounded by a set of measurement points.
There are two types of MPs. MPEs are measurement points near network interface and thus are at terminal equipment. MPNs are measurement points established at the network node before and after the link crosses the network.
Measurement point E (MPE): A measurement point E is located at an interface that separates a TE from an attached network component.
Measurement point N (MPN): A measurement point N is located at an interface between networks. The exact location of the MPN depends on the network type and is specified, for each network type, in the associated Recommendation (for example, I.356 for ATM, I.353 for ISDN, Y.1540 for IP, Y.1561 for MPLS, etc.)

[image: image1]
Figure 2/Y.NGN-NHNperf. – Measurement Point E and N
In this Recommendation, the following sections are measurable.
Basic network portion: Either a TE or a network, which is delimited by two MPs.
The performance of any network is measurable relative to any given unidirectional transfer of a protocol data units (PDU). A PDU is corresponding to a specific protocol format, i.e., the cell for ATM, the packet for IP, the frame for Frame Relay or Ethernet, etc. 
The ingress MP is the set of MPs crossed by PDUs from that service as they enter that basic network portion. The egress MP is the set of MPs crossed by PDUs from that service as they leave that basic network portion.
End-to-end NGN transport network: The set of networks that provides the transport of PDUs transmitted between TEs. The MPs that bound the end-to-end NGN transport network are the MPs at the TEs.
The end-to-end NGN transport network performance is measurable relative to any given unidirectional transfer of PDUs. The ingress MP is the set of MPs crossed by PDUs from that service as they enter the end-to-end NGN transport network at the TE (source). The egress MP is the set of MPs crossed by PDUs from that service as they leave the end-to-end NGN transport network at the TE (destination).
Network group (NG): A NG refers to any concatenated subset of NGs together with the entire interface that interconnect them.
The performance of any given NG is measurable relative to any given unidirectional transfer of PDUs. The ingress MP is the set of MPs crossed by PDUs from that service as they enter that NG. The egress MP is the set of MPs crossed by PDUs from that service as they leave that NG.

[image: image2]
Figure 3/Y.NGN-NHNperf. – Relationships among measurable sections
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Note 1. : The performance of Interworking System is for further study.

Figure 4/Y.NGN-NHNperf. – Pracical measurement points in a NG
6.
Vertical layered model of the NGN transport network

This is for further study

7.
Horizontal reference configuration of the NGN transport network

Scenario 1 - Homogeneous protocol on two MPs

The same protocol is used at each end. Network performance between MPs can be evaluated by a protocol-specific performance criterion that has an end-to-end significance, even when different network types are included.

If there isn’t an end-to-end significant protocol between two MPs, scenario 2 on behalf of scenario 1 should be considered.


Figure 5/Y.NGN-NHNperf. - General configuration of homogeneous protocol in MPs
Note – Performance for homogeneous protocols will be outside of the scope of Y.HYBperf. A main target for this Recommendation will be cases where heterogeneous protocols are used at the two MPs.
Scenario 2 - Heterogeneous protocols on two MPs

Different protocols are used at each end. These different protocols may interwork by protocol mapping, translation, conversion or encapsulation. 


Figure 6/Y.NGN-NHNperf. - General configuration of heterogeneous protocols in MPs
8
Reference events
Reference events must be defined for the transfer of user information or control information across the measurement points. The dominant PDU of the NGN are expected to be IP packets, but each network’s unique PDUs create reference events at their MPs. 

Two classes of reference events are distinguished: exit events and entry events.
Exit event: An exit event occurs when a unit of user or control information crosses the MP exiting the network component or TE into the attached network component.
Entry event: An entry event occurs when a unit of user or control information crosses the MP entering the network component or TE from the attached network component.
9
Performance objectives
Scenario 1 - Homogeneous protocols

The performance objectives and parameters that are specified for a homogeneous network may be applied to support a specific network performance.

Scenario 2 - Heterogeneous protocols
Though performance at each interface is described its own specific parameters, service requirements should be met by some additional functions (for example, performance parameter mapping such like cell loss ratio in ATM network to frame loss ratio in Frame Relay network. One such description is introduced in X.144).
10
Allocation principles
This is for further study, but homogeneous portions and the portions entirely within the jurisdiction of a single network provider may be considered.
11
Relationships between the homogeneous network performance classes 

12.1 ATM network performance support of IP QoS 

This cluase presents an analysis of mapping IP performance parameters on top of the ATM QoS Class objectives as specified in ITU-T Rec. I.356. The purpose of this analysis is to estimate IP level performance obtained when ATM is used as the underlying transport. Because there are no routers considered in this analysis, the IP performance numbers shown here are the best that can be expected. In scenarios where intermediate routers exist, the IP performance will be worse.

Table 1/Y.NGN-NHNperf. – IP Packet Loss Ratio (IPLR) values corresponding to ATM QoS service classes 1 and 2 (IP packet size 40 bytes; all errored packets are assumed lost)

	ATM QoS Class
	Delivered
ATM CER
	Delivered
ATM CLR
	Resulting
IPLR

	1
	4.00 E-06
	3.00 E-07
	4.30 E-06

	2
	
	1.00 E-05
	1.40 E-05


Table 2/Y.NGN-NHNperf. – IP Packet Transfer Delay (IPTD) values for a flow 
over a national portion and an end-to-end flow

	Network Portion
	IPTD resulting from ATM QoS Class 1 (no delay from IP routers)

	National Portion
	~27.4 ms

	End-to-End
	400 ms


Note that Class 0 and Class 2 mean IPTD cannot be met on the 27 500 km reference connection of I.356.

The value of the Cell Error Ratio (CER) in the ATM classes is 4 × 10(6. If IP packets are long (1500 bytes) and errored cells cause errored IP packets, the value of IP packet error ratio will be about 10(4.

Cell Misinsertion Ratio (CMR) is currently specified as 1/day. The implications of CMR on SPR requires more study.

12.2 Frame Relay network performance and ATM network performance

Editor’s Note: Relationship between ITU-T Rec. X.144 and Rec. I.356 will be described.

12.3 ATM network performance and STM network performance

Editor’s Note: Relationship between ITU-T Rec. I.356 and Rec. G.829 will be described.

12.4 IP QoS and MPLS QoS (FFS)

12.5 Ethernet network performance and IP QoS (FFS)

12. 
NGN network performance classes
This is for further study and will be derived from the performance matrix that is specified in Draft Recommendation Y.NGN-QoS.
Editor’s Note: There is an opinion that NGN work simply use the Y.1541 classes until a need for a new set of performance objectives/new class is identified, and at that time we can determine where to add the new class.
____________
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The end-to-end NGN transport network
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(4.a) Conceptual MPs and basic network portions





(4.b) Practical MPs and basic network portions
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