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Proposal

We propose that the following be the initial outline and text of the Soft router Requirements Document. We will complete all sections as the work progresses. We expect as the outline and contents get reviewed, they will be revised as per the feedback received.
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1 Introduction

Dis-aggregation of a traditional network element such as a router encompasses the following three aspects: (1) Decoupling of the complex control plane processing functions from the data plane or forwarding plane functions (2) Execution of control plane functions on dedicated, external, reliable and scalable control plane servers and (3) Standard communication interface between the control plane servers and the forwarding plane elements.

A traditional networking device comprises of fundamentally unique and logically separate functional blocks that work co-operatively to provide a given functionality such as routing, switching etc. and yet appear as a single managed entity to the external world. Traditionally, a networking device can be split along three planes that provide distinct services: Control plane, forwarding/data plane and the management plane. The management plane has typically been seen as a logically separate entity and has been developed as such, while the forwarding plane and control plane are usually tightly integrated with the communication between the data plane and control plane done over a proprietary API. In general, the control plane functionality is executed over general-purpose processors while the data-plane/fast-path functionality is based on ASICs or network processors. Providing a standard set of communication interfaces with various elements inside the networking element enables each entity to evolve independently, while providing many other benefits of the architecture such as improved control plane scalability, reliability and security.

2 Scope

This document defines the entities involved in the Soft router approach. In addition, it specifies the architectural requirements for these entities and interface requirements between them.

3 References

IETF RFC 3654 - Requirements for Separation of IP Control and Forwarding

4 Terms and Definitions

The definitions made in this paragraph are derived from the definitions in RFC 3645 but differ in meaning and scope.

Control Element – The CE is a logical, addressable entity providing layer 3 control functionality for the purpose of packet forwarding. A CE controls one or multiple FEs belonging to the same NE. A CE is associated with exactly one NE and a NE has exactly one CE. A CE may consist of multiple distributed, redundant sub-components to implement the control functionality. A CE utilizes a single or multiple PCEs.

Forwarding Element – The FE is a logical, addressable entity providing layer 3 packet forwarding functionality. A FE is controlled by exactly one CE. A FE can only be associated with exactly one CE and NE at a given point of time. The FE’s control may be migrated to a different CE. (This means that a FE will move to a different NE.) A FE and CE may be separated by multiple hops. A FE must be able to process protocols for communication with its CE and for FE discovery. The FE utilizes a single or fractional PFEs. A NE router interface must only be served by exactly one FE. IP TTL and IP options may be modified on a per FE granularity.

Network Element – The NE is a logical entity performing the traditional layer 3 routing functionality according to RFC 3654. It consists of exactly one CE and multiple FEs. FEs and CE of the same NE may be separated by multiple hops.  IP TTL and IP options may be modified on a per FE granularity. This means that the data plane sees a NE as multiple hops whereas the control plane sees a NE as a single hop.

Physical Control Element – A hardware platform that implements layer 3 router control functions. A PCE may host partial CEs (CE sub-components) or multiple CEs.

Physical Forwarding Element – A hardware platform that implements layer 3 packet forwarding functionality. A PFE may host multiple FEs but not partial FEs.

External Link - Layer 3 packet-forwarding links that leave the packet-forwarding plane of an NE to connect with neighboring NEs.

Internal Link - Layer 3 packet-forwarding links that interconnect FEs of the same NE. The link between FEs and CE are not internal links.

Control Link - Control links interconnect CEs with FEs. Direct control links connect CEs with FEs without any intermediate FEs or NEs. Indirect control links span intermediate FEs and NEs.

Pre-Association Phase - Period of time during which the association of FEs and CEs to PFEs and PCEs is established, respectively, and during which it is determined which FEs and CE belong to a NE.

Post-Association Phase -
Period of time during which FEs and CEs know their mutual binding and establish communication.

5 Abbreviations and Acronyms

CE:
Control Element 

FE:
Forwarding Element 

NE:
Network Element 

PCE:
Physical Control Element 

PFE:
Physical Forwarding 

6 Overview

The Soft Router approach breaks down logically independent entities into separate elements and provides for a standard interface for communication between such elements. The Soft Router NE mainly comprises of the control element and the forwarding element along with their respective interconnection links and protocols. The CE is responsible for control plane functionalities such as the routing protocols, signaling protocols etc. in addition to controlling the forwarding element. The FE is responsible for packet processing and handling. The CE controls the FE by suitably manipulating various resources on the FE – e.g. forwarding table entries, NAT tables, filter tables etc. In general the CE dictates the packet forwarding behavior by such table manipulations, while the FE acts or applies the policies on the packets as dictated by the CE.

In addition to the functional entities such as CE and FE, the NE comprises of three types of distinct links that interconnect the entities. These are the control links, internal links and external links. Control links interconnect the CEs with the FEs and only control traffic flows over it. Internal links interconnect FEs to other FEs within the same NE and are used for internal packet forwarding between FEs. Finally, external links are those which are exposed to the external world, and which connect to other NEs.  These definitions are shown in the conceptual diagram depicted in Fig. 1.
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Figure 1
7 Architectural Requirements
The following are the architectural requirements:

· The collection of one to many CEs and FEs logically assembled together should be able to function as a single network element

· There should be no distance limitation between the CE and FE or between FE and FE. It is assumed that in the initial phase, the focus would be on close proximity situations, but any protocol developed should not assume such a limitation and should be extendable to dispersed elements architecture.

· The elements should be able to interconnect using any underlying technology such as Ethernet, ATM etc.

· The packets enter a NE on external links of one FE and may leave the NE on the same or other external link of the same or other FEs within the NE. In other words, a packet may travel zero or more internal links before leaving the NE. [The architecture must allow for the ability of a packet to traverse multiple FEs before leaving the NE.]

· FEs must support a minimal set of capabilities such as link status detection, resource discovery etc. that are necessary for establishing network connectivity.

· The architecture must prevent from unauthorized elements from joining the NE. An unauthorized CE should not be allowed to control any FEs nor should a CE control any unauthorized FE attempting to join the NE.

· The FE must support monitoring and error reporting capabilities. Any change in the system resources such as unavailability of interfaces, line cards etc. should be reported back to the CE asynchronously.

· There must be a mechanism for the CE to query system resources on the FE.

· Both the CE and the FE should support authentication, authorization and other such security mechanisms to enable secure communication.

· The architecture must support fail-over mechanisms for the CE. In other words, if a primary CE of the NE fails, the control functionality of the NE should be transferred to a secondary CE. The FEs should be able to accept configuration commands from the secondary CE, after they deem that the primary CE has failed.

· A mechanism to determine CE/FE failure should exist. This can be like a heartbeat or a keep-alive message between the FE and the CE that indicates that the respective elements are functioning properly.

· The FEs must be able to redirect protocol packets received from the peers. It should allow the CE to configure filters to perform such packet redirection. It should have the ability to deliver packets generated by the CE.

· The architecture should allow the CEs and FEs to join and leave the NE dynamically.

· The architecture should support a mechanism for the CE to obtain the interconnected FE topology.  Further, there should be no restrictions on the way the FEs are interconnected or how many FEs may be connected within a given NE.

· The NE should have the capability to support hundreds on FEs and one or more CEs.

· Standard management tools should be allowed to query the CEs and FEs to determine their current state. However, the management tools should not be allowed to directly control the configuration parameters of the FEs. FE configuration should be handled by the CE.

· The architecture should allow for the NE to be a geographically distributed entity with arbitrary groupings of FEs and CEs to designate as a single NE.

· A dynamic discovery mechanism must be used for the CEs and the FEs to discover themselves. No assumptions to the proximity of the CE and the FE should be made. In other words, the discovery mechanism should have the ability to discover CEs and FEs that are multi-hops away from each other.

· The NE should be able to support all traditional protocols

· Individual protocols may be optimized for this architecture to improve performance, reliability and security.

8 Requirements for the CE-FE Interface

· The model should allow a CE to determine the capabilities and resources of an FE in a given NE. The CE should have the ability to control and manage these FE capabilities through configuration.

· The protocol should support event-notification and query/response mechanism. The event notification is an event-driven message that is used to asynchronously used to report changes in system capabilities – e.g. an interface going up or down on the FE should immediately be reported to the CE. Further, the CE should have the ability to query any status or statistical information from the FE.

· The protocol should be able to operate in a multi-hop environment, wherein the CE and the FE are separated from each other by more than one layer 3 hop.  This feature allows architectural flexibility in terms of using geographically dispersed elements organized to operate as a single NE.

· The protocol should have the ability to communicate securely.

· It should be able to repel man-in-the-middle or impersonation attacks

· It should have the ability to throttle messaging over the control channel to prevent DoS attacks

· Ability to verify/authenticate configuration message before they are applied to the elements.

· Ability to configure FEs to filter attack packets. This configuration can be done by the CE itself, or in the case where the control channel is already flooded with attack packets such that no control packets from the CE reach the FE, there must be mechanism to install filters on the FE directly (off-band).

· The protocol should provide a means for expressing message priority

· The protocol should have the ability to handle hundreds of FEs in a given NE. This implies that the protocol on the CE will have hundreds of termination points and should be able to address each channel to a specific FE separately.

· The protocol should support various levels of reliability in delivering messages

· Mission critical message such as configuration messages such as updating the FIB, filter etc. from the CE to the FE, or change in system resource message reported from the FE to the CE should be handled with a very high degree of reliability.

· Messages such as heartbeat messages may not require strict reliability – where timeliness is more important than reliability.

· In the case of multi-hop scenario, transport layers such as TCP or reliable UDP may be employed for message delivery.

· In care where the protocol is operating in a non-IP environment such as Ethernet, switch-fabric etc. care should be taken to provide the necessary reliability that is not supported by the underlying technology.

· The protocol should be operable over any interconnect technology – i.e. independence from the underlying data-link technology used.

9 Security Considerations
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